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Alloying of noble metals is lately being explored as a way to tune the optical and plasmonic properties of metal nanostructures. In
order to rationally modulate properties by alloying there is a need to fundamentally understand how the composition affects them.
This work demonstrates that deep insights, useful for tailoring of noble alloy plasmonic and optical properties, can be gained by a
low-cost approach based on density functional theory (DFT). We show in this work that the PBE functional, commonly used for cal-
culation of alloy optical properties, can largely underestimate and in some cases even fail to predict a plasmonic response of an alloy.
We propose the use of the GLLB-SC functional as a same-cost alternative and demonstrate it has an overall better performance than
PBE for alloyed nanoparticles, thin films and bulk alloys. The evolution of optical properties with composition range in the UV/Vis
region is explained by connecting the alloy composition, band structure and the resulting dielectric function. Additionally, an emer-
gent property of alloying in the form of strong optical losses due to interband transitions in the IR region is identified and its origin
is elucidated.

1 Introduction
Nanophotonics and plasmonics have been a matter of rapidly increasing research interest over the past few decades. Due
to the attractive properties that plasmonic nanostructures exhibit, such as local field enhancement, strong light absorption
and scattering and efficient hot carrier generation, they are being successfully utilized for solar energy harvesting, photo-
catalysis, waveguiding and sensing. [1, 2, 3, 4, 5] The most widely used plasmonic materials are noble and coinage metals
such as Au, Ag and Cu because of their strong and sharp surface plasmon resonance [6, 7, 8, 9]. It is possible to tune the
optical properties of nanostructures by changing their size and geometry but only within the limits imposed by intrinsic
properties of the material such as electron density and electronic structure [4, 8].
Alloying of noble and coinage metals provides a new approach to bypass these material constraints while retaining good
plasmonic properties. However, experimental determinationn of the alloy composition which results in the desired opti-
cal response can be expensive and time demanding, particularly taking into account that optical properties depend non-
linearly on the composition. Empirical models that could reduce the need of extensive experimental data are only well
suited for systems such as Au-Ag, with slowly and smoothly varying optical properties and provide limited physical ex-
planation. [10, 11] The importance of a deep physical insight into composition-properties relationship is in it enabling a
rational tailoring of alloy properties for specific purposes.
Recently, electronic, optical and plasmonic properties of alloys have been explored using density functional theory (DFT)
[12, 13]. DFT-based approach is able to circumvent the above mentioned limitations: It requires practically no empirical
data and provides a fundamental physical insight into electronic structure modification, connecting composition variation
with the change in optical properties. A current issue with DFT-based approaches is finding a satisfactory combination
of prediction accuracy and computational efficiency. Predicting the optical properties of different alloy compositions using
DFT requires a multitude of calculations to sufficiently sample the compositional and configurational space. Calculations
involving fixed empirical parameters, such as a proportion of Hartree Fock exchange, might have questionable transfer-
ability, while those involving adjustable parameters, such as DFT+U, [14] are of little predictive use. In addition, a suf-
ficiently large unit cell must be used for atomic ratio in a unit cell to match the desired composition, making approaches
with steep scaling unfeasible. Furthermore, using hybrid functionals or applying a GW correction is of questionable effec-
tiveness [15, 16] despite being order(s) of magnitude computationally more expensive than using a simple generalized gra-
dient approximation (GGA) functional.
PBE, a GGA-level functional developed by Perdew, Burke and Ernzerhof [17] has become a standard functional for DFT-
based optical properties calculation [18, 19, 20, 21, 22, 23, 24, 25, 26, 27]. It is ubiquitous in solid state DFT [28, 29, 30,
31] due to its universality, computational efficiency and well understood physical basis with no empirical parametrization.
However, PBE has known limitations pertaining to d-band treatment in different materials. This results in considerable
underestimation of band gaps and interband transition energies [32, 33, 34].
The aforementioned problems show that the desired DFT approach should ideally involve a functional with similar advan-
tages as PBE but better in predicting optical properties. GLLB-SC functional potentially meets these requirements, as
has been recently shown in calculations for gold and silver [33, 34, 35, 36]. GLLB-SC functional uses a GLLB exchange
response potential developed by Gritsenko et al. [37] and PBEsol functional for energy density and correlation. GLLB po-
tential allows a very efficient evaluation of exchange discontinuity contribution to quasiparticle band gap. Discontinuity
contribution widens the gap and counteracts the interband transitions energy underestimation typical for GGA functionals,
while remaining comparably efficient and not reliant on parametrization. Moreover, the formulation of GLLB potential is
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based on physically grounded arguments such as proper asymptotic behavior, exchange scaling relation and fit to the ho-
mogenous electron gas [38].
In this work we present a universal method suited for high throughput calculations of the optical response of plasmonic al-
loys. Accurate results were obtained for structure optimization, band structure, and consequently, optical and plasmonic
properties of several binary alloys of noble and coinage metals. We compare bulk dielectric functions for pure elements cal-
culated by several functionals and show that GLLB-SC has the overall best performance. For alloy systems, we compare
in depth the performance of PBE and GLLB-SC in the UV and visible range exploring their different d-band treatment.
Next, we focus on the energy range below the nominal d-sp transition onset and show the emergence of optical losses caused
by interband contribution to dielectric function upon alloying. Calculated dielectric functions allow us to predict the plas-
monic response of nanoparticles and films and compare them to predictions based on experimental data. Finally, we dis-
cuss the implication of our results for practical applications and the validity of the presented calculations scheme as a general-
purpose approach for ab-initio calculation of optical response of plasmonic alloys.

2 Results
We considered four binary alloy systems, Au-Ag, Au-Cu, Ag-Cu and Au-Pd. Constituent elements form bulk crystals with
FCC lattice, and substitutional alloys with FCC-like lattice in all of the aforementioned binary systems. Compositional
space was sampled with increments of 12.5%, which made for a total of 9 different compositions for each alloy system.
4 atom cells were used for pure elements and alloys of 25%, 50% and 75% composition ratio. 8 Atom cells were used for
12.5%, 37.5%, 62.5%, and 87.5% composition ratio. We found 3 different possible configurations of atomic ratio 3/8 (37.5%)
and 5/8 (62.5%), all of which were included in calculations for the purpose of studying the compositional influence on di-
electric function. The configurations for Au5Ag3 can be seen on Figure S1 (a).

2.1 Structure optimization
An indirect way to ensure the quality of calculated optical properties is by proper lattice optimization, as dielectric func-
tion can be affected by lattice parameters of optimized structure. Works of Haas et al. [39] and Csonka et al. [40] show
that PBEsol performs well for lattice constant determination of most bulk solids, especially for pure noble metals. We cal-
culated the lattice constants with both PBE and PBEsol for pure metals used in this study. PBEsol performed better than
PBE for bulk Au, Ag and Pd lattice constant calculations, while for Cu their performance was comparable, as shown in
Table S1. Therefore, all alloy structures were optimized using PBEsol. The choice of optimization method can be impor-
tant as different lattice constant can noticeably influence the shape of dielectric function as can be seen on Figure S2 for
the imaginary part of the dielectric function (ε2) of Ag based on PBE and PBEsol lattice constants.

2.2 Electronic structure and optical calculations
2.2.1 Comparison for pure elements

The dielectric function can be separated into contributions of interband and intraband transitions ε (ω) = εintra (ω) +
εinter (ω), where the effect of intraband transitions is introduced via phenomenological Drude term, as implemented in
GPAW code:

ω2
p

(ω + iγ)2
(1)

where ω is the light frequency, ωp is plasma frequency and γ is the scattering rate parameter, not calculated ab initio but
set usually to 0.01 eV in calculations, or adjusted to better match experimental values. In the IR energy region, for closed
d-shell elements such as Au, Ag, and Cu, contribution by interband transitions is small to non-existent and contribution
by intraband transitions dominates. Position of the d-bands for these elements is well below the Fermi energy, so energy of
transitions from d-bands to sp-conduction band falls into visible and UV range. For Pd, an open d-shell element, the two
contributions are comparable in NIR due to d-bands crossing Fermi energy, thereby allowing low energy interband transi-
tions to occur near the Fermi energy. Comparison of dielectric functions obtained by calculations performed using several
different computationally efficient functionals (up to GGA-level) shows that all functionals perform similarly well for Pd
but for Au, Ag and Cu some of them perform quite differently, especially when predicting interband transition onset (Fig-
ure 1). To quantify the performance of each functional we compared the interband transition onset estimated from calcu-
lated dielectric functions with the interband transition onset estimated from experimental data. For that purpose we de-
fined the interband transition onset as the energy after ε2 minimum at which ε2 reaches 200% of its minimum value. Data
in Table S2 shows that GLLB-SC has by far the most correct estimations of interband transition onset, with almost perfect
agreement for Au and Cu and slightly underestimated for Ag. For all other functionals the interband onset is substantially
red-shifted for each metal.
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Since all the functionals except GLLB-SC give similar results as PBE we proceed by performing all the following calcula-
tions using only PBE, as the current standard, and GLLB-SC as the best candidate for a new standard, based on calcula-
tions of dielectric function for pure plasmonic metals.

Figure 1: Comparison of imaginary part of dielectric function calculated with several GGA-level functionals (LDA [41],
PBE [17], PBEsol [42], RPBE [43], vdW-DF [44], GLLB-SC [38]) with experimental data for Au (a), Ag (b), Cu (c) and
Pd (d). The discrepancy in the values of ε2 below interband transition onset between DFT and experimental data is be-
cause the scattering rate γ was set to 0.01 eV for all elements instead of being adjusted to better agree with experiments.
To isolate the effects of different functionals on the calculated optical properties, calculations were performed using systems
with experimentally determined lattice constants (Table S1). Experimental data for dielectric functions is from [45] for Au
and Ag, from [46] for Cu and from [47] for Pd.

Band structure calculations (Figure S4) show that more accurate estimation of interband transition onset energy with
GLLB-SC is mostly due to better treatment of d-bands, which for PBE lie too close to the Fermi energy. In GLLB-SC
calculations d-bands of Au, Ag and Cu are positioned lower, while other bands align more closely with PBE bands. For
Pd d-bands are very similar for both functionals, as is the dielectric function. Similarly to the effect of Hubbard-like U ap-
plied to d-bands, lower position and width of GLLB-SC d-bands can be attributed to more localized d-orbitals than PBE
predicts. We note in passing that comparison of GLLB-SC with several DFT+U calculations with varying U value shows
PBE+U dielectric function becomes rather similar to GLLB-SC one at U = 2 eV for Au and U = 3 eV for Ag (Figure S1).
There is a fundamental basis to this similarity. The U parameter introduces a discontinuity in the potential acting on the
orbitals which it is applied to. If these orbitals are involved in interband transitions (as is the case with d-orbitals for d-sp
interband transitions), a discontinuity introduced in the exchange-correlation potential by a properly chosen U value adds
to the gap between d-band and sp-band at a given k-point, which results in increased interband transitions energy [48].
The effect of discontinuity introduced by U parameter can, therefore, be quite alike to the effect of eigenvalue-dependent
discontinuity inherent to GLLB-SC [38]. Since GLLB-SC is based on PBEsol, we also performed a PBEsol+U dielectric
function calculation for Ag using the U value of 3 eV applied to d-orbitals. The obtained results are in very good agree-
ment with both PBE+U and GLLB-SC dielectric function (Figure S5).

2.2.2 Comparison of dielectric functions for alloys

High energy d-sp interband transitions
Dielectric functions of all alloy compositions are shown on the Figure 2. In the case of compositions for which multiple
configurations were created, dielectric function on Figure 2 is the average of all configurations. For Au-Ag, Au-Cu and
Ag-Cu systems, in which both components have closed d-shells, it can be noticed that interband transitions define almost
completely the dielectric function shape in the visible/UV range. A relatively smooth trend in optical properties variation
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Figure 2: Imaginary part of alloy dielectric functions shaded by changing composition calculated with PBE (leftmost col-
umn) and GLLB-SC (middle-left column), experimentally determined (middle-right column) and their respective envelopes
determined by minimum and maximum value of ε2 at a given photon energy (rightmost column). Dielectric function is
shaded progressively more yellov for increasing Au content, brown for Cu content, gray for Ag content and dark green for
Pd content. The envelope is shaded blue for GLLB-SC, red for PBE and gray for experimental data. Experimental data
is from [45], for Au-Ag, from [49] for Au-Cu, from [50] for Ag-Cu and from [51] for Pd-Au alloy. ε1 plots can be found in
Figure S6
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with change of composition has qualitatively been reproduced by both GLLB-SC and PBE. Smooth transition of d-sp on-
set follows the variation in d-bands position (Figures S11, S12, S13, S14). Since both functionals reproduce the smooth
variation of optical properties relatively well, their comparative performance is largely determined by the limiting cases in
the trend, which are pure metals. Therefore, for alloys, as was the case for pure metals, values of ε2 in the UV/Vis region
calculated with GLLB-SC are relatively close to experimentally determined values, while with PBE they tend to be sys-
tematically overestimated. For both functionals, prediction of intricate shape features varies from element to element. For
example, unlike GLLB-SC functional, PBE captures double-peaked shape of Au dielectric function, while for Ag the shape
of GLLB-SC ε2 agrees much better with experiments than is the case with PBE. For practical applications, however, such
discrepancies in shape features are not as important as the correct position of interband transition onset, because a shift of
transition onset shifts the entire function and creates far larger discrepancies in ε2 values.
Unlike the smooth variation present in systems composed of only closed d-shell elements, Au-Pd system shows an abrupt
change in dielectric function on a small addition of open d-shell Pd. Both functionals predicted this highly nonlinear be-
havior. Band structures of Pd-Au alloy system in Figure S13 show that, compared to pure Au band structure, even the al-
loy compositions with the smallest proportion of Pd, have d-bands significantly shifted to higher energies and several close
lying bands crossing Fermi level and enabling interband transitions.
Configuration influence on dielectric function shape at a given composition has shown to be relatively small in the UV/Vis
region. The configuration in which atoms of two elements are the most segregated exhibits a slight deviation in the UV/Vis
region from the other two configurations in which atoms of two elements are more intermixed, and whose dielectric func-
tions are practically overlapping. An example in the case of Au5Ag3 can be seen in Figure S3 in Supporting information.
Low energy interband transitions
Although less pronounced, increase of the imaginary part of dielectric function in the NIR region is also, rather unexpect-
edly, present for the systems composed of closed d-shell elements with low-lying d-bands. The increase can be almost fully
ascribed to the contribution of interband transitions, as evidenced in Figure 3. Moreover, ε2 interband contribution ex-
tends deeper into the IR region, to the edge of far infrared, and reaches much higher values than in the UV and visible re-
gion. Despite ε2 interband values being higher at very low energies relative to UV or Vis region, they are overshadowed
by even higher intraband contribution (Drude term) in low energy region (3, (b)). It is important to note that low energy
interband contribution to dielectric function is present for all of Au, Cu and Ag alloy systems and compositions, but for
none of the pure constituent metals, which makes them an emergent property of alloying. We argue in the Discussion sec-
tion that this emergent property is not a result of d-sp transitions, which are present in the UV and Vis range, but rather
comes about from conduction band splitting upon alloying.
The effect of configuration on the interband transitions contribution to dielectric function in the IR is much more pro-
nounced than in the UV/Vis region (Figure S1).

Figure 3: Imaginary part of Au3Ag dielectric function calculated using GLLB-SC with both interband and intraband con-
tribution included (full line) and with only interband contribution (dashed line). Interband contribution is dominant even
below the nominal d-sp interband transition onset (a), but is overpowered by intraband (Drude) contribution in the mid-
and far-infrared region despite taking far larger values than in the UV/Vis region (b).

Electrodynamics simulations of alloys plasmonics
In this section we evaluate the ability of computed dielectric functions to predict the plasmonic response of alloys. Local-
ized surface plasmon resonances are first investigated in the small particle limit by calculating the dipolar polarizability
of spherical particles in the quasi-static approximation (first row in Fig. 4). Generally speaking, both experimental and
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computed dielectric functions show a progressive red shift and broadening of the localized surface plasmon resonance as
the composition changes from Ag to Au. However, the experimental data predicts narrower peaks with larger polarizabil-
ity values compared to those provided by computed dielectric functions, especially for Ag-rich alloys. In this regard, the
GLLB-SC functional provides a better agreement with experimental data than PBE. The resonance central energy com-
puted by GLLBS-SC is blue-shifted about 0.1 eV with respect to the values calculated using experimental data, while PBE
results are red-shifted by ≈ 0.5 eV.
Regarding field enhancement effects here we consider the case of a dimer of closely located particles excited by light polar-
ized along the dimer axis. This configuration results in a hot-spot with large field enhancement at the gap separating the
particles (Fig. 4, second row). The near-field intensity spectra computed using PBE data is red-shifted about 0.2 eV with
respect to those computed using experimental data, while GLLB-SC is ≈ 0.1 eV blue-shifted. In a similar way as in the
previous case, the field enhancement is underestimated using DFT dielectric functions, with GLLB-SC results being closer
to those computed from experimental data.
As a last case-study of localized plasmon resonances we focus on nanorods as a well-studied geometry that enables tuning
the resonance energy by controlling the particle aspect ratio. The extinction cross section for energies around the dipo-
lar longitudinal resonance of a nanorod with aspect ratio 8 is shown in Figure S15. A weak spectral variation of the plas-
mon resonance with the composition is revealed by electrodynamics simulations based on experimental dielectric functions.
This plasmon resonance variation appears to be better depicted when using GLLB-SC rather than PBE dielectric func-
tion based simulations. Compared to the previous cases, the width and strength of the localized surface plasmon resonance
computed using DFT is in closer agreement with experimental data.
Next we move to the study of surface plasmon polaritons in extended systems by first looking at the dispersion relation of
surface waves at a metal-glass interface. The relation between wave frequency and the real and imaginary part of the wave
propagation constant is shown in Figure 4 (third and fourth rows). It can be seen that the experimental data provides a
dispersion relation that is close to an ideal lossless system in which lower and upper branches, describing bound and prop-
agating modes respectively, can be clearly distinguished (third row). These branches are separated by a region with large
imaginary part of the propagation constant (fourth row) that quenches the propagation length of the mode. This descrip-
tion becomes less ideal for Au-rich alloys, due to the larger losses. In the case of DFT computations, the dispersion rela-
tion is smoothed out and the distinction between propagating and bound modes and the existence of a forbidden propa-
gation region is less evident. Yet, it should be noted that results using GLLB-SC are closer to the ideal lossless metal sys-
tem and the frequency regions defining bound, forbidden and propagating waves are in much better agreement with the
experimental-based calculation than in the case of PBE.
We now consider the Kretschmann configuration for exciting surface plasmon polaritons for sensing purposes. A system
consisting of glass (prism)/ 40 nm film/ air is assumed and the reflectance of light coming from the glass side as function
of the incident angle is computed for monochromatic red light (fifth row in Fig. 4). A dip on the angular-dependent re-
flectance is observed in all cases, that becomes broader and shifted to larger angles as the amount of Au in the alloy in-
creases. The calculations using PBE predict much wider peaks and a larger variation of the dip with the composition when
compared to calculations based on GLLB-SC and experimental data, that are in much better mutual agreement. Since the
width of the reflectance dip ultimately defines the figure of merit of the sensing scheme, PBE calculations can significantly
underestimate the performance of the Kretschmann configuration for Au-rich alloys.
Finally, the reflectance of an air-metal interface at normal incidence as a function of photon energy is also calculated (Fig-
ure S16). Although no surface plasmons are excited in these scheme, this quantity is important to predict the color of met-
als and the performance of inferential systems with metal layers. The spectra is separated in a low-energy high-reflecting
region, dominated by the Drude contribution and a high-energy low-reflecting region, where the optical properties are re-
lated to the interband electronic transitions. The effective plasma frequency determines the passage between these regions.
A significantly better agreement of these spectral regions limits between experimental-based and DFT-based data compu-
tations is obtained using the GLLB-SC functional, in the line as in previous cases.

3 Discussion
Along with the ability to predict optical properties with little to no experimental data, a crucial value of a DFT-based ap-
proach lies in the fundamental physical insight that helps explain the obtained data and draw further conclusions about
useful properties of the system. For example, the abrupt change in dielectric function upon alloying a small amount of Pd
with Au was successfully predicted and also explained by changes in the band structure. DFT calculations with both func-
tionals are able to predict this behavior with no empirical input, while it would likely take both fabrication and measure-
ment of many samples to create empirical models that properly predict such behavior. The reason for the abrupt increase
in ε2 values in the NIR region upon alloying Au with Pd is the introduction of high-lying Pd d-states in the system. Pd,
being an open d-shell element, has d-bands crossing the Fermi level, which enables interband transitions continuously from
IR to UV. This property is transferred to the Pd-Au alloy by Pd atoms introducing high-lying d-states in the alloy. Thus,
the abrupt change in dielectric function for Pd-Au alloys arises as an inherent property of one of the alloy’s constituent el-
ements. Another example of the added value is a very important finding regarding introduction of low energy interband
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Figure 4: Plasmonic response of different systems as a a function of composition, computed using dielectric functions ob-
tained with PBE (leftmost column) and GLLB-SC (middle-left column), and experimentally obtained dielectric functions
(middle-right column). Top row: absolute value of particle polarizabilty of small spherical particles in vacuum. Second
row: near-field intensity enhancement at the gap between two particles with radius 20 nm and separated by 5 nm excited
by polarization parallel to the dimer axis placed in water. Third and fourth rows: real and imaginary part of the disper-
sion relation of a glass/metal film interface. Fifth row: reflectance of a glass/metal/air system at 633 nm as a function of
the incidence angle.
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transitions as an emergent property upon alloying closed d-shell elements, manifesting as a considerable contribution to di-
electric function in the IR region. As discussed below, band structure calculations also helped elucidate the origin of these
transitions, as well as the reason why they are not present in the pure Au, Ag and Cu. Unlike in Au-Pd system, in Au-Cu,
Au-Ag and Ag-Cu alloys both elements are closed d-shell elements, so the alloy d-bands are positioned below Fermi level.
Thus, the introduction of high-lying d-bands could not be the reason for the emergence of lower-energy interband transi-
tions.
Substitution of an atom in a pure system unit cell for an atom of another element introduces a perturbation that breaks
the degeneracy in the band structure. Degeneracy breaking results in “splitting” of conduction band, which is visible in the
band structures of alloys. Nearly parallel bands close in energy, crossing the Fermi level, introduce new interband transi-
tions of the appropriate (low) energy. This finding is corroborated by experimental ellipsometric data of ordered AuCu3
[52] for which a sharp ε2 peak appears between around 1 eV. This peak in ε2 is not present for the disordered system of
the same composition, which points to stronger configurational dependence of dielectric function at low energies, also pre-
dicted by DFT. It is likely that, in disordered systems, averaging over many different local environments smooths out the
sharp features in low energy dielectric function. This could explain why sharp features are not present for the Au-Ag al-
loy system, which is a solid solution in the entire compositional range. Although some sharper features may be sensitive to
configurational change, the overall interband contribution to dielectric function in the lower energy region is quite consis-
tent for a given composition. Interband contribution to ε2 is especially pronounced in NIR where it amplifies optical losses,
especially for compositions close to 50/50 ratio. Increased optical losses in the IR region for Au-Ag alloys have been thor-
oughly discussed in the literature, with the likely cause ascribed to increased scattering due to lattice distortions, impu-
rities and other imperfections.[11, 45, 53, 54] We propose low-energy interband transitions as an emergent alloy property
that will contribute to the IR absorption of materials regardless the structural non-idealities. A potentially very impor-
tant utilization of emergent low energy transitions in plasmonic alloys is for efficient hot electron generation. According
to the work of Brown et al. plasmon decay due to interband transitions is the most efficient for hot electron generation
among several plasmon decay mechanisms.[14] Their calculations show that a significant portion of hot electrons gener-
ated by plasmon decay for pure gold at 2 eV is due to interband transitions, even though minimal interband transitions are
available at that energy. At higher energies interband transitions strictly dominate the hot electron generation. As alloying
causes several times higher interband contribution than for pure plasmonic metals below 2 eV, alloyed plasmonic nanopar-
ticles could have much more efficient hot electron generation in the visible and NIR range. By changing the size, shape and
composition, ε2 could be tuned to a “sweet spot” value at plasmon frequency, where ε2 is low enough not to overly dampen
the plasmon peak, but has a high enough interband transitions contribution to generate hot electrons very efficiently.
The plasmonic response of different systems calculated using DFT data qualitatively agrees with that based on experi-
mental data, in all cases correctly predicting the broad trends of angular and photon energy dependence of the plasmon
resonance. As expected from theoretical consideration regarding discontinuity contribution implemented in the GLLB-SC
functional, it performs better than PBE, especially when Au-rich alloys are considered. The quantitative agreement de-
pends on the specific system being considered. For those configurations showing resonances in the visible part of the spec-
tra the optical properties are dominated by d-sp transitions that, as shown before, are best accounted by the GLLB-SC
functional. In some situations the losses overestimation given by PBE results in a nearly complete quenching of the plas-
monic response, like in the case of small particles and the dispersion relation of Au-rich alloys. If the resonance, however,
takes place in the infrared part of the spectra like in the case of nanorods, the free electron Drude contribution dominates
and the response is less sensitive to losses coming from interband transitions. However, it should be noted that DFT calcu-
lations correctly predict a damping of the plasmon resonance for alloys in comparison to pure materials regardless whether
the damping term of the Drude model is set equal to 0.01 eV for all compositions. The reason is the previously described
low-energy interband transitions that can partially account for the experimentally observed enhanced infrared losses in al-
loys.
The PBE shortcomings described above are a critical obstacle for satisfactory description of optical properties on a nanoscale
in the operational spectral range for most plasmonic applications. Particularly, it turns out that PBE is unsuitable for pre-
diction of optical properties of Au-Ag alloy nanoparticles and casts doubt on its reliability for prediction of nanophotonic
properties for similar systems. Conversely, interband contribution to bulk dielectric function in UV and visible range, as
predicted with GLLB-SC, is in much better agreement with experimental data. Due to the relatively small influence of
configuration on dielectric function, taking into account only one unit cell configuration might be sufficient. For disordered
alloys, most likely a configuration with diverse local atomic environments would be a preferable choice.

4 Conclusion
We have shown that optical and plasmonic properties of alloy nanostructures can be qualitatively predicted by a DFT-
based approach. Results obtained by calculations with GLLB-SC functional are overall more accurate than results ob-
tained by calculations with standardly used PBE functional. Since GLLB-SC has a well grounded physical basis and same
cost as PBE, which makes it suitable for high throughput calculations, we propose it as a new standard for predicting plas-
monic properties of alloys.
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As a significant benefit of such DFT-based approach, the insights gained by DFT in our work provided a causal link be-
tween different changes in band structure and their effect on the dielectric function. In the UV and visible range a smooth
variation of optical properties with changing composition can be explained by shifting of the d-bands which changes the
d-sp transition onset. In the IR range we identified the occurence of optical losses caused by interband transitions as an
emergent property of alloying which could have importance in hot electron generation. We showed that these losses are
caused by closely-lying conduction bands present in all studied alloy nanostructures. The effect of configuration change was
shown to be minor in the UV and visible range and more pronounced in the IR range.
These findings pave a way to deliberate band structure engineering for desired purposes from IR to UV range and intro-
duce a possibility of a novel approach to efficient hot electron generation.

5 Methods
DFT calculations were performed using GPAW package [55, 56], based on the projector augmented wave (PAW) method
and the atomic simulation environment (ASE) [57]. Brillouin zone sampling was performed using Monkhorst-Pack grid
[58], plane waves were used as a basis set, and occupation number smearing was of Fermi-Dirac type with 0.1 eV width.

5.1 Structure optimization
Structures of pure metals were optimized both by PBE [17] and PBEsol, [42] which has been shown to perform well for
calculations of lattice parameters for a large range of materials [39, 40]. PBEsol performed better for bulk Au, Ag and Pd
lattice constant calculations, while for Cu their performance was comparable. (Table in supplementary material). Hence,
all alloy structures were optimized using PBEsol functional. 24x24x24 k-points were used for 4-atom cells and 24x24x12
k-points for 8-atom cells. Since length along the z-axis in real space is approximately twice as long than along the x- and
y-axis for 8-atom cells, in the reciprocal space along the z-axis they are one half of the length along x- and y-axis. There-
fore, the k-point number along the z-axis is one half of the k-point number along x- and y-axis to ensure approximately the
same k-point density in each direction. A relatively high energy of 500 eV was chosen as a plane wave cutoff to minimize
the influence of Pulay stress during optimization. Geometry was optimized until the force on all individual atoms was less
than 0.03 eV/Å.

5.2 Band structure and dielectric function calculations
For ground state calculations a k-point grid of 40x40x40 k-points was used for 4-atom cells and 40x40x20 k-points for 8-
atom cells. Plane wave cutoff was set to 400 eV and additional empty bands were used in the calculations. All parameters
were tested for convergence. Based on these ground state calculations, band structure was calculated using the same num-
ber of bands as in ground state calculations for each system. The same ground state calculations were the starting point
for dielectric function calculations, which were performed within the random phase approximation (RPA) framework and
were based on the approach from [59]. Broadening parameter η was set to 0.15 eV and the rate parameter γ was set to
0.01 eV to all dielectric functions shown here in figures, while for electrodynamic simulations γ was linearly interpolated
between values from [45] for pure Au and Ag to avoid large discrepancies from data based on experiments in the IR.

5.3 Electrodynamics simulations
Experimentally determined optical constants used for comparision with DFT calculations and for electrodynamics sim-
ulations are taken from [10]. Electrodynamics calculations are performed using a variety of methods. Small particle po-
larizability, dispersion relations at glass/metal interface and reflectance of Kretschmann and air/metal configurations are
analytically calculated with standard expressions that can be found elsewhere [60]. The near field properties of the dimer
system are computed using an own implementation of the multiple-particle Mie theory [61]. The nanorod response is com-
puted using the MNPBEM toolbox based on the boundary element method for the resolution of Maxwell equations in ge-
ometries that do not accept analytical solutions [62].
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