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ABSTRACT 

Protein-protein complex assembly is one of the major drivers of biological response. 

Understanding the mechanisms of protein oligomerization/dimerization would allow one to 

elucidate how these complexes participate in biological activities and could ultimately lead to 

new approaches in designing novel therapeutic agents. However, determining the exact 

association pathways and structures of such complexes remains a challenge. Here, we use 

parallel tempering metadynamics simulations in the well-tempered ensemble to evaluate the 

performance of Martini 2.2P and Martini open-beta 3 (Martini 3) force fields in reproducing the 

structure and energetics of the dimerization process of membrane proteins and proteins in an 

aqueous solution in reasonable accuracy and throughput. We find that Martini 2.2P 

systematically overestimates the free energy of association by estimating large barriers in distinct 

areas, which likely leads to overaggregation when multiple monomers are present. In 

comparison, the less viscous Martini 3 results in a systematic underestimation of the free energy 

of association for proteins in solution, while it performs well in describing the association of 

membrane proteins. In all cases the near-native dimer complexes are identified as minima in the 

free energy surface albeit not always as the lowest minima. In the case of Martini 3 we find that 

the spurious supramolecular protein aggregation present in Martini 2.2P multimer simulations is 

alleviated and thus this force field may be more suitable for the study of protein oligomerization. 

We propose that the use of enhanced sampling simulations with a refined coarse-grained force 

field and appropriately defined collective variables is a robust approach for studying the protein 

dimerization process, although one should be cautious of the ranking of energy minima. 
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1. INTRODUCTION 

Protein-protein association plays a fundamental role in the regulation of protein function ranging 

from enzyme catalysis and inhibition to immune response by cytokines and DNA repair; hence, 

protein-protein association may control various cellular processes such as metabolism, signal 

transduction, and proliferation.1 Understanding the mechanistic contributions of protein 

oligomerization/dimerization to regulating protein function would allow us to elucidate how 

these supramolecular complexes orchestrate biological responses and could ultimately lead to 

new approaches in designing new therapeutic agents.  

Determining the association pathways and structures of protein complexes is the first step in 

unveiling their biological implications in the cellular machinery. The structure of protein 

complexes can be determined through biophysical methods, which provide either distinct 

microscopic snapshots of these systems or average properties of their interactions, kinetics, or 

energetics. Nonetheless, protein complex structural determination poses a significant number of 

challenges,2 leaving a large number of known, functional protein–protein structures unresolved. 

Protein-association mechanisms are even more demanding to determine and require the use of 

specialized experimental approaches such as double-mutant cycles and paramagnetic relaxation 

enhancement to acquire potential transition states and intermediates.3, 4 

 Although valuable, experimental studies aimed at determining the exact physicochemical 

interactions governing the process of formation of such protein complexes very often lack 

sufficient resolution for investigating the detailed underlying molecular interactions involved, 

such as non-bonded enthalpic and entropic effects between proteins and between protein and 

solvent, which occur after diffusion and spontaneous collision of the monomers and their 

subsequent association to the native complex. Thus, obtaining atomic-level information for 
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protein-association pathways is still an open problem. A wealth of computational approaches has 

attempted to underpin this information for protein-protein complexes.5 Among these approaches, 

Molecular Dynamics (MD) simulations offer structural, dynamical, energetic, and ultimately also 

kinetic information of the relevant interactions at the atomic level. In practice, however, it has 

proven difficult to study protein–protein association and dissociation with MD simulations 

because the reversible protein association/dissociation is a slow process compared to the time 

scales accessible by conventional MD simulations. In fact, protein dimerization prerequisites the 

formation and destruction of interactions at the protein-protein desolvation interface, introducing 

slow degrees of freedom along the free energy landscape toward the native state;  these slow 

processes may often trap protein monomers in non-native states with barriers that are difficult to 

overcome in time scales achievable by plain MD simulations.6, 7 

To overcome this problem, one may resort to enhanced sampling techniques such as 

long-time-scale MD simulations in combination with tempered binding,8 calculations along a 

predefined reaction pathway,6, 9, 10 or performing multiple short simulations and Markov State 

modeling.11 Recent studies have succeeded in obtaining dimerization pathways in atomistic 

detail for the ribonuclease barnase and its inhibitor barstar11 and for five different protein 

complexes (ribonuclease barnase and its inhibitor barstar, insulin dimer, H-Ras/Raf[RBD] 

complex, RNase HI–SSB-Ct complex, and the TYK2-Pseudokinase dimer).8 Yet, these studies 

required extensive computational time to sample the configurational space of such transitions in 

atomic-level detail and even specialized computer architectures in some cases.8 Therefore, full 

configurational sampling of protein dimerization including all metastable states in atomistic 

description is difficult to accomplish routinely. To tackle this issue, Coarse Grained (CG) 

representations of protein degrees of freedom can be employed to accelerate the simulations and 
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smoothen the free energy landscape in combination with enhanced sampling techniques to study 

protein association. The combination of these techniques may provide a reasonable 

approximation of the output of a computationally demanding atomistic simulation, given the 

time scales typically related with protein association processes (milliseconds or longer), which 

occur due to the conformational changes of the encounter complex.12 

The Martini force field is the most widely used for the CG representation of biomolecular 

systems.13, 14 Martini has been successfully applied in a variety of studies including membrane 

reorganization, transmembrane oligomerization, nanoparticle self-assembly and many others.15-19 

Until recently, however, only a few applications of Martini force field to investigate protein-

protein interactions in aqueous solution appeared in the literature,20 perhaps owing to the fact 

that Martini may overestimate protein-protein associations in water21 and in some cases also in 

membranes.22 Toward improving non-selective protein aggregation, the Martini development 

group released the open Martini 3.0.beta.3.2 (henceforth referred to as “Martini 3”) force field 

version,20, 23, 24 encouraging the scientific community to provide feedback prior to the official 

release of Martini 3. The Martini 3 beta version has been used in recent studies in the literature. 

In the first study, a protein allosteric pathway in combination with a Go-like model was 

investigated.25 In another study, Martini 3 was used to examine the binding of the S-component 

of the folate-specific energy coupling factor (ECF) transporter to its ECF module.26 More 

recently, Martini 3 was used to simulate the transport of a cysteine-lipid moiety mediated by the 

LolA and LolB lipoprotein carrier proteins from the bacterial inner to the outer membrane across 

the periplasm.27 The associated energetics for the extraction of the moiety from the LolA protein 

that were calculated in this study were along the same line as in an atomistic study, where a 

different lipoprotein was extracted from the LolA, although there was no direct comparison to 
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any structural or thermodynamic data from previous experimental or atomistic simulations.28 In 

another study, the conformations of the three-domain TIA-1 protein in solution were analyzed 

with small-angle X-ray (SAXS) and neutron scattering (SANS) and with MD simulations using 

Martini 3 CG simulations.29 The obtained results displayed poor agreement between experiment 

and simulation, which, however, was improved by a uniform increase (6% of the original 

interaction strength) of the protein-water interactions described in the Martini 3 force field. 

Vazquez-Salazar et al.30 parameterized and consequently studied ionic liquids with the Martini 3 

open beta scheme. Finally, Srinivasan et al.31 evaluated Martini 3 efficiency in studying 

peripheral protein-membrane interactions. Nevertheless, Martini 3 has not been widely tested yet 

against a broad set of structurally diverse protein–protein systems in aqueous and membrane 

environments.  

In this paper, we evaluate the Martini 2.2P32, 33 and Martini open-beta 320, 23, 24 force 

fields to reproduce the formation of three different dimer complexes, i.e., barnase-barstar, insulin 

dimer, and the H-Ras/Raf[RBD] dimer, to assess the ability of the two force fields to reproduce 

protein dimerization in aqueous solution with reasonable accuracy and throughput. We study 

protein association and dissociation processes in water by investigating the free energy surface 

using Parallel Tempering MetaDynamics in the Well-Tempered Ensemble (PT-MetaD-WTE) 

calculations with respect to two collective variables (CVs). Moreover, unbiased MD simulations 

were performed in order to investigate the association and dissociation processes of the insulin 

dimerization. To validate our simulations, we also study the dimerization of two transmembrane 

proteins, which have been previously studied both experimentally and computationally, and 

compare to the available experimental and CG simulation results. Our results show that the 

Martini 2.2P force field systematically overestimates protein dimerization barriers both in the 
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membrane environment and in solution. Martini 3 predicts the structures and protein 

dimerization barriers for the two transmembrane systems that we studied with reasonable 

accuracy compared to previous computational and experimental results, but underestimates 

dimerization barriers for solvated proteins. Furthermore, we find that the PT-MetaD-WTE 

scheme in conjuction with CG simulations and an appropriate choice of collective variables is an 

efficient method to sample the free energy landscape of protein dimerization both in membrane 

and in aqueous environments achieving a balance between computational cost and accuracy.  

 

 

2. RESULTS 

 

To calculate the dimer association free energy landscape for the insulin, barnase-barstar, and H-

Ras-Raf[RBD] dimers, as well as for the transmembrane Ephrin type-A receptor I (EphA1) and 

rhodopsin dimers with Martini 2.2P and Martini 3, we use PT-MetaD-WTE with two CV sets as 

a) the distance between the center of mass of the Cα atoms of each monomer and b) the root 

mean squared deviation (RMSD) of the Cα atoms from the experimentally-determined structure. 

Potential of mean force (PMF) calculations are employed to estimate the free energy surface of 

protein dimerization (see the Methods section). Protein structures residing at minima across this 

profile are back-mapped to atomistic resolution to analyze the dimer contact interfaces. 

Performed simulations are summarized in Table 1 and free energy of association values in Table 

2. Convergence of the simulations was assessed by monitoring the diffusion of the CVs with 

respect to time (see Figures S2, S11, S12) as well as from the evolution of the 1D free energy 

profiles across the distance reaction coordinate with varying time increments (see Figures S1, S3, 

S5, S9, S10). 
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Table 1. Total simulation time for the unbiased and enhanced sampling MD simulations. Insulin dimer 

simulations were performed with Martini 3 with side chain dihedral corrections and without side chain 

dihedral corrections (see Methods). All other simulations with Martini 3 were run with side chain dihedral 

corrections. The Gaussian height (kcal/mol) and the biasing factor used for the PT-MetaD-WTE in each 

system is mentioned. 

 

MD Simulations 

 Rhodopsin dimer EphA1 Insulin dimer H-Ras/Raf[RBD] Barnase / Barstar 

Time Gaussian 
height 

(kcal/mol) 
/ biasing 

factor 

Time Gaussian 
height 

(kcal/mol) 
/ biasing 

factor 

Time Gaussian 
height 

(kcal/mol)  
/ biasing 

factor 

Time Gaussian 
height 

(kcal/mol) 
/ biasing 

factor 

Time Gaussian 
height 

(kcal/mol)  
/ biasing 

factor 

Martini 
2.2P    

PT-
MetaD-
WTE 

13.5 
µs 

0.4/6 11 µs 0.12/6 14.5 
µs 

0.19/6 11 µs 2.39/12 

 

13.5 
µs 

4.78/12 

Martini 3 
PT-
MetaD-
WTE 

15.5 
µs 

0.4/6 11 µs 0.07/12  20 
µs 

 

0.0012/2 

 

11.5 
µs 

0.024/2 

 

17 µs 0.24/2 

 

Martini 3 
Unbiased 

   

- 

 

- 

 

- 

 

- 

   

15 µs 

 

- 

 

- 

 

- 

  

- 
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Protein Dimerization in Membranes 

First, to validate our setup, we performed protein-association simulations of rhodopsin and the 

transmembrane segments of receptor tyrosine kinase EphA1 as these systems have been 

previously simulated with Martini 2.1/2.2/2.2P and have experimentally- or computationally-

determined free energies of binding and structures.  

 

Rhodopsin Dimerization  

The G protein-coupled receptor rhodopsin self-assembles into supramolecular structures in 

native bilayers. In a 2012 study, the dimerization of rhodopsin embedded in a lipid bilayer was 

studied with Martini 2.1.34 The study identified the H1/H8-H1/H8 interface as the most probable 

interface, with a free energy of binding at -13 kcal/mol; additionally, four other protein interfaces 

were assessed for their free energy of binding: the H5-H5 interface was computed to have a 

binding free energy of -9 kcal/mol, the H4/H5-H4/H5 interface a binding free energy of -8 

kcal/mol, and the H4-H6 and H4-H4 interfaces were estimated to have binding free energies of -

1.2 and -2.4 kcal/mol, respectively.34 The H1/H8-H1/H8 interface orientation of the rhodopsin 

dimer is consistent with early rhodopsin structural studies,35 and also with the 2019 cryo-EM 

structures of the reconstituted rhodopsin dimer into nanodiscs, which confirmed that the H1/H8-

H1/H8 is the physiologically relevant dimer interface.36 Here, we reconstruct the free energy 

profile of rhodopsin dimerization using as CVs the RMSD from the experimentally-determined 

structure36(PDB ID: 6OFJ) and the distance of the center of mass of two monomers using 

Martini 2.2P and Martini 3.  

The 1D free energy plot as a function of RMSD for the rhodopsin dimerization calculated 

with Martini 2.2P is shown in Figure 1a and the 2D free energy surface in Figure 1c. The 
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minimum closest to the cryo-EM structure (structure X) is found at an RMSD of 2.1 Å from the 

cryo-EM structure and the center-of-mass distance between the two monomers at 38.8 Å. The 

interface for this structure is the experimentally-determined H1/H8-H1/H8 interface (Figure 1c, 

structure X), and the free energy of binding is estimated at -18.4 kcal/mol. The difference of 5.4 

kcal/mol compared to the study of Ref.34 could be attributed to the different force field version 

(here we use Martini 2.2P and Ref.34 uses Martini 2.1); nonetheless, both force fields are able to 

identify the experimental structure correctly, although in Martini 2.2P this structure is not the 

global minimum. The dimerization energy for rhodopsin has not been yet experimentally 

measured. Another minimum at RMSD 5.3 Å (structure Y) corresponds to the global free energy 

minimum in this study (-25.6 kcal/mol) adopting the interface of H1/H8-H1/H8 albeit with 

different orientations of the H8 helices and a closer intermonomer distance of 36.1 Å. The 

structure at point O (RMSD = 19.6 Å and intermonomer distance of 34.2 Å) corresponds to a 

structure resembling the H4-H6 interface with an estimated energy of -17.7 kcal/mol, ~8 

kcal/mol higher than the global minimum at the H1/H8-H1/H8 interface. The structure at point Q 

(RMSD = 24.2 Å and intermonomer distance = 37.5 Å) appears to be an intermediate structure 

between the H5-H5 and H4-H6 rhodopsin interfaces as characterized in Ref.34, having a relative 

orientation of the receptors of φ1/φ3 = 164/82 degrees. 

The 1D free energy plot with respect to RMSD (Figure 1b) and the 2D free energy 

surface of rhodopsin dimerization calculated with Martini 3 (Figure 1d ) also reveals multiple 

minima. Structure X in Figures 1b,d corresponds to the experimentally resolved structure with 

RMSD = 3.6 Å and distance between the monomers 37.1 Å, although this structure is again not 

the global minimum on the free energy surface (-7 kcal/mol). Martini 3 estimates the global free 

energy minimum of dimerization at -15.4 kcal/mol, albeit for a structure with RMSD = 20.1 Å 

and distance 31.3 Å (Figure 1d, point Z). This structure has a relative orientation of the H8 
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helices of φ1/φ3 = -160/82 degrees, and is an intermediate structure between the H4/H5-H4/H5 

and H4-H6 rhodopsin interfaces as characterized in Ref.34 Another minimum is located at point 

W, having a relative orientation of the H8 helices of φ1/φ3 = 164/82 degrees and is an 

intermediate structure between the H5-H5 and H4-H6 rhodopsin interfaces as characterized in 

Ref.34 and an RMSD of 22.7 Å from the PDB ID 6OFJ.36 Next to W, a minimum is located at 

structure V, which relates to the H5-H5 interface34 (-6.1 kcal/mol), which was also identified in 

the previous study using the Martini 2.1 force field.34 Finally, a minimum at point P with RMSD 

= 13.8 Å, distance = 33.7 Å, and free energy = -9.4 kcal/mol is also identified without, however, 

resembling any of the interfaces as they were described in the previous study of rhodopsin 

association.34 Parameters for all characterized minima are described in Table 3. 

 Convergence of these simulations was assessed by monitoring the evolution of the 

reaction coordinates with varying time increments (see Figure S1a,b) and the diffusion of the 

reaction coordinates with time (Figure S2a,b). The PMF with respect to the RMSD CV is shown 

in Figures S1c,d. 
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Figure 1. 1D free energy plots as a function of RMSD and 2D free energy surfaces for the association of 

transmembrane proteins along the two reaction coordinates (RMSD from the experimentally determined 

structure and center of mass distance between the two monomers). Structures that correspond to minima 

in the PMF are marked with capital letters and depicted in atomistic detail after backmapping. a) 1D free 

energy plot across the reaction coordinate of RMSD for the dimerization rhodopsin after applying 

entropic corrections (see equation (1)) using Martini 2.2P, and b) using Martini 3. c) 2D free energy 

surface of rhodopsin dimer association using Martini 2.2P. H8 is colored in purple and the letter X 

corresponds to the lowest RMSD structure with respect to the cryoEM structure. d) 2D free energy 

surface of rhodopsin dimer association using Martini 3. H8 is colored in purple. e) 2D free energy surface 

of EphA1 dimer association using Martini 2.2P. The backmapped atomistic structure is depicted in purple 

and is aligned with the crystallographic structure, which is depicted in silver. f) 2D free energy surface of 

EphA1 dimer association using Martini 3. The backmapped atomistic structure is depicted in purple and is 

aligned with the crystallographic structure, which is depicted in silver. The contour lines in the lower right 

of the graphs represent the energy barriers between the enclosed areas with the same corresponding 

energy. The barriers can be inferred from the contour lines as well as the 1D plots in the SI following 

entropic corrections and integration of the PMF as discussed in the Methods section. The final calculated 

barriers appear in Tables 2 and 3. 
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EphA1 dimer 

The transmembrane segments of the receptor tyrosine kinase EphA1 associate in a right-handed 

parallel α-helical bundle through the N-terminal glycine zipper motif as determined by NMR 

(PDB ID: 2K1L).37 The dimerization free energy for the EphA1 dimer was experimentally 

measured at -3.68 kcal/mol in a DMPC lipid bilayer using Förster resonance energy transfer 

(FRET).38 Computational studies using the Martini 2.2 and Martini 2.2P force fields in a DMPC 

bilayer estimated the dimer binding free energies to be -7.14 kcal/mol and -8 kcal/mol, 

respectively, using umbrella sampling calculations across the distance of the center of mass of 

the two monomers.22 Another study for the same system in a DPPC bilayer estimated the 

association free energy at -14.3 kcal/mol using the Martini 2.2 force field.39 The difference in the 

free energy of association between the two studies may have resulted from the different acyl 

chain length of the chosen phospholipid, i.e., DPPC compared to DMPC. 

Here, to study the dimerization pathway of EphA1, we employ the same conditions as in 

Ref.22, 38 As CVs, we use the center-of-mass distance between the two monomers, also used in 

Ref.22 and the RMSD from the NMR structure (PDB ID: 2K1L37). As seen in Figures 1e and 

S3a,b, Martini 2.2P converges to a free energy value of -7.2 kcal/mol in agreement with previous 

computational studies. Martini 3 converges to a free energy value of -4.9 kcal/mol, which is 

close to the experimentally determined value of -3.7 kcal/mol (Figure 1f). Martini 2.2P estimates 

the free energy minimum with the lowest RMSD from the NMR structure value at 3.3 Å (Figure 

1e and S3c, structure X) and an intermonomer distance of 6 Å, while Martini 3 has an RMSD = 

1.9-3.4 Å (Figure 1f and S3d, structure X)  and an intermonomer distance of 6.6-7.5 Å, showing 

that both force fields are able to identify the experimentally-determined interface also in 

agreement with Ref.22, where both Martini 2.2 and Martini 2.2P force field identify the minimum 
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structure at an intermonomer distance of 7 Å for the two transmembrane monomers. The 

extensive broadness of the free energy well apparent in Martini 2.2P simulation compared to 

Martini 3 (Figure 1e) could be the result of excessive non-specific aggregation as the two 

monomers tilt against each other maintaining their interactions even above 25 Å, thus leading to 

profiles that are not fully reaching a plateau (Figure S3a). However, for Martini 3 the 1D free 

energy profile of the association across the distance reaction coordinate (Figure S3b) is flat when 

the distance is larger than 18 Å, compared to Martini 2.2P (Figure S3a). This result suggests that 

the long-range artificial overbinding between the two monomers is not present in the case of 

Martini 3. 
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Table 2. Estimated free energy of association for rhodopsin, EphA1, insulin, H-Ras/Raf[RBD] and 
barnase/barstar dimers. For the insulin simulations with Martini 3 two values are reported, (a) corresponds 
to Martini 3 with dihedral corrections and (b) to Martini 3 without dihedral corrections. 

Estimated free energy of dimerization (kcal/mol) corresponding to the global minimum 
  

Rhodopsin  
 

EphA1  
 

Insulin  
 

H-Ras/ 
Raf[RBD] 

 
Barnase / 
Barstar 

 
 

Experimental 
 
- 

 
-3.68 from 

Ref.38 

 
-7.2 from 

Ref.40 
 

 
-9.6 from 

Ref.41 

 
-19.2 from 

Ref.42 
 

 
Previous 

simulations 

 
-13.0 

(Martini 2.1) 
from Ref.34  

 
-7.14 

(Martini 2.2) 
from Ref.22 

  
-8.0 (Martini 
2.2P) from 

Ref.22 
 

-14.3 
(Martini 2.1, 

modified) 
from Ref.39 

 

 
-11.9  

(atomistic 
simulation) 
from Ref.43 

 
-10.8 

(atomistic 
simulation) 
from Ref.44  

 
- 

 
- 

 
Martini 2.2P 
from PMF 

minima 
 

 
-24.5 ± 0.3 

 

 
-7.0 ± 0.2 

 
-12.2 ± 0.2 

 
-38.4 ± 0.2 

 
-31.8 ± 0.2 

Martini 2.2P 
from PMF 
integration 

 

-25.6 -7.2  -13.1 -39.5 -32.3 

 
Martini 3 
from PMF 

minima 
 

 
-14.6 ± 0.2 

 
-5.4 ± 0.1 

 
-2.5 ± 0.1(a) 
-2.1 ± 0.1(b)  

 
-6.8 ± 0.1 

 
-4.1 ± 0.1 

 
Martini 3 
from PMF 
integration 

 

 
-15.4 

 
-5.1 

 
-4.1(a) 
-6.0(b) 

 

 
-7.9 

 
-5.6 
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Table 3. Estimated free energy of protein dimer complex, RMSD between the experimentally-

determined structure, and inter-monomer distance for all characterized minima for the studied systems. 

Estimated free energy of association refers to values calculated after PMF integration (see the Methods 

section). 
RMSD, Distance, and Estimated free energy of protein dimer complex for identified minima 

 
Dimer System 

 
Structure  

 
RMSD (Å)  

 
Distance (Å) 

 
Estimated free 

energy (kcal/mol) 

 
Rhodopsin Martini 

2.2P X 2.1 38.8 -18.4 
 

Rhodopsin Martini 
2.2P Y 5.3 36.1 -25.6 

 
Rhodopsin Martini 

2.2P O 19.6 34.2 -17.7 
 

Rhodopsin Martini 
2.2P Q 24.2 37.5 -23.9 

 

Rhodopsin Martini 
3 X 3.6 37.1 -7.0 

 

Rhodopsin Martini 
3 P 13.8 33.7 -9.4 

 

Rhodopsin Martini 
3 Z 20.1 31.3 -15.4 

 

Rhodopsin Martini 
3 W 22.7 33.7 -9.3 

 

Rhodopsin Martini 
3 V 23.7 32.3 -6.1 

 
EphA1 Martini 

2.2P X 3.3 6 -7.2 
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EphA1 Martini 3 

X 
1.9-3.4 6.6-7.5 -4.9 

Insulin Martini 
2.2P 

 A 2.7 18.6 -8.7 
Insulin Martini 

2.2P 
 B 7.1 19.0 -13.1 

 
Insulin Martini 

2.2P C 10.3-11.4 19.5-20.1 -12.4 
 

Insulin Martini 
2.2P D 14.0 21.2 -10.1 

 
Insulin Martini 3 
without dihedral 

corrections A 2.6 19.3 -4.6 
 

Insulin Martini 3 
without dihedral 

corrections E 4.6 18.0 -4.8 
 

Insulin Martini 3 
without dihedral 

corrections F 11.0 17.7 -6.0 
 

Insulin Martini 3 
with dihedral 
corrections A 2.3 18.6 -4.1 

 
Insulin Martini 3 

with dihedral 
corrections G 4.3 18.0 -3.6 

 
Insulin Martini 3 

with dihedral 
corrections H 5.4 17.0 -3.4 

 
Insulin Martini 3 

with dihedral 
corrections I 10.7 17.4 -3.1 

 
H-Ras/Raf[RBD] 

Martini 2.2P A 1.7-4.1 26.2-26.5 -35.8 
 

H-Ras/Raf[RBD] 
Martini 2.2P B 11.3 27.1 -39.5 

 
H-Ras/Raf[RBD] C 13.7 24.0 -39.1 
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Martini 2.2P 
 

H-Ras/Raf[RBD] 
Martini 3 A 5.5 26.5 -7.1 

 
H-Ras/Raf[RBD] 

Martini 3 D 18.4 24.1 -7.9 
 

Barnase-Barstar 
Martini 2.2P  A 2.7 22.7 -32.3 

 
Barnase-Barstar 

Martini 2.2P B 10.3 20.8 -28.9 
 

Barnase-Barstar 
Martini 2.2P C 17.7 26.5 -25.4 

 
Barnase-Barstar 

Martini 3 D 11.5 22.4 -5.6 
 

 

Protein Dimerization in Aqueous Solution 

Insulin Dimer  

The bioactive forms of insulin include monomeric, dimeric, and hexameric states. The 

dimerization process has been studied both experimentally40, 45 and computationally43, 44, 46 

because the dimer structure plays an important role as an intermediate step in insulin 

metabolism.47 The insulin monomer consists of 51 amino acids organized in two chains, A and 

B. The B chains of two monomers associate into a dimer through an antiparallel intermolecular 

β-sheet formation, which is stabilized by four intermolecular hydrogen bonds. Moreover, 

hydrophobic interactions among Phe24, Phe25, and Tyr26 stabilize the dimeric structure 

excluding water from the interface (Figure S4). The binding free energy of the dimer has been 

experimentally determined at -7.2 kcal/mol40 and computational studies using atomistic models 

have estimated this barrier to be -11.9 kcal/mol43 using MM-GBSA calculations, and -10.8 

kcal/mol using well-tempered metadynamics with parallel tempering.44 
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The free energy surface of insulin dimerization across the two reaction coordinates using 

the Martini 2.2P force field is shown in Figure 2a. The estimated free energy of association at -

8.7 kcal/mol for structure A, which is the experimentally-determined structure (PDB ID: 4INS48) 

with an RMSD=2.7 Å is close to the experimental free energy of association of -7.2 kcal/mol, 

albeit it does not correspond to the global free energy minimum on the PMF. The global 

minimum, structure B,  is observed when the center-of-mass distance of the two monomers is at 

19.0 Å. Two other minima with higher free energies of association are estimated at RMSDs of  

10.3-11.4 Å (point C, Figure 2a) and 14 Å (point D, Figure 2a), all at a intermonomer center-of-

mass distance of ~19-21.5 Å. The free energy as a function of the distance CV was calculated 

(Figure S5a) and as a function of the RMSD CV (Figure S5b) in order to monitor the 

thermodynamic relevant regions and the convergence of the system.  
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Figure 2. Free energy surfaces for insulin dimer association along the two reaction coordinates (RMSD 

from the experimentally determined structure and center-of-mass distance between the two monomers). 

Structures that correspond to main minima in the graphs are marked with capital letters and depicted in 

atomistic detail after backmapping. The two insulin monomers are shown in cartoon (gray and cyan) and 
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the aromatic residues of the antiparallel β-sheet are depicted in van der Waals representations: Phe25 

(pink), Phe24 (blue), Tyr26 (green). a) Calculation with Martini 2.2P and the four identified minima A, B, 

C, D. b) Calculation with Martini 3 without using side chain dihedral corrections and the three identified 

minima A, E, F. c) Calculation with Martini 3 using side chain dihedral corrections and the four identified 

minima A, G, H, I. The contour lines in the lower right of the graphs represent the energy barriers 

between the enclosed areas with the same corresponding energy. The barriers can be inferred from the 

contour lines as well as the 1D plots in the SI following entropic corrections and integration of the PMF 

as discussed in the Methods section. The final calculated barriers appear in Tables 2 and 3. 

 

 

To study the insulin dimer association with Martini 3, we used two schemes implemented 

in Martini 3. In the first scheme, additional dihedral potential terms that are fitted to the atomistic 

crystallographic structure are added to Martini 3 as side chain dihedral corrections (see also 

Methods section). In the second scheme, these dihedral corrections are not present. The Martini 3 

force field using the dihedral corrections results in a global minimum of -4.1 kcal/mol for the 

insulin dimerization (Figure 2c) for structure A, which corresponds to the experimentally 

determined structure with an RMSD = 2.3 Å and an intermonomer distance of 18.6 Å. Another 

three minima (G, H, I) are identified with slightly higher energies (See Table 3), albeit with 

higher RMSD values ranging from 4.3-10.7 Å. Although the interface interactions are not the 

ones identified in the experimental structure, the intermonomer distance between these structures 

are closer (17-18 Å) than the experimental structure (18.5 Å).  The Martini 3 calculation without 

the dihedral corrections results into a global minimum of -6 kcal/mol, although this structure (F, 

Figure 2b) is not the experimental structure. The experimental structure is identified as structure 

A (RMSD = 2.6 Å) with a free energy of -4.6 kcal/mol, close to another identified minimum 
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(structure E) with -4.8 kcal/mol (RMSD = 4.6 Å). In both calculations with Martini 3, the free 

energies of insulin association are lower compared to the experimentally determined free energy 

of binding of -7.2 kcal/mol.40 The multiple identified minima could represent the intermolecular 

conformational transitions during the dimerization process. However, the free energy changes 

between these states are estimated to be very low in the order of 2.5 kcal/mol, which means that 

at room temperature these transitions will happen at very fast timescales. The discretization of 

the local minima observed on the free energy surface at RMSD < 6 Å is not so evident when 

using the Martini 3 without the side chain dihedral corrections. To assess the convergence of the 

free energy estimates with Martini 3, the potential of mean force (PMF) is plotted as a function 

of time across each of the reaction coordinates (Figures S5c,d,e,f). 

The local minima on the PMF surface obtained using Martini 3 with side chain dihedral 

corrections resemble those described by Banerjee et al.,44 where the association and dissociation 

mechanisms are driven by microscopic structural rearrangements. These rearrangements are 

based on the change of distance between the aromatic residues at the interface of the 

intermolecular antiparallel β-sheet (Figure S4) along the dimerization pathway and correspond to 

intermediate states, where the three aromatic residues at the interface rearrange their 

conformations interacting with a different partner in each state. Indeed, structure A in Figure 2c 

resembles the initial state of Ref.44, where the Tyr26-Tyr26 distance is the longest and the Tyr26-

Phe24 distance is the shortest. In addition, structures G and H shown in Figure 2c resemble states 

where the two Tyr-26 are in close proximity, with the Phe25-Phe25 distance populating two 

states: one at 7.4 Å and the other at 11 Å. In all cases, however, the transition free energies here 

(~ -0.5-1 kcal/mol) are underestimated with respect to the aforementioned atomistic study (~ -

3.6-7 kcal/mol). Two other small basins populated by structure I in Figure 2c and F in Figure 2b 
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reveal two different insulin dimer conformations, where the interface of the dimer is smaller and 

the interactions are not mediated by intermolecular aromatic contacts. 

To obtain a better correspondence to the study or Ref.44, we ran a validation calculation 

of the free energy of the insulin dimer association using the same collective variables as in 

Ref.44, which are a) the number of contacts between the Cα of the two monomers (NMM) and b) 

the distance of the center of mass of the two monomers using our PT-MetaD-WTE settings (see 

Methods). The obtained free energy surfaces (Figures S6a,b) show a minimum at a distance of 

~18 Å and a NMM ~40 in agreement with Banerjee et al.44, who calculated a distance of ~18 Å 

and a NMM ~50. Regarding its shape, the 2D free energy profile shows an excellent 

correspondence to the atomistic study, however the free energy of association that Martini 3 

estimates at ~ -3.2 kcal/mol is lower compared to Ref.44, which calculates a value of -10.8 

kcal/mol. 

To obtain an unbiased rough description of the association/dissociation procedure, we 

also performed unbiased MD simulations using Martini 3. The dimer conformations obtained 

after 15 µs of simulations were aligned to the crystallographic structure (PDB ID: 4INS48), and 

their corresponding RMSD values were measured together with the probability density of these 

RMSD values for both simulations. Figure S7 shows that the probability density of the RMSD 

for the unbiased MD simulations with Martini 3 exhibits different distributions depending on 

whether dihedral corrections are added to the potential energy function of the amino acid side 

chains. Martini 3 with the dihedral side chain corrections results in lower RMSD values (RMSD 

< 4 Å) compared to Martini 3 without dihedral side chain corrections. This implies that in order 

to capture conformations close to the crystallographic structure, the dihedral potentials, which 

bias the side chain orientations to be similar to the crystallographic side chain orientations, are 
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needed. The addition of these dihedral corrections results in the exploration of more relevant 

conformational space, which is related to intermediate structures of the association pathway. For 

a more extended discussion on the unbiased simulations with Martini 3, see the SI.  

Martini 3 simulations without the side chain dihedral corrections result in a global 

minimum at RMSD 11 Å (structure F, Figure 2b), which coincides with the peak of the 

distribution from the unbiased simulations (Figure S7). In the absence of the side chain dihedral 

corrections, Martini 3 fails to estimate the global minimum at the crystallographic structure 

because it engages in non-specific aromatic packing that result in structure F. The two local 

minima of the unbiased simulation correspond to structures A and E from Figure 2b, where the 

interface is occupied by aromatic residue packing (Figure S8). 

 

H-Ras/Raf[RBD] dimer 

Next, we examine the association pathways for the human H-Ras and the H-Ras-binding domain 

(RBD) of the C-Raf1 complex. H-Ras is a GTP-hydrolyzing protein that acts as central switch in 

the regulation of cell proliferation and differentiation.49 After its activation, H-Ras activates a 

cascade of protein kinases the first of which is the downstream effector Raf. The Raf[RBD] 

domain assumes the classic ubiquitin fold, with five β-strands and two α-helices connected by 

loops. In its complex with H-Ras, the backbone hydrogen bonds among β2 of H-Ras and α2 of 

Raf-RBD form an extended intermolecular β sheet. In addition to the β sheet interactions that 

form the interface in the H-Ras/Raf[RBD] complex, there are significant interactions between 

Raf-RBD α1 residues Lys84, Val88, and Arg89 with switch I residues of H-Ras. The free energy 

of the complex was experimentally determined to be -9.6 kcal/mol41 and multiple structures have 

been resolved (here, we use PDB ID: 4G0N).50  
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The free energy surface across the two CVs used in this study was calculated using Martini 2.2P 

and Martini 3 using PT-MetaD-WTE (Figures 3a,b). The one-dimensional free energy profiles 

for Martini 2.2P and Martini 3 along the two CVs are shown in Figures S9a,b,c,d. As can be 

seen, the free energy is converged after 9.5 µs at -38.4 kcal/mol using the PMF minimum and -

39.5 kcal/mol using PMF integration for Martini 2.2P. The global minimum of the PMF 

corresponds to structure B at an RMSD = 11.3 Å, close also to structure C with an RMSD = 13.7 

Å and free energy = -39.1 kcal/mol (Figure 3a). Martini 2.2P identifies the experimental 

structure as a wide minimum in point A of the PMF with an RMSD = 1.7-4.1 Å and 

intermonomer distance of 26.2-26.5 Å. The estimated free energy of -35.8 kcal/mol is 

significantly higher than the experimental value (-9.6 kcal/mol). The free energy surface of the 

H-Ras/Raf[RBD] association using the Martini 3 force field is shown in Figure 3b showing two 

minima. Structure A has an estimated free energy of association equal to -7.9 kcal/mol, which is 

close to the experimentally-reported value, although the structure has an RMSD = 5.5 Å 

compared to the experimental one. Τhe D structure of the Martini 3 Ras-Raf[RBD] exhibits the 

same interface of structure B in Martini 2.2P (α2 helix of Raf[RBD] and α5-α4 helices οf H-Ras) 

albeit the orientation of α3-α4-α5 H-Ras helices is different from the crystallographic structure, 

thus having an RMSD 18.4 Α.  

Overall, Martini 2.2P estimates the global minimum at a structure, which is very close to the 

experimental interface; however, it overestimates the free energy of association possibly due to 

an increased hydrogen bonding strength between the β2 strands of RBD and H-Ras. On the other 

hand, Martini 3 does not favor the formation of this interface and overall the estimated energy 

levels are lower than the experimental values.  
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Figure 3. Free energy surfaces for H-Ras/Raf[RBD] and the barnase-barstar complex association along 

the two CVs (RMSD compared to the experimental structure and center-of-mass distance between the two 

monomers). Structures that correspond to main minima in the graphs are marked with capital letters and 

depicted in atomistic detail after backmapping. The crystallographic structure is colored with silver and 

the calculated one with purple. a) Calculation of H-Ras/Raf[RBD] association with Martini 2.2P. b) 

Calculation of H-Ras/Raf[RBD] association with Martini 3. Structure A corresponds to the experimental 

structure. In structure B, the dimer interactions are mediated mainly through the α2 helix of Raf[RBD] 

and α5-α4 helices οf H-Ras. Interestingly, in structure C although Raf is flipped, the beta sheet of each 

monomer contributes to the intermonomer antiparallel be sheet as in the crystallographic structure. c) 

Calculation of barnase-barstar association with Martini 2.2P. d) Calculation of barnase-barstar association 

with Martini 3. The contour lines in the lower right of the graphs represent the energy barriers between 

the enclosed areas with the same corresponding energy. The barriers can be inferred from the contour 

lines as well as the 1D plots in the SI following entropic corrections and integration of the PMF as 

discussed in the Methods section. The final calculated barriers appear in Tables 2 and 3. 

 

Barnase-Barstar dimer 

The interaction of barnase, an extracellular RNase of bacillus amyloliquefaciens with its 

intracellular polypeptide inhibitor barstar has been widely studied as a paradigm for protein-

protein interactions. The complex formed by barnase and barstar is one of the tightest protein 

complexes known, with an experimentally-determined free energy of association at -19.2 

kcal/mol.42 Martini 2.2P force field estimates a free energy of association for the barnase-barstar 

dimer at -32.3 kcal/mol, which is 13.1 kcal/mol higher compared to the experimental value (-

19.2 kcal/mol). The global minimum on the free energy surface (Figure 3c) corresponds to the 

crystallographic structure (structure A; RMSD = 2.7 Å, free energy = 32.3 kcal/mol) and another 
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minimum at structure B has an RMSD = 10.3 Å and free energy = -28.9 kcal/mol. The free 

energy profile along the two CVs with Martini 3 (Figure 3d) estimates a free energy of binding at 

-5.6 kcal/mol, which is 13.6 kcal/mol lower compared to the experimental one. Another 

minimum, structure C, is located at RMSD = 17.7 Å with an estimated free energy of -25.4 

kcal/mol. The Martini 3 force field in this case is estimating the global minimum on the 

dimerization at structure D on the free energy profile (Figure 3d) with RMSD at 11.5 Å and an 

intermonomer distance of 22.4 Å. While Martini 3 underestimates the barnase-barstar binding 

free energy and does not approximate the crystallographic structure, Martini 2.2P was successful 

in estimating the experimental interface, albeit with a much higher estimated free energy of 

association. The one-dimensional free energy profiles for Martini 2.2P and Martini 3 along the 

two CVs are shown in Figures S10,a,b,c,d. 

 

3. DISCUSSION AND CONCLUSIONS  

In the realm of the computational ‘microscope’, atomistic resolution simulations provide a 

rigorous way to study biological processes at the molecular level. However, the spatiotemporal 

range of application of MD simulations at this resolution is limited from the underlying most 

computationally intensive algorithmic requirements. Ongoing algorithmic advances coupled with 

the design of novel computation processing unit architectures realized the routine production of 

MD simulations at the µm length scale and µs time scale. Nevertheless, expanding the 

boundaries to mesoscopic systems often requires simplified models.  

The use of CG Hamiltonians can provide such a solution. Along this objective, the CG 

Martini force field has been successfully applied to simulations of a wide range of biomolecular 

processes.20, 51-53 Although it was initially designed to model lipid systems, continuous efforts 
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expanded its applicability to protein-membrane systems, carbohydrates, polymers, and 

nanoparticles, while preserving its invaluable transferability. Recently, Martini 2.2P 

reparameterization led to 2.3P,54 an improvement toward studying peripheral protein membrane 

binding by capturing cation-π interactions. These achievements highlight the readiness of the 

developmental group to overcome the force field’s inherent pitfalls as a response to the strong 

interest of the community. For instance, a known caveat of the Martini model is the 

overestimation of the protein dimerization free energies compared to corresponding experimental 

values by several kcal/mol both in aqueous solution and in the membrane.21, 22 When 

dimerization free energies in simulation models are significantly overestimated, they may result 

in instantaneous, nonselective, and irreversible binding, thereby leading to the formation of 

unrealistic protein oligomers or overaggregation. This overestimation in the free energy of 

dimerization further complicates the interpretation of simulation data for dimerization interfaces: 

if the binding between two proteins is disproportionately strong and fast, then the dimerization 

interface predicted by CG simulations may be inaccurate. Also, aggregates resulting from 

excessive dimerization free energies may give rise to unrealistically pronounced confinement 

effects for lipids and proteins diffusing in the membrane plane, thereby impairing the 

understanding of membrane lateral dynamics and organization. The Martini 3 open beta version, 

which is currently under development, aims at dealing with this issue. Indeed, the 

reparameterization of the LJ potential in a bead-size-dependent manner as well as the careful 

consideration of the corresponding bond lengths could result in the appropriate bead solvation 

free energy, thus leading to a reduction of artificially high dimerization energies.  

In this study, using Martini 3 in comparison to the Martini 2.2P force field in various aqueous 

and transmembrane systems, we observed noticeable differences on the estimation of the 
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dimerization free energy profiles resulting from these two different force field versions. Martini 

3 reparameterization was performed with an eye to adjust overestimated dimerization barriers 

using Martini 2.2P. However, we observe that the estimated energies now underestimate the 

experimentally-calculated free energy of dimerization by a considerable amount in all the cases 

that we studied with the exception of the EphA1 dimer (Table 2). The improved solvation model 

achieved in Martini 3, however, allows the identification of more discreet local minima on the 

dimerization profile.  

The diversity of the systems chosen in this study in terms of the dimerization driving 

forces enables a decomposition of the energetic terms that are more influential in each force 

field. The transmembrane protein dimerization of the two systems studied here exhibits a good 

overall consistency with both force fields. The binding interface of rhodopsin was estimated in a 

2012 study34 with Martini 2.2P, in remarkable agreement with the experimental data. In this 

study, we were able to obtain the same interface as in previous study and the experimental 

cryoEM structure (H1/H8-H1/H8) with both Martini 2.2P and Martini 3. The global minimum 

for the free energy of rhodopsin association estimated here (point Y, Figure 1c) with Martini 

2.2P is different from and approximately 13 kcal/mol lower compared to the study of Ref.34, 

possibly due to the difference in the force field version (Martini 2.1 vs 2.2P). The minimum 

corresponding to the cryoEM structure is identified as the third lowest minimum (point X, Figure 

1c). Other identified minima correspond to other low-energy dimerization interfaces observed in 

Ref.34. Multiple local minima were also obtained with Martini 3. Martini 3 captures the 

experimentally evaluated interface as a local minimum, and again the global minimum and other 

local minima correspond to conformations described in Ref.34 as low-energy dimerization 

interfaces, which facilitate higher-order architectures of the rhodopsin assembly (Figure 1d).55 
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The free energy of dimerization estimated with Martini 3 for the experimental structure (point X, 

-7 kcal/mol) is, however, sufficiently higher, demonstrating the attention given to the excessive 

aggregation issues of the former force field version. Nonetheless, in the absence of the 

experimentally determined value, the ability of the force field in determining the rhodopsin 

dimerization free energy remains undetermined for this particular case. The dimer interface of 

the EphA1 protein as estimated from both force field versions as a global minimum was in close 

proximity to the corresponding NMR structure. The free energy profile computed with Martini 3 

displayed improved results compared to Martini 2.2P, and estimates a higher free energy of 

binding (-4.9 kcal/mol, Table 3) closer to the experimental one (-3.68 kcal/mol, Table 2). Given 

the above, the reparametrization of Martini advances the studies of transmembrane protein 

interactions.  

For insulin dimerization, Martini 3 was able to capture several microstates close to the 

experimentally determined global minimum. These states had been previously characterized in 

an atomistic-resolution study and correspond to intermediate states during the dimerization 

procedure. Martini 3 with dihedral corrections successfully estimates the global minimum of the 

dimerization free energy profile to a corresponding structure close to the experimentally 

determined one in all cases, however, it underestimates the free energy of association compared 

to the experimental value (-4.1 vs -7.2 kcal/mol). Martini 2.2P also estimated the experimentally-

determined structure of the insulin dimer as a minimum in the PMF albeit not as the lowest 

energy structure of the four identified minima. The free energy of H-Ras/Raf[RBD] dimerization 

studied with Martini 2.2P was overestimated at -39.5 kcal/mol compared to the experimental 

value of -9.6 kcal/mol; also the experimental structure was identified as the third minimum in 

ranking. The free energy profile using Martini 3 displays a minimum in a distinct area compared 
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to the experimental binding interface with an estimated energy, which is smaller than the 

experimental value (-7.1 kcal/mol, RMSD = 5.5 Å), but much closer compared to the Martini 

2.2P value. For the barnase/barstar system, Martini 2.2P overestimates the free energy of 

dimerization compared to the experimental value (-32.3 kcal/mol vs -19.2 kcal/mol) but correctly 

identifies the experimental structure as the global minimum at an RMSD = 2.7 Å (point A, 

Figure 3c). Martini 3 for the barnase/barstar again underestimates the association free energy (-

5.6 kcal/mol) predicting a global minimum with significant divergence from the experimental 

crystal structure (RMSD = 11.5 Å). The dimer interfaces of the H-Ras/Raf[RBD] and 

barnase/barstar are governed mainly by strong electrostatic interactions (salt bridges) and 

especially in the case of H-Ras/Raf[RBD] by specific hydrogen bonds.50, 56 The success of 

Martini 3 in the case of insulin dimer, which is dictated mainly by the proper formation of 

hydrogen bonds, suggests that erroneous electrostatic interactions could cause the deficiency of 

Martini 3 in obtaining the correct global minimum in these cases. The absence of the 

polarizability scheme in Martini 3 could result in this discrepancy because of the absence of 

explicit screening of electrostatics.  

From previous published works as well as from the released notes of the Martini 3 beta 

release, the developers aim at a totally reparameterized force field to compensate for bead-size-

dependent Lennard-Jones cross interactions. The parameterized tiny-type beads are used in the 

aromatic rings in order to reproduce realistic stacking distances. These tiny beads have their 

effective size (σ) of the Lennard-jones parameters, describing their non-bonded interactions, 

reduced from the typical 0.47 to 0.32 nm. Indeed, in our example of insulin dimerization (where 

the Phe24, Phe25 and Tyr26 bear the tiny type of beads on their side chains), the Martini 3 

predicts discrete minima that correspond to different packings of the Phe side chains. However, 
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the predicted dimerization energies are higher than the experimental energy and the energies 

calculated from previous computational studies. Using Martini 3, different microstates can be 

observed during the dissociation of the insulin dimer (multiple minima with RSMD < 6 Å) 

(Figure 2c). Interestingly, all of these minima have higher energy compared to experiment. 

Hence, even though the size of the beads allows for adequate solvation via the solute-solvent 

interactions, the solute-solute interactions of the tiny beads seem to be weak. Moreover, a new 

water model, represented by a single bead, was also introduced in Martini 3 with the aim to 

improve the desolvation of the overstacking of the new bead types. The reduction of the 

Lennard-Jones ε parameter for the cross interactions of these tiny beads could result in the higher 

energy observed. The successful identification of the global minimum of the insulin dimer in the 

case of Martini 3 indicates that the hydrogen bonding is well represented in this new version, 

since this type of directional interactions would have been crucial for obtaining such small 

RMSD value (<2 Å). On the contrary, even in the absence of the side-chain dihedral corrections, 

where the aromatic side chains would have obtained the energetically optimal packing, Martini 3 

underestimates their free energy of association suggesting an arguable point at the 

parameterization procedure. Regarding the transmembrane systems, the minima correspond to 

structures that agree with the experimentally-observed dimer interfaces as well as with other 

interfaces previously observed in computational studies in the case of rhodopsin. 

Overall, Martini 2.2P systematically overestimates barriers in distinct areas, which could 

lead to larger complexes, when multiple monomers are present. However, the estimated free 

energies of binding that correspond to minima with low RMSD approximate in an efficient 

agreement the experimental binding free energy. Hence, the overbinding seems to result from 

artificially considering structures in distinct areas (high RMSD) rather than the overestimation of 
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the binding energy at the crystallographic interface (low RMSD). Regarding the use of Martini 3, 

we expect that the fictitious supramolecular protein aggregation, which often results from 

Martini 2.2P, will be less often encountered in Martini 3, thus obtaining more realistic protein 

clusters. Nevertheless, the computed free energies of protein-protein binding seem to be 

systematically underestimated, at least in the aqueous environment. One potential area of 

improvement would be the addition of a polarizable water model in Martini 3. In Martini 2.1 four 

water molecules were represented by one neutral particle that had as an effect the absence of any 

explicit screening of electrostatic interactions, which was implicitly introduced with the use of a 

uniform dielectric constant. Hence, it was not able to respond to electrostatic fields and charge 

reorganization. To account for polarization effects, a polarizable water model consisting of one 

central neutral and two oppositely charged particles each of them bonded with the neutral one in 

an angle θ was adopted in Martini 2.2P. The 2.2P version adopts the use of this polarizable water 

model in combination with charged dummy particles on polar amino acids, which shows 

increased performance in local electrostatics screening. Martini 3, however, includes the single-

bead water model, which provides a three-fold enhanced computational efficiency at the expense 

of accuracy in some applications. In our case studies, the dimerization of the barnase-barstar 

system, which is electrostatically driven, should be mostly affected. Indeed, as we observe, the 

free energy of association predicted from Martini 2.2P is in better agreement with the 

experimental value compared to the Martini 3, which underestimates the experimental value by 

4-fold. Hence, it would be expected that the introduction of a polarizable water model in Martini 

3 could enhance the performance of the force field in protein dimerization studies and, in 

particular, of protein-associated membrane systems as the polarizability of water has proven to 

significantly affect free energies of association to membranes.57   
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An important outcome of this study is the use of converged enhanced sampling 

simulations with a refined coarse-grained force field, and the appropriate defined collective 

variables can provide a robust approach with reasonable throughput and accuracy for the 

calculation of the protein dimerization process. However, one should examine all energy minima 

present in the free energy landscape of protein dimerization as the ranking of energy minima 

may not always be in the correct order. 

In the current study, we have used Martini 3.0.beta.3.2 as the only publicly available 

version of Martini 3. To the best of our knowledge, there is only one study29 that refers to the 

more recent version called Martini 3.0.beta.4.17, which however is not openly available. In the 

aforementioned work, the authors compare their results with that obtained from their previous 

work58 using the 3.0.beta.3.2 version. Interestingly, they concluded that the main force field issue 

in their case (protein overcompactness resulting from poor protein solvation) was persistent in 

the newer v.3.0.beta.4.17 version. This finding highlights the complexity of a coarse-grained 

force field parameterization. Towards the advancement of coarse-grained force fields to more 

accurate energetic estimations, the driving force of dimerization should also be taken into 

consideration. For example, in the case of the barnase-barstar dimer the interface is stabilized by 

the charge complementarity of the two monomers at the binding interface, while the insulin and 

H-Ras/Raf[RBD] dimer interface is driven by the hydrogen bond association of an 

intermolecular antiparallel β-sheet. Thus, it is envisioned that an accurate description of these 

bonds would require the imlementation of directional interactions. Explicit dipole contributions 

from the protein backbone could advance the description of this type of interfaces. This is a 

direction that could be taken in future reparameterization efforts for the MARTINI and other CG 

force fields.   
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4. METHODS 

Coarse-grained Protein Models 

The initial dimer conformations were obtained from their respective experimental structures 

from the PDB: 1BRS59 for the barnase-barstar, 4INS48 for the insulin dimer, 4G0N50 for the H-

Ras/Raf[RBD], 2K1L37 for the EphA1, and 6OFJ36 for rhodopsin. The polarizable Martini force 

field version 2.2P and the beta version Martini 3 were employed.32, 60 The martinize python 

script61 was used for generating the coarse-grained structures and their corresponding topologies 

for all systems. The protein complexes were solvated in water boxes with the corresponding 

water models (PW for Martini 2.2P and WN for Martini 3) for each force field, and ions were 

added to neutralize the systems (Table S1). 

Martini 3 is used in the case of the insulin dimer in two different schemes. In the first scheme, 

we use a Martini 3 version, where dihedral potentials are added to the force field for two 

consecutive Cαs and their first sidechain bead ([first side chain bead-Cαi (bead)-Cαi+1 (bead)-

first side chain bead]), where i runs over all residues. The force field terms of these potentials are 

fitted to the dihedrals of the atomistic crystallographic structure and added to Martini 3 as side 

chain dihedral corrections. In the second scheme, the Martini 3 force field without these side 

chain dihedral corrections is used. We evaluate the effect of the addition of these dihedral 

potentials to the Martini 3 force field accuracy in studying protein-protein interactions.  

The transmembrane systems were built with the insane tool62 adding the lipids and the solvent 

beads (Table S1) as well as incorporating the protein inside the membrane. 

The atomistic systems were prepared initially with the psfgen tool, using the CHARMM force 

field representations, in order to include missing atoms in the structure. For barnase-barstar, the 

system was prepared as in Plattner et al.11 starting from crystal structure with PDB ID 1BRS.59 
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The histidine protonation states (such as His102 of the barnase/barstar system) and other 

protonation states were kept as mentioned in the literature; if no information could be retrieved 

for the protonation state, these were assigned from the psfgen module of VMD. Terminal 

residues were kept neutral in the case they were different from the protein terminal residues. 

 

Simulation Settings 

The simulation parameters follow those proposed by de Jong et al.63 The Verlet neighbor search 

algorithm64 was used to update the neighbor list with a straight cutoff of 11 Å. The temperature 

of the system was kept constant at 300 K with the stochastic velocity rescaling thermostat,65 

while pressure was maintained isotropically at 1 bar using the Parrinello-Rahman barostat66 with 

a time constant of 12 ps and a compressibility of 3x10-4 bar-1 representing an NPT ensemble. A 

cut-off of 11 Å was used for Lennard Jones and Coulombic interactions. For the latter, a 

reaction-field potential was applied.67 In all simulations, the elastic network with default options, 

i.e. a force constant of 1.2 kcal/mol Å2 and an upper cut-off of 9 Å, was employed for the 

protein. In all cases, the elastic bonds network scheme was applied to each monomer. A time 

step of 10 fs was used. Martini 3 force field parameters were obtained from the open-beta release 

version 3.0.b.3.2.60 Side-chain dihedral corrections as implemented in Martini 360 were added to 

each protein model based on its crystallographic structure unless stated otherwise. The dielectric 

constant for Martini 3 was set to 15, which is the default value for non-polarizable Martini 

versions. The same simulation parameters were used for the simulations with Martini 2.2P, 

except for the dielectric constant, which was set in this case to 2.5, as required by this force 

field's water model. Initially, the systems were minimized using the steepest descent algorithm 

for 1000 steps to remove steric clashes. The unbiased simulations were run for 15 µs. Table 1 
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summarizes the different simulations that were performed and their corresponding timescales. 

For the transmembrane systems the semi-isotropic pressure coupling on the x-y plane from the z-

axis was used. 

 

Parallel Tempering Metadynamics in the Well-Tempered Ensemble (PT-MetaD-WTE) and 

Potential of Mean Force Calculations 

PT-MetaD-WTE simulations were performed using Plumed 2.568 across two CVs, namely a) the 

center-of-mass distance between the Cα atoms of each monomer (DCOM) and b) the root mean 

square deviation (RMSD) of the Cα atoms from the corresponding crystal structures. A total of 

11 replicas were run for each system in the temperature range between 300K and 320K with a 

temperature step of 2 K, and random exchanges between them were attempted every 100 steps. 

The average exchange rate between the neighboring replicas in each of the simulations is 

reported in Table S2. The biasing factor and the initial height of the hills set as referred in the 

Table 1. The width of the Gaussian hills were set to 0.1 Å for both the RMSD and DCOM, 

deposited every 1 ps.  

The PT-MetaD-WTE simulations were run until convergence was reached. Convergence 

was monitored by estimating the free energy profile in regular intervals (Figures S1, S3, S5, S6b, 

S9, and S10), the diffusion of the CVs as a function of the simulation time (Figures S2, S11, 

S12) as well as the convergence of the associated error as calculated from the block analysis69 

(Figures S13-S15). The error in the estimation of the free energies (Table 2) was calculated as 

the average of the errors calculated for the blocks 900-1000. The Gromacs 2019.270 release 

package was used for the MD simulations as well as for the analysis. The metadynamics bias 

potential was written every 1000 steps and the Potential of Mean Force (PMF) was calculated by 
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post processing the output file using the sum_hills utility. The total simulation time for each 

system is shown in Table 1. 

 

Free Energy of Association Calculation 

Supporting Information Figures S1, S3, S5, S6, S10 show the 1D PMF as a function of center of 

mass distance and RMSD. These PMFs were computed based on normalized distance 

distributions (p(r)) between the center of geometry of the two proteins, including volumetric 

(also called entropic) correction 2 x ln(r).71 This correction is commonly used to compensate the 

higher probability to find the dissociate state, as this is dependent of the box volume (or area in 

the simulations performed in bilayers).  

𝑃𝑀𝐹 𝑟 =  −𝑅𝑇𝑙𝑛 𝑝 𝑟 + (𝑛! − 1) × ln (𝑟)    (1) 

where nc is the dimensionality of the system. 

The distance r was shifted to take into account the average radial volume of the proteins, which 

was estimated based on the minimum distance allowed for the monomers to interact. For the 

insulin dimer, this distance is 1.75 nm; for barnase-barstar the distance is 2.25 nm; for H-

Ras/Raf[RBD] it is 2.4 nm; and for the transmembrane systems EphA1 and rhodopsin the 

distances are 0.65 nm and 3 nm, respectively. The entire PMF was shifted to zero in the unbound 

state (plateau region of the 1D PMFs) before the PMF integration. The binding free energies 

(displayed in Table 2) were estimated by integrating the PMF over the distance r as71, 72 

𝐾!"#$ =  4𝜋𝑟!𝑒!
!"#(!)
!" 𝑑𝑟!!

!      (2) 

𝛥𝐺!"#$! =  −𝑅𝑇𝑙𝑛(𝐾!"#$𝐶!)       (3) 

with the standard concentration C0 equal to (1/1.25) nm−3 for the insulin dimer with a cubic 

simulation box edge = 11 nm and two monomers in the box, (1/1.51) nm−3 for barnase/barstar 
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with a box edge = 13 nm and two monomers in the box, (1/1.51) nm−3 for H-Ras/Raf[RBD] 

dimer with a box edge = 13 nm and two monomers in the box, (1/0.98) nm−3 for rhodopsin dimer 

with a cubic simulation box edge = 15 nm and two monomers in the box, and (1/1.249) nm−3 for 

EphA1 with a cubic simulation box edge = 11 nm and two monomers in the box. The chosen 

cutoff (rc) was set to the fully dissociated state, i.e., 4 nm for EphA1, 6 nm for rhodopsin, and 5 

nm for all other systems. For the transmembrane proteins, the 2D version of the equation above, 

integrating using a radially symmetric PMF in the x-y plane, was used as the proteins are 

restrained in the bilayer. 

𝐾!"#$ =  2𝜋𝑟!𝑒!
!"#(!)
!" 𝑑𝑟

!!

!
 

The free energy of association was also calculated directly from the minima of the PMF 1D 

profiles, and the two values are compared in Table 2. 

The PMFs were calculated for the replica at 300 K because this temperature coincides with the 

temperature used for the experiments with which we compare the values obtained here. The 

replicas are used only in order to enhance the sampling of the conformational space by exploring 

structures at higher temperatures and later accepting those with a probability to lower 

temperature replicas. 

Supporting information Figures S3, S5, S6, S10 show the 1D PMF as a function of RMSD. 

These plots were calculated using the RMSD with respect to each crystallographic structure and 

the free energy included in the free energy surface files (produced by sum_hills utility of 

PLUMED). From this plot, several minima are identified corresponding to the free energy of the 

dimer structures. In order to identify the exact location of these minima, we selected the RMSD 
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values corresponding to the minima free energy. Local minima are acquired in increments of 1 Å 

(see minima.py). 

 

MD Analysis-Visualization 

Clustering was performed for the last 14 µs of the unbiased MD using the gmx cluster tool for a 

RMSD of 2.5 Å of the Cα atoms. Backmapping to atomistic resolution was achieved using the 

backward.py61 script. VMD73 was used for visualization of the trajectories. 
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