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1 Introduction
It is of scientific evidence that our planet is suffering of aquatic
pollution as never before. Although in recent years the main pub-
lic attention has been focusing on the enormous presence of (mi-
cro)plastics in water1–4, contamination due to organic agents re-
mains one of the most urgent environmental challenges of our
time5–7. Among the contaminants of organic nature, pesticides
and herbicides widely used in the agriculture sector are found in
our drinking water at relatively high concentrations8–10. When-
ever a compound is released on plants or directly onto the soil, in
fact, a major part of it percolates in the ground right underneath.
This results not only in the contamination of the humus, but also in
the nesting of these products within the underlying aquifers. Thus,
over time, these compounds reach our oceans, our rivers and, con-
sequently, our sinks at home.
The molecule of glyphosate (GGG) represents one of the most con-
troversial issues belonging to this category. This crop-dessiccant is
a non-selective organophosphate that, once discovered in 197011,
had immediately success. The agricultural products used until then
were considered more harmful and less efficient when compared
to GGG, which represented instead an appealing alternative. Ar-
ticles and reviews of that time started praising it, focusing on the
understanding of its incredible properties rather than on possible
damages to human health12–15. For example, the product seems
to have a relatively low penetration in the soil, limited to a depth
at around 15 centimeters and rarely lower16–18. Moreover, GGG
would be naturally degraded through the action of certain sub-
surface bacteria that decrease the likelihood of its residues reach-
ing ground waters18–21. Despite the points in favour of its us-
age, most of the scientific opinion believes in the dangerousness of
GGG22–24. Major concerns regard diseases of the endocrine sys-
tem, epilepsy and neurological issues24–26. Above all, the most
fought diatribe is whether or not this herbicide can cause carcino-
genic effects in humans27. Given its enormous controversy, the
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last approval of GGG among Europe was renewed for only 5 years
and a new assessment will take place already in 202228.
The degradation process of this crop-desiccant has been the sub-
ject of intense study. In soil, GGG follows mainly two pathways
of unfolding21,29–31. The first, well recognized reaction is the
one that produces aminomethylphosphonic acid (AMPA) and gly-
colic / glyoxylic acid. This degradation happens when the N-C
bond close to the carboxyl group of GGG gets cleaved. The sec-
ond process results into sarcosine and orthophosphate, involving
the unfolding of the P-C bond instead. In water, it was experimen-
tally suggested that GGG follows a hydrolytic decomposition29,32,
highlighting H2O molecules as active participants in the process of
degradation. It was found that, at temperatures raging between
340 - 350 K and pH values of 6.5 - 7.5, GGG shows a mean half-
life of about 35 days. Although also in a water environment AMPA
is still recognized to be as the first degradation product, Catão et
al.30 performed a Density Functional Theory (DFT) study which
showed that the C-C bond would be the most likely to get broken.
The reaction proposed involves one to two water molecules de-
pending on the protonation state of GGG (e.g. its pKs value) and
results into methyl-AMPA. Through the study of the reaction barri-
ers, the authors also suggested that such a process can occur within
a photocatalytic activation. A photo-degradation of GGG is indeed
a mechanism that has been experimentally observed25,33–35 and
must therefore be the target to aim for in further research. Catão’s
work, though, is one of the very few theoretical studies present in
literature.
The interaction with semiconductors may represent the most opti-
mal way to degrade GGG under UV light. Among them, titanium
dioxide (TiO2) is well-known to be one of the most efficient ma-
terials in terms of photocatalytic activation36–42. Ilina et al.43 in-
vestigated the interaction of TiO2-rutile and anatase nanoparticles
(NPs) in water when in presence of both GGG and AMPA. After
adding the two compounds together in their sample containing
the NPs, they shook it by hand and let it settle for 24 h. The ob-
servations suggested that the TiO2 NPs do contribute in the degra-
dation of both AMPA and GGG. According to their conclusion, it
was especially the phosphate group that caused the GGG molecule
to steadily adsorb to the surface. Such imputation was already
attributed by several experiments for other metal oxides24,30,44.
The carboxyl group, on the other hand, would be responsible for
electronic stability. Although these results are of main interest, as
stated in Ilina’s work, "little is known about the role of the involved
functional groups" upon degradation. This suggests that more the-
oretical studies are needed in order to sufficiently support the ex-
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perimental information.
In our work, we have combined different level of theories to in-
vestigate the adsorption and degradation of GGG on a surface of
rutile-(110). On this slab, water molecules tend to bind molecu-
larly with the 2-fold coordinated briding oxygen atoms of the struc-
ture45–47. This first layer of adsorption represents both a physical
and energetical barrier for a GGG molecule to overcome, but it may
also turn out in a direct recombination which activates a degrada-
tion mechanism. The methods range from classical simulations,
e.g. Force Fields (FF), to ab initio approaches, such as DFT, and
TD-DFT. In the first case, the use of newtonian equations ensured
the possibility to work with a significantly large statistical sample
consisting in 25 GGG molecules. This allowed us to conjecture
an educated guess of what the most stable adsorption configura-
tions should look like, which were then further investigated on the
quantum mechanical level. After analyzing the adsorption ener-
gies, the electronic structure and the torsional contribution of the
GGG-TiO2 interface at its most attractive configuration, we have
further suggested a mechanism of photocatalytic degradation.

2 Software and methods

2.1 Force Fields (FF) calculations

GGG - The structure of the GGG molecules
has been taken from the PubCHem data base
(https://pubchem.ncbi.nlm.nih.gov/compound/3496). Force
field parameters were generated using Antechamber, implemented
in the AMBER program package48 based on the AMBER99SB
force field. The partial charges were calculated with GAUssian98
(6-31G*)49 and are adjusted according to the RESP scheme
common for AMBER force fields. For the following simulations the
charge of the GGG was set to -2e.

Fig. 1 RESP partial charges of GGG atoms calculated for the total molec-
ular charge of -2e.

TiO2 - The x-y-dimension of the rutile-(110) slab is a 10× 7
repetition of the optimized unit cells of 8.90× 13.19 Å2 from
Balzaretti et al.47 and will be periodically repeated along that
plane to mimic an infinite surface structure. In z-direction the
slab model is 6 layers high and forms the interface to the solvated
environment with the GGG molecules at the top and bottom.
System - The simulation cell of 89.03× 92.32× 125.00 Å3, cor-
responds exactly to the slab dimensions in the x-y direction

and creates a gap in the z - direction, so that there is about 100
Angstrom solution phase between the periodic cells. We calculated
a total of 2 systems with 25 GGG molecules each, pre-positioned 4
Angstroms high above the slab surface in a grid-like fashion with
a spacing of about 7 Angstroms from each other. Each of the 25
molecules is rotated by 15 degree about the molecular x-axis. The
two systems differ in the orientation on the titania slab. To ensure
that we do not take over any influences of the starting positions
when evaluating the adsorption modes, we rotated the GGG
molecules by 90 degree in the second system around the z-axis.
Calculation protocol - First, the systems with 25 molecules on the
titanium dioxide surface were calculated in AMBER for a few 100
ps in an implicit solvent environment (Generalized Born Model) to
approximate the molecules to the surface. All further calculation
steps were performed with the GROMACS program package. For
this purpose, the topology and coordinate file were converted
with an open source conversion script in Python (acpype.py)
into the GROMACS format. The cell was filled with TIP3P water.
Equilibration of the system was performed over 0.2 ns in NpT
ensemble and 0.5 ns in NVT ensemble at RT using the Berendsen
barostat and the V-rescale thermostat50. To increase the sampling
of the adsorption modes, quenched annealing between 300 and
500 K of 10 cycles for 2 ns in total are added. Subsequently, each
system was calculated molecularly for 110 ns with a time step of
2 fs, which we used to evaluate the adsorption modes.

2.2 Density functional theory calculations

All electronic structure calculations were performed with periodic
boundary conditions in the framework of density functional theory
(DFT), as implemented in the Vienna ab initio simulation package
(VASP)51. The exchange-correlation energy was approximated us-
ing the PBE functional52, additionally adding D3 dispersion cor-
rection53. The effect of the core electrons on the valence density
was taken into account by means of the projector augmented wave
(PAW) method54 with an energy cutoff of 700 eV for static calcula-
tions, 400 eV in dynamical simulations and a kinetic energy cutoff
of 645 eV for both. A 2

√
2x3 repetition of a surface unit cell for

rutile-(110) consisting of 6 tri-layers was used in all calculations.
The bulk parameters consisted of a = b = 4.663Å and c = 2.968Å,
evaluated with a 3× 3× 3 k-point mesh47. In order to avoid spu-
rious interaction of the molecules with the surface image repeated
in the z direction, a vacuum slab of z = 55Å was used. All atoms
were relaxed until the change in the Force was lower than 10−3

eV/Å. All calculations were performed using a Γ-point only setup,
unless otherwise specified. Charge transfer has been investigated
using the Bader code of Henkelmann and co-workers55. The effect
of solvation in water was accounted for either by using an implicit
solvation model as implemented in VASPsol56–58 or with explicit
water.

For ab initio molecular dynamics calculations (AIMD), the same
thermodynamic ensembles used in FF calculations were taken into
account. Instead of room temperature, here 320 K were chosen
instead in order to avoid overstructures of liquid water, which is
a known problem of GGA simulations59. The time step was set to
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dt = 0.5 fs, with a rescaling temperature and corresponding sam-
pling frequency every 25 steps. Part of the AIMD calculations were
performed adding water molecules explicitly. The procedure of
initializing the solvent positions can be found in ref47.

Density of states (DOS) calculations were also carried out, for
which a 9×9×1 k-points mesh was chosen. They were carried out
according to the above setup to be further analyzed using the free
software of vaspkit60 together with the VASPMO tool61.

2.3 Judgment of Energy DIstribution (JEDI)

JEDI is a quantum chemical tool to analyze the distribution of
strain energy in mechanically deformed molecules.62–64 Based on
the harmonic approximation, the strain in each internal coordinate
of the deformed molecule, i.e. in each bond, bending and torsion,
is quantified. Visualization is achieved with VMD65 by mapping
the strain energies in each internal coordinate onto the bonds.
Custom python routines were used for this purpose. JEDI requires
the geometry and the Hessian matrix of the investigated molecule
in the relaxed state as well as a mechanically strained geometry.
In the present case, the relaxed geometry was generated by
optimizing GGG freely in solution, whereas the geometry of GGG
adsorbed on the surface was taken as the mechanically strained
structure.

2.4 Cluster model simulations

For the calculation of the photocatalytic properties of adsorbed
GGG an embedded cluster model approach for the description of
the surface was used. The cluster model was generated from cell
parameters and atomic positions from calculations with periodic
boundary conditions at the PBE level of theory (see above). The
cluster model is divided into three different regions. The first cen-
tral part is the cluster of the rutile-(110) surface which consists
of a charged Ti27O54[O34]68− fragment where every Ti-atom is
fully chemically coordinated by O-atoms in order to avoid artificial
dangling bonds that will lead to unrealistic excitation. The clus-
ter model is embedded in a point charge field (PCF) with 71247
point charges that are arranged according to the lattice param-
eters. For the Ti-atoms a point charge value of +2 and for the
O-atoms a value of -1 was selected in order to account for the
long-term Coulomb potential. Point charge values that reflect the
charge of the atoms rather than the oxidation state are used.? To
prevent overpolarization of the cluster model a boundary region
between the cluster and the PCF with 113 effective core potentials
(ECP) that are located at the Ti-atom positions in the PCF near
the cluster model were included.66 In the supporting information
a detailed description of the cluster model is provided. All calcula-
tions were performed using the Orca program package in version
4.2.67 The pob-TZVP basis set was selected for the description of
the cluster and adsorbate atoms.68 For the ECP the SDD poten-
tials, included in the Orca program package, were used. All cal-
culations were performed by using the PBE exchange correlation
functional with D3 dispersion correction. Geometry optimization
of the adsorbate was performed by relaxing all adsorbate atoms
and 14 surface atoms that are directly located near the adsorbate

(see supporting information). Time-dependent density functional
(TD-DFT) simulations were performed using an auxillary basis set
(Def2-SVP/C) and the RIJCOSX approximation.69

Molecular snapshots are illustrated with Visual Molecular
Dynamics (VMD)65.

3 Results

3.1 Force Fields statistical sampling

Two systems with 25 GGG molecules respectively are evaluated in
terms of possible adsorption modes. In total 47 of the 50 analysed
molecules are found to be directly adsorbed on the titania surface,
whereas two molecules are indirectly adsorbed on top of the first
water layer. In the following discussion these two molecules are
specified as not adsorbed (n. ad.) in figure 2, as they have no
specific mode to the surface. The GGG molecule is very rich in
charged functional groups. At each end of the molecule, either a
phosphate group or a carboxylate group are known to show high
attraction to titania surfaces? . Therefore, we proposed two dif-
ferent adsorption modes 2, namely a bidentated or monodentated
configuration. At the bidentated configuration, both ends of the
molecule are adsorbed to surface titanium atoms either within the
same row (Bid. ||) or at different sides of a bridging oxygen atom
(Bid. ⊥). For a monodentated configuration, we differentiate
between the phosphate group (P) end or the carboxylic group
(C) end towards the surface. Since the central amino group can
attribute to the adsorption modes, we specified between pure
ending adsorptions, namely P-vertical (P-ver.) and C-vertical
(C-ver.), and modes where the amino group is involved, namely
P-step and C-step. In figure 2C the distribution of these six modes
is plotted as a histogram evaluated for each of the 50 molecules in
a total simulation time of 110 ns and a sampling frequency of 10
ps.
The bidentated modes are the dominating ones, whereas the
monodentated modes have only minor contributions. At the
bidentated modes, the bidentate-⊥ configuration with almost
half of the molecules bond in that mode is identified as the most
favorable adsorption mode. In figure 2D the time evolution of
the adsorptions modes of 25 GGG molecules are plotted for a
time line of 1 ns with a sampling frequency of 1 ps. It is clearly
visible that bidentated modes stay stable during the simulation,
whereas the P-vertical configuration tends to be converted into a
bidentated mode. On the contrary, the C-vertical configuration
does not change its orientation during the simulation and rather
stays in its vertical orientation. We assume that for the P-vertical
configuration the addition of the central amino contacts is more
probable which leads in most cases at the end to a bidentated
mode. For this reason, almost no step configurations are present
in the histogram in figure 2C.

3.2 Adsorption at the quantum level

The six specified configurations analysed with the FF approach
were positioned on the DFT rutile-(110) slab model, accordingly.
After having performed a geometry optimization, we evaluated
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Fig. 2 Adsorption configurations of GGG on rutile-(110): (A) Snapshots of possible adsorption configurations sorted by bidentated and monodentated
modes are illustrated from left to right: Bid. ⊥, Bid. || and P-step, C-step, P-ver. and C-ver., (B) representative snapshot of 25 GGG molecules after
100 ns classical molecular dynamics simulations, (C) distribution of adsorption modes listed in A, evaluated from 50 GGG molecules for a simulation
time of 110 ns with a sampling frequency of 10 ps, (D) time evolution of the adsorption modes of 25 molecules for a duration of 1 ns with a sampling
frequency of 1 ps.

their adsorption energy through the following formula:

∆Eads = EGGG distant from rutile−EGGG on rutile (1)

The term EGGG distant from rutile refers to the system with GGG po-
sitioned at a distance of 14Å from rutile. The second energy,
EGGG on rutile, belongs instead to the molecule once adsorbed at
the surface. The GGG model used in EGGG distant from rutile was pre-
viously optimized in a vacuum cell of the same size by a global min-
imum search procedure, reproducing its gas phase configuration.
This, when inserted in the simulation cell at the distance of 14Å
from the slab, its structure did not show any major changes. The
reader should be aware that a classical way of evaluating adsorp-
tion energies would be with the two separated terms EGGG+Erutile
instead. Due to the charged background in our system, though, the
use of these two factors would need an additional term of charge
correction, say Ecorr. With our approach, we directly estimate that
EGGG distant from rutile ≈ EGGG +Erutile +Ecorr. The adsorption ener-
gies are reported in the first line of Tab. 1.

As expected from our classical MDs, the bidentate-⊥ structure
proved to lead the highest attraction. Monodentate configurations
driven by the phosphate group follow immediatly after. Despite
this, their presence in our previous FF simulations has a very low
rate. This is due to the fact that once bound to the surface, for
the phosphate group it is difficult to detach from it. The molecule,
hence, starts to oscillate back and forth due to the entropy of the
system and forms the bidentate-⊥, bidentate-|| or, more rarely,
the P-step structure. On the other hand, both arrangements based
on carboxylic moiety, showed the lowest adsorption energies. In
this case, it is not straightforward to move from the C-vertical or

C-step configuration into a bidentate one and, therefore, are found
in our classical MDs with a minor presence.

When GGG adsorbs on rutile-(110), the charge of the formally
two fold negatively charged GGG is partially transferred to the d-
band of the Ti atoms of the rutile surface. The Bader net atomic
charges of the six configurations are listed in the second line of
Tab. 1). In case of the bidentate adsorption modes, the charge
located at the GGG reduces to 1. This can be interpreted as one
electron transferred from the highest occupied molecular orbital of
GGG to the d-band of Ti as discussed in more detail in section 3.3.

Due to its prominent adsorption energy and charge transfer to
the surface, we decided to carry on all of our further investigations
on the bidentate-⊥ structure only. In order to analyze in more
detail the charge transfer for the most dominant bidentate-⊥ ad-
sorption mode, its electron density difference was evaluated. This
is shown in Fig. 3, integrated for the y-direction. It can be seen
that not only the oxygen atoms of the phosphate and carboxylic
groups form a bond to the closest five fold coordinated Ti atoms,
but in addition a hydrogen bond is formed between the hydrogen
of the amino group to bridging oxygen atoms of the rutile-(110)
surface. The formation of these four bonds and two additional hy-
drogen bonds leads to a weakening of the P-C and C-C bonds in
GGG. This indicates that, potentially, the two bonds may break in
a degregation process induced through adsorption at the surface.

To observe whether the bidentate-⊥ configuration was thermo-
dynamically stable also in DFT, two AIMDs at 320 K were per-
formed. The first one was carried out with an implicit solvent only
and lasted for 8.4 ps. Here, the carboxyl group left its adsorption
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Table 1 Adsorption energies and Bader net atomic charges of the optimized structures of GGG on rutile-(110)

Bid. ⊥ Bid. || P-step C-step P-vert. C-vert
∆Eads/eV −3.06 −2.48 −2.92 −1.67 −2.62 −1.94
Bader chg. /e −1.12 −1.10 −1.26 −1.33 −1.25 −1.49

Fig. 3 Analysis of the ⊥ bidentated adsorbed configuration of GGG on on Rutile (110): the strain of (A) bonds, (B) angles and (C) torsions has been
analysed via JEDI and is summed up in (D). The color code from no strain (green) to highest strain contribution (red) is plotted on the corresponding
bonds. (E) The significant part of the strain in the adsorbed molecule is in the torsional motion of the C -C bond at the carboxyl end of the molecule
which rotates by 60from the equilibrated structure in solution to reach the optimal adsorption mode. (F) The differences of the Bader charges are
plotted for the ⊥ bidentated adsorbed molecule. Red areas indicate regions with increased electron density and blue areas with decreased electron
density.

position heading toward the vacuum after 1.5 ps and the P-step
configuration was then observed. Right afterward, also the amine
group slacked the attraction to rutile, and the structure ended up
being in the P-vertical one. In the second case, the vacuum box was
filled with H2O molecules. Due to the expensive simulation time,
the calculation lasted for 2.4 ps only. This time, the bidentate-⊥
structure did not leave rutile. This suggests that the presence of
water in the system is an active element in maintaining the ar-
rangement, as it represents barrier not possible to overcome at
such a temperature.

Finally, the structural deformations of bidentate-⊥ with its re-
sulting strain was investigated by terms of JEDI analysis62–64.
Based on our calculations, adsorption leads to a build-up of
38.5 kcal/mol strain in GGG, which is overestimated by JEDI by
only 10%, justifying the use of the harmonic assumption. Approx-
imately half of this strain energy is stored in the torsional degree
of freedom around the C-C bond of GGG (Figure ??), whereas a
smaller amount of strain is also stored in the region around the P-C
bond. It must be noted, however, that the relaxed structure, which
serves as a reference in the JEDI analysis, is not the global confor-
mational minimum, but rather the local torsional minimum closest
to the adsorbed bidentate geometry. Hence, the real strain energy
due to adsorption of GGG is higher. Nevertheless, one can conclude
that the energy gained through adsorption of GGG in the bidentate
conformation needs to overcompensate the strain energy in GGG
(38.5 kcal/mol) and that this strain is stored predominantly in the
torsion around the C-C bond. In past works, it has been found that
torsional motions can weaken chemical bonds by preconditioning
them for rupture.70 Therefore, adsorption of GGG on TiO2 holds
some promise for degradation of this pollutant.

The same result of stored strain in the C-C bond was confirmed

by a further analysis using DFT calculations. The GGG molecule,
in its bidentate-⊥ configuration, was grabbed out from the rutile
surface and embedded in an explicit water solvent. Through a new
AIMD at 320 K with a duration of 2.5 ps, the structure dynamically
relaxed over time until it reached thermodynamic equilibrium. At
this point, the principal bonds and dihedral angles within it were
measured, averaged along the last picosecond of simulation time.
By evaluating the differences between these averages and the re-
spective values of the static bidentate-⊥ at the surface, we were
able to understand where the largest changes occurred. Regard-
ing the major bonds (starting from the phosphate group toward
the carboxyl group) P-C, C-N, N-C, and C-C, no significant changes
were detected. Each of them, in fact, showed a difference of less
than 0.03Å. The dihedral angles, indices of torsion, also remained
fairly stable (differences of less than 8°) except for one case. This
was precisely the dihedral involving the C-C bond, calculated from
the N atom to one of the two O atoms of the carboxyl group bound
to the surface (dihedral N-C-C-O). In it, a difference of about 54°
was measured. In order to understand how much strain corre-
sponded to the torsion in the C-C bond, we performed a rotation
along its axis. Based on a 10° step, the energy was calculated each
time using a simple Single Point Calculation (SPC). The results are
shown in Fig. ??. The configuration corresponding to 0 deg is that
of dynamic relaxation in explicit solvent. As can be observed, it
corresponds to a minimum of the strain in the bond. Looking in-
stead the angle formed in the bidentate-⊥ structure, we see that
we are close to a point of maximum. Thus, when the molecule
approaches the surface, it is found to have a C-C bond with very
high strain. This result confirms that of the JEDI analysis.
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3.3 Photocatalytic perspectives
In order to investigate the photocatalytic behavior and the accom-
panying destabilization of bonds in the bidentate-⊥ structure, the
DOS of the adsorbed system has been compared to the pristine as
shown in Fig. 4. A significant reduction of the band gap is induced

Fig. 4 Total density of states (DOS) of the pristine rutile-(110) surface
(orange) with and without adsorption (purple). In the second case, the
GGG atoms were also taken into account. The band gap shifts from
1.75 eV to 1.17 eV upon adsorption, leading to a higher probability of
photocatalytic activation.

by the adsorption process of GGG leading to a overall band gap
of 1.17 eV compared to the band gap of 1.75 eV for the pristine
system. Note that the underestimation of the band gap is a well
known behavior, when the PBE functional is used71,72. Consid-

Fig. 5 Important crystalline orbital at the Gamma-point of periodic
boundary condition simulation A in comparison to the cluster model
HOMO B. (isovalue 0.015 e/Å3)

ering the crystalline orbitals near the Fermi energy, a hybridiza-
tion between the orbitals of GGG and the surface band arises (Fig.
5, A). Here, the previously discussed charge transfer of the ad-
sorbate into the surface can be substantiated. The strong local-
ization at the phosphate group indicates a destabilization of the
P-C bond after photo-induced excitation. Considering the virtual
bands of TiO2 indicates that an excitation into the unoccupied Ti-
d-bands form the occupied hybridization bands might occur. To
simulate the electronic excitation of the adsorbed system, a cluster
model was constructed which shows the same properties as our
periodic boundary condition calculations (5 supporting informa-
tion). Here, the HOMO of the cluster model a similar structure
as the crystalline orbital of our periodic calculation. In Fig. 6, a

Fig. 6 TD-DFT spectra of adsorbed GGA (purple) and pristine TiO2 (or-
ange) on cluster model. (PBE-D3/POB-TZVP) When GGA is interacting
with the surface electronic excitations at 1.14 eV can be observed while
pristine TiO2 can be excited at 2.15 eV.

comparison between the absorption spectra of the pristine rutile-
(110) surface and the adsorbed GGG molecule are shown. The
calculated spectra clearly indicate that the excitation energy is sig-
nificantly lowered by bonding of GGG on rutile-(110). The pristine
surface shows first electronic excitation at 2.15 eV, which is close
to the calculated band gap of the calculations with periodic bound-
ary conditions (1.75 eV). The gas phase molecule will be excited
with higher energy, starting at 3.05 eV (c.f. SI). The adsorbed GGG
shows first electronic excitations at 1.14 eV. Here again, the exci-
tations are close to the calculated band gap of the system (see Fig.
4). Investigating the character of transitions, it becomes clear that
the HOMO (highest occupied molecular orbital), which is strongly
located at the phosphate group, is involved in several excitations.
As previously suggested, a charge transfer into the d-bands of TiO2

occurs leading to a even more charged adsorbate and, therefore,
destabilizing the bonds in the molecule by reducing the electron
density of GGG. Experimental investigations of the photocatalytic
degradation proposed the breaking of the P-C bond when only in-
volving irradiation of the system73. The simulations indicate that,
after the photocatalyitic excitation, the P-C bond might break. This
leads then to the degradation products of sacrosine and orthophos-
phate.

4 Conclusions
In the present manuscript we used atomistic simulation methods
to investigate the adsorption of GGG on the titania rutile-(110)
surface. The molecule showed a high adsorption to the surface es-
pecially in its bidentate-⊥ mode. This configuration was further
investigated both in terms of charge transfer and strain analysis.
In the first case a transfer of roughly one electron was observed
from the functional groups binding to the surface atoms, leaving
the molecule at the phosphate and carboxylic groups. This charge
is distributed into the rutile’s bulk, where it gets then dissipated.
To get a hint on the location of the bond break, the strain analysis
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identified the C-C bond as the major strain location. This presump-
tion can not be confirmed in this work. In order to understand pho-
tocaltalytic degradation of GGG in further investigations, a cluster
model was developed for TD-DFT simulations. The cluster simu-
lations are in good agreement with the DFT simulations in terms
of ground state properties (band gap and HOMO-levels) as well as
geometrically optimized structures. Here not only the DOS showed
a reduction of the band gap upon adsorption, but also the TD-DFT
spectrum lied in the same regime. Hence, there is a high likelihood
for GGG to proceed in a photocatalytic reaction.
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5 Supporting Information
5.1 Embedded cluster model construction
For the construction of the embedded cluster model a supercell was
generated using the geometrical parameter from periodic bound-
ary condition calculations. A half sphere point charge field (PCF)
was cut out of the supercell with the restriction of charge neutrality
as described in literature. For the point charges in the half-sphere
the values -1 and +2 where used to simulate the right long-range
potential of the atoms in the TiO2 solid. In the center of the half
sphere a Ti27O54[O34]68− cluster that will be treated quantum me-
chanically and 113 Ti atoms that are described by effective core
potentials (ECP) to avoid overpolarization of the cluster model are
cut out of the point charge field (Fig. 7).

Fig. 7 Representation of embedded cluster model. In the center lies the
Ti27O54[O34]68− cluster surrounded by 113 ECP (blue) and 71247 PCs
(transparent red and blue).

To achieve net charge neutrality of the system, the ECP atoms
are divided into two separate shells where the outer shell has the
same charge value as the point charges in the PCF (Ti = +2) and
the inner shell additionally compensates the charge of the cluster
leading to a value of +2.723 per ECP atom. The charged clus-
ter approach is used to avoid the appearance of artificial states

between the band gap that are caused by dangling bonds when
using a stoichiometric cluster. For the geometrical relaxation 14
atoms of the first layer where relaxed in order to achieve a compa-
rably similar adsorption geometry of GGG as calculated in our pe-
riodic boundary condition approach. To validate our cluster model
a comparison between specific properties of the boundary calcula-
tions and the cluster model can be evaluated. Table 2 shows the
band gap of the pristine surface and the geometry of the adsorbed
GGG of both approaches.

As can be observed the results are in good agreement and the
cluster model is capable of reproducing the electronic structure cal-
culations with periodic boundary conditions. Therefore, the quali-
tative investigation of electronic excitation using the cluster model
can be justified.
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