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Abstract  

The indirect construction of the free energy landscape at Quantum mechanics (QM)/ molecular 

mechanics (MM) levels provides a feasible alternative to the direct QM/MM free energy simulations. The 

main idea under the indirect method is constructing a thermodynamic cycle, exploring the configurational 

space under a computationally efficient but less accurate low-level Hamiltonian, and performing an 

alchemical correction to obtain the thermodynamics under an accurate but computationally demanding 

high-level Hamiltonian. In our previous works, we developed a multi-dimensional nonequilibrium free 

energy simulation framework to obtain QM/MM free energy landscapes indirectly. Specifically, we 

considered obtaining semi-empirical QM (SQM) results by combining the MM results and the MM-to-SQM 

correction and obtaining the QM results by combining the SQM results and the SQM-to-QM correction. In 

this work, we explore the possibility of changing the region for electronic structure calculations in the 

multi-scale QM/MM treatment, which could also be considered as a change of the level of theory. More 

generally, the multi-dimensional nonequilibrium Hamiltonian-variation/perturbation framework could be 

used to obtain transformations between different Hamiltonians of interest, such as changing the QM theory, 

the size of the QM region, and the basis set simultaneously.  
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I. Introduction 

Molecular dynamics (MD) simulations provide a feasible route to access the detailed atomistic motions 

during complex physical, chemical and biological processes. The statistical quantity named free energy 

difference extracted from MD trajectories depicts the thermodynamic variation along the reaction pathway. 

The barriers in the free energy profile or the free energy landscape in complex systems are often too high, 

resulting in a time scale inaccessible in unbiased simulations. As a result, the convergence behavior of the 

brute-force simulations is poor and the estimates of observables are often biased. Enhanced sampling 

techniques could be employed to overcome this sampling issue.1-4 These methods rely on the modifications 

of the energy landscape coupled with proper post-processing reweighting/perturbation procedure5-7 to obtain 

the Boltzmann-weighted statistics in the original unperturbed ensemble. A traditional and representative 

method is umbrella sampling,3, 8-10 which adds harmonic biasing potentials to enhance the sampling 

efficiency in specific regions of phase space. The root of the widely used reweighting methods11-13 is free 

energy perturbation (FEP).14 Its hysteresis problem5-7 and underestimation of the statistical error15, 16 could 

be avoided to some extent by using the bidirectional reweighting scheme named Bennett Acceptance Ratio 

(BAR).17, 18 As perturbation-based reweighting methods rely on the overlap between neighboring states to 

obtain reliable results, if the states of interest show significant differences, the staging technique or the 

stratification strategy should be employed to increase the overlap in each perturbation step and thus improve 

the convergence behavior. For instance, in the flipping of a base in nucleotide systems, the base-paired and 

flipping-out conformational states are significantly different. To obtain a reliable estimate of the free energy 

profile along the base flipping pathway, a series of intermediate states need to be introduced.3, 19-21 The more 

general forms of FEP and BAR are their nonequilibrium extensions, i.e., Jarzynski’s Identity (JI)22 and 

Crooks’ Equation (CE).23 They generalize the energy difference in FEP and BAR to the overall microscopic 

nonequilibrium work (NEW) performed on the system during the conformational change.24-30 The 

simulation strategy suitable for these estimators is the steered MD (SMD) method, where a time-dependent 

(often harmonic) biasing potential is added to drive the system from one conformational state to the other. 

When the target states are distant from each other, similar to the equilibrium case, the nonequilibrium 

stratification could be employed to improve the convergence of the SMD simulations. The nonequilibrium 

alternative shows similar accuracy and efficiency in the construction of the potential of mean force (PMF) in 

various cases.5-7, 16, 19, 20, 31-38  

As the modifications of the energy function are performed in the Hamiltonian space, another possibility 

is perturbating in the alchemical space.36, 39-46 The alchemical method deals with the time-scale problem in a 
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different way. It introduces thermodynamic cycles and estimates the thermodynamic quantity of interest by 

combining the results of each leg of the cycle.38, 47-52 For instance, the free energy of binding of the 

protein-ligand or host-guest systems is difficult to calculate when the binding/unbinding pathway is complex, 

but can be easily computed by constructing a thermodynamic cycle and using the alchemical method to 

calculate the free energy difference of each leg of the cycle.38, 42, 45, 53-61 Thus, the alchemical method could 

be viewed as an indirect way to obtain the quantity of interest. Extrapolation of the description of the system 

could also be performed with the alchemical method.62-72 The method is computationally efficient when the 

end states in the alchemical extrapolation are similar in energetics but significantly different in 

computational costs. For instance, the thermodynamics at ab initio quantum mechanics (QM) levels could be 

obtained by employing the alchemical method to extrapolate the results at semi-empirical QM (SQM) 

levels.15 As molecular mechanics (MM) force fields often show significant differences with various QM and 

SQM Hamiltonians, performing MM-to-SQM perturbations suffers from convergence problems.73 As these 

levels of theory differ significantly in computational cost, introducing intermediate states requires extensive 

equilibrium sampling under the computationally demanding Hamiltonian, which could degrade the 

efficiency especially when the intermediate-state sampling is difficult to converge. In this case, the 

nonequilibrium technique provides a computationally feasible and accurate way to enhance the convergence 

without equilibrium sampling in the intermediate states.54, 74-77  

The PMF along the structural collective variable (CV) depicts the variations of thermodynamics in the 

process, while the PMF along the alchemical pathway is often not physically meaningful. Further, the 

mechanism of chemical reactions or biological conformational changes could be extracted from the PMF in 

the physically meaningful space (i.e., the conformational space). Therefore, the free energy landscape in the 

conformational space could be more informatic.74, 78 Higher accuracy and efficiency could be obtained by 

combining the merits of the enhanced sampling techniques in the conformational and alchemical spaces. The 

enhanced sampling simulation in the conformational space could be used to obtain a converged picture along 

some physically meaningful CVs under a computationally efficient Hamiltonian, and the perturbation term 

in the alchemical space could be used to obtain a correction term describing the difference between the 

computationally efficient Hamiltonian and a more accurate but computationally demanding Hamiltonian. 

Combining these results, the thermodynamic profile under the accurate but computationally demanding 

Hamiltonian could be obtained. 71, 79-87 Examples of such simulation scheme are the indirect constructions of 

free energy landscapes at QM or SQM levels by performing direct free energy simulations at MM or SQM 

levels and calculating the perturbation term for MM-to-SQM or SQM-to-QM corrections.15, 71, 73, 79-84, 86, 88-90  
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In the multi-scale treatment of complex systems, the whole simulated system is divided into several 

sub-regions that are described with different models/Hamiltonians.88, 91-95 Adaptive exchanges between the 

descriptions/resolutions could sometimes/periodically happen.96-99 The region that the reaction or 

conformational change happens is often described with a model of higher accuracy, while the background 

region could be represented by a coarser model. For instance, in the formation/cleavage of chemical bonds, 

electronic structure calculations are required to describe the QM behavior of bond rearrangements, while the 

other regions such as solvent molecules far from the reactive region could be treated with MM potentials. As 

the simulation outcome shows significant dependence on the size of each region, determining the size of 

each region could be a significant problem in model construction. In practical applications, the region for 

detailed descriptions is often chosen sufficiently large to converge the simulation outcome on this degree of 

freedom.  

In our previous works on the indirect construction of QM/MM free energy landscapes from 

multi-dimensional nonequilibrium pulling simulations, we considered obtaining the SQM and QM free 

energy landscapes by combining MM and SQM free energy landscapes and MM-to-SQM and SQM-to-QM 

corrections. In the first SQM-from-MM-perturbation case,73 the description of the system is changed from 

MM to SQM/MM, where both the level of theory and the size of the QM region are changed. The size of the 

QM region grows from zero to several residues, and the description of the whole system becomes 

multi-scale. In the second QM-from-SQM-perturbation case,15 the QM region remains unchanged and only 

the level of theory is changed from SQM to ab initio QM. A recent work on equilibrium perturbation-based 

indirect QM/MM free energy simulation considers the expansion of the QM region,100 which could alter the 

thermodynamic profile in a nucleophilic addition reaction. However, due to the significant difference 

between MM and QM Hamiltonians, statistically significant noises are introduced in the equilibrium 

perturbation-based extrapolation even with the curve fitting procedure to smooth the PMF, resulting in many 

unexpected local minima in the free energy profile. In this work, we provide a general nonequilibrium 

alternative for the indirect scheme. We perform direct nonequilibrium free energy simulations at one QM 

level and QM region, and calculate the perturbation term with the nonequilibrium alchemical method to 

correct the free energy profile to another QM level and QM region. The nonequilibrium framework 

minimizes the statistical noises and the resulting indirect free energy profile is as smooth as the direct result. 

More generally, as the perturbation is performed on the description of the system (i.e., the Hamiltonian), this 

perturbation-based indirect scheme could be used to extrapolate on multiple degrees of freedom, e.g., the 

QM basis set, the QM level, the QM region and so on. For instance, the basis-set extrapolation could be 
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performed between some computationally efficient ones and some larger ones (e.g., the smaller 3-21G and 

the larger 6-311G* in the Pople series, or cc-pVDZ and the larger counterparts in the Dunning basis sets for 

the complete basis set extrapolation), which serves as a nice way to perform the basis-set extrapolation of 

the thermodynamic profiles. The QM level could also be extrapolated from a low-level one (e.g., PM6) to a 

high-level one (e.g., MP2). Further, the QM region could be expanded or shrunk to check the convergence of 

the QM results on the selection/definition of the QM region. In the following parts of the manuscript, we 

will provide a brief review of the nonequilibrium Hamiltonian-variation scheme. Illustrative examples for 

simultaneous variations of the QM level and the QM region are presented to prove its applicability in 

practical systems. The basis-set cases would be investigated in detail in a following work.  

 

II. Methodology 

In the previous case, as the focus of the perturbation variable is the level of theory, we employed the 

low-level and high-level language to describe the Hamiltonians. In the current case, as we are considering 

the perturbation in the Hamiltonian space with various degrees of freedom, we write the scheme more 

generally by using the state-specified Hamiltonian itself. The Hamiltonian 
1 2,k kH  denotes the Hamiltonian 

of the system at the state ( )1 2,k k . The first dimension describes the conformational change, and the second 

dimension describes the Hamiltonian/model change. An illustration of the thermodynamic cycle constructed 

to perform the Hamiltonian perturbation via nonequilibrium transformations is shown in Fig. 1a. Free energy 

simulations exploring the configurational space are performed under one Hamiltonian, while free energy 

calculations in the alchemical space provide a correction term accounting for the difference between 

thermodynamics under different Hamiltonians. Free energy simulations in both spaces are performed with 

the nonequilibrium stratification framework. The SMD simulations along the configurational CV employ the 

time-dependent harmonic potential V  given below, 101 

( )( )
2

0( ) ( )
2

k
V t = −q q                                                         (1). 

Here, k  denotes the force constant, q  is the coordinate vector, ( )0 t  represents the time-dependent 

protocol for CV variation defining the configurational transformation, and ( ) q  refers to the current value 

of the CV. To minimize the fluctuations of CV and define a configurational state precisely, a large force 

constant is often used to achieve the stiff spring limit.36, 37, 73, 102-106 Care should be taken when the 

magnitude of the force constant is very large. The integration time step for the equations of motion should be 
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altered accordingly to avoid unstable dynamics and the resulting perturbations of distributions.15, 24-26 There 

is no fluctuation for the alchemical CV and its value is varied monotonically according to the pre-defined 

schedule.  

The conformational change or chemical reaction often involves significant rearrangements of many 

atoms. Thus, to achieve a good numerical behavior and reduce dissipation, the pulling simulations need to 

be sufficiently long to relax many involved degrees of freedom. This behavior is not satisfactory for 

computational and experimental inspections, as a long waiting time is needed before user feedback and 

protocol diagnosing. Stratification, in this case, is often favored. A long pulling excursion is divided into a 

series of smaller segments, which enhances the convergence of the nonequilibrium free energy simulation 

and provides faster results output. We consider the case that the whole reaction or conformational change is 

divided into K  conformational states and thus there are 1K −  smaller segments. The situation is a bit 

different for periodic configurational CV, where the number of conformational states is the same as the 

number of segments.  

In nonequilibrium pulling simulations, only the nonequilibrium transformations between neighboring 

states are performed. The reason is that the reliability of the perturbation-based reweighting is highly 

dependent on the phase space overlap between different states and thus the similarity of the nonequilibrium 

works during the pulling processes in the forward and backward directions. Therefore, the reweighting is 

essentially unidirectional or bidirectional in nonequilibrium simulations. In this case, the statistically optimal 

and non-parametric bidirectional estimator BAR/CE is favored over other estimators. Note that in some 

cases, using other estimators (e.g., using JI or Gaussian approximations) could save some computational 

costs. However, these estimators also have their deficiencies such as the underestimation of the standard 

error (JI) and the systematic bias that is hard to quantify (Gaussian approximation).15, 16 As the current work 

aims at achieving the best generality and transferability, we do not consider these case-specific alternations 

in the estimator selection. 

The statistically optimal and asymptotically unbiased bidirectional perturbation estimator CE is 

described with Eq. (2).17, 18, 23  

( )
ln

( )

ln( )

ji j

ij

ij i

j

ij

i

f W C
A C

f W C

n
C A

n

 +
 = +
 −



=  +


                                                    (2), 

where A  denotes the dimensionless free energy, A  is thus the corresponding difference between free 
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energies of different states, 
i
 represents to the canonical average over nonequilibrium realizations 

initiated from state i , ijW  is the dimensionless work accumulated during the nonequilibrium pulling 

initiated from state i  and ended in state j , n  denotes the number of samples in each ensemble, and f  

is the Fermi weighting function. The bidirectional CE could achieve unbiased estimates with a reasonable 

sample size for all kinds of distributions, thus achieving the highest transferability and generality. Its 

dimensionless variance could be expressed as  

( ) ( )
2

2 2 2 2

Var Varij ji

ij

i ij j ji

f f

n f n f
 = +                                                       (3). 

Here, Var  represents the absolute variance, and ijf  is defined as  

( )

( )

 

ij ij ij i

ji ji ij j

ij ij ji ji

f f W C

f f W C

n f n f

= +

= −

=

                                                     (4). 

As only the transformations between neighboring states are performed, here 1j i= + . For the statistically 

meaningful estimation of the statistical error/variance in Eq. (3), the input of the estimator in Eq. (2) should 

be statistically independent. Therefore, in the extraction of the initial configurations for nonequilibrium 

realizations from equilibrium ensembles, we calculate the autocorrelation of the reaction coordinate in each 

state i  and the statistical inefficiency 1 2i i = + , and then subsample the whole time series of 

configurations by the statistical inefficiency to obtain a set of independent configurations. The statistical 

inefficiency provides an estimate of the computational cost of obtaining an independent sample from 

equilibrium simulations. Similarly, the computational cost of each sample in nonequilibrium pulling could 

be estimated as the sum of the statistical inefficiency in the equilibrium state eq,i  and the length of pulling 

simulations NEW,i , namely 

 NEW, eq,i i i  = +                                                              (5).

 

As we are considering bidirectional pulling in the current work, the length of pulling for each data point is 

the sum of the pulling times in the forward (  increasing) and backward (  decreasing) directions.  

The free energy difference and the corresponding statistical error in each segment could be accumulated 

to obtain the variation of the free energy in the whole process, namely 
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                                         (7). 

As there are K  states, when the subscript k K= , Eq. (6) gives the overall free energy difference along the 

pathway. In the visualization of the simulation results, it is often preferred to set a reference point. Here, we 

choose the 1st state as the reference point with a free energy of zero,  

1 0A =                                                                       (8). 

Then, the one-dimensional free energy profile along the configurational CV could be obtained by combining 

Eq. (6) and Eq. (8), 

1

1 , 1

1

k

k k i i

i

A A A
−

+

=

=  =                                                            (9).

 

A similar procedure could be employed to construct the free energy profile along the alchemical CV. 

Combining these two free energy profiles, the two-dimensional free energy surface could be obtained. The 

subscripts in the above equations should be altered to describe the multi-dimensional case. Specifically, for 

the configurational CV, there are 1K  states and the state is numbered by 1k , while for the second CV (i.e., 

the alchemical CV), there are 2K  states and the state is numbered by 2k . The relative free energy of the 

state ( )1 2,k k  on the two-dimensional free energy surface could thus be expressed as, 

1 2

1 2 1 1 2 1 1 1

1 1

1,11 , 1 ,1, 1,1 , , , 1

1 1

k k

k k k k k k i i k j k j

i j

A A A A A
− −

+ +

= =

=  + =  +                                   (10).

 

Here, 
11,11kA  denotes the free energy difference between the reference configurational state 1 and the 

configurational state 1k  at the 1st alchemical state, and 
1 2 1, 1k k kA  is the correction term accounting for the 

free energy difference for the 1k th configurational state at the 1st and 2k th alchemical Hamiltonians. The 

statistical error could be similarly obtained with the error propagation procedure, as done in Eq. (7).  

Our target is obtaining the free energy landscape at the alchemical state 2 2k K= . The perturbation 

along the alchemical pathway is relatively small compared with the configurational case, and the free energy 

profile along the alchemical pathway is artificial and could be varied by defining different mixing functions 

for intermediate states. Therefore, we do not employ the stratification strategy but use only a single-step 
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bidirectional pulling in the alchemical transformation. In this case, the nonequilibrium technique is 

especially useful, as equilibrium sampling in the intermediate states is avoided.54  

 In the current work, our illustrative calculation involves changes in both the QM theory and the size of 

the QM region. Instead of the previous test system ACE-NME (NMA),15, 73 this time the test case is chosen 

as a bigger biologically relevant system shown in Fig. 1b. The conformational change in the solvated alanine 

tripeptide is described with the backbone C-C-N-C dihedral. Multi-scale QM/MM treatment is employed to 

describe the system. Due to efficiency consideration, our test Hamiltonians includes SQM Hamiltonians of 

Parametrized Model number 3 (PM3)107 and Parametrized Model number 6 (PM6).108 The multi-scale 

treatment could include different numbers of residues in the QM region. The small QM region includes the 

central two residues involved in the definition of the flipping backbone dihedral, and the large QM region 

includes the central two residues and the 1st residue of the chain (i.e., the ACE cap at the N-terminal of the 

peptide). In the case of expanding the QM region, 2 1k =  defines the PM3 or PM6 Hamiltonian with a 

smaller QM region, and 2 2k =  represents the PM6 Hamiltonian with a larger QM region. Namely, the free 

energy profile along the conformational change is constructed under the PM3 or PM6 Hamiltonian with only 

the central two residues included in the QM region, and correction terms are calculated between the ( )1,1k  

and ( )1, 2k  states to obtain the free energy profile under the PM6 Hamiltonian with the three residues 

included in the QM region. We also considered another case that the QM region is shrunk, which could also 

be used to check whether the QM results are invariant of the size of the QM region. In this case, 2 1k =  

defines the PM3 or PM6 Hamiltonian with a larger QM region, and 2 2k =  represents the PM6 

Hamiltonian with a smaller QM region. We also considered gas-phase situations with PM3, PM6 and 

another SQM Hamiltonian named Recife Model 1 (RM1)109 and 3 definitions of the QM region. Further, 

two SQM-targeted force fields are tested to check whether they could improve the convergence behavior of 

the perturbation.   

In Fig. 1c, we provide a framework altered specifically for the variation of the QM region with fixed 

QM theory, which could be used when extrapolating the results with different definitions of the QM region. 

When the QM region 1 is a small QM region and the QM region 2 is defined as a larger QM region, the 

multi-dimensional free energy simulation is used to expand the size of the QM region. Note that the QM 

region 2 does not necessarily include all atoms in the QM region 1, and the extrapolation could thus be 

performed in a more general way. For instance, the QM region 1 could include the 1-3 residues of the 
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alanine tripeptide, while the QM region 2 could be defined as the 2-4 residues of the peptide. The 

Hamiltonian-variation framework could be similarly altered for other types of perturbations, e.g., the 

basis-set change. 

A final part making the multi-dimensional nonequilibrium free energy simulation framework useful for 

practical applications is employing some curve fitting procedures to minimize the statistical noise introduced 

by the correction term. The Savitzky-Golay filter has been used in our previous works and satisfactory 

results were obtained.15, 73 Therefore, we recommend using this filter to increase the signal-to-noise ratio and 

get a smoother PMF, although other curve fitting methods are also usable.  

Convergence check is indispensable in free energy simulation. It provides evidence that the simulation 

results are reliable and reproducible, and thus should be performed in any free energy simulation studies. In 

nonequilibrium pulling simulations, the ultimate convergence check procedure with the highest reliability is 

monitoring the sample-size and pulling-speed dependence of various ensemble averages.42, 45, 110 As our 

target observable is the relative free energy, we check the pulling-speed and sample-size evolutions of the 

free energy profiles. As the statistical uncertainty of the free energy is often more biased than the free energy 

itself, checking the sample-size dependence of the statistical error is also useful.16, 42, 45, 110 The free energy 

simulation is considered to be converged when the free energy profile neither changes with further sampling 

nor changes with slower pulling speeds. According to Eq. (3) or Eq. (7), if the statistical quantity 

( ), 1

2

, 1

Var i i

i i

f

f

+

+

 is estimated in an unbiased way, the state-specified variance (or its squared root standard error) 

( ) ( ), 1 , 1

2 2 2 2

, 1 , 1

Var Vari i i i

i i i i i i

f f

n f n f

+ −

+ −

+  should decrease monotonically with further sampling. Whether this behavior is 

satisfied provides another hint on the convergence behavior of the free energy simulation. Note that 

checking the sample-size dependence of the overall variance in the conformational change in Eq. (7) could 

also be useful, but checking the state-specified statistical quantity for all states by constructing a standard 

deviation (SD) profile would be more intuitive and useful for diagnosing different behaviors of different 

configurational states.15, 36, 42, 73  

 

III. Computational Details  

System preparation. The test system in the current work is the alanine tripeptide with the sequence of 

ACE-ALA-ALA-NME, which is described with the AMBER14SB111 force field. The structural observable 

describing the conformational change is the central periodic backbone dihedral defined by C-C-N-C, which 
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is depicted in Fig. 1b. The 2D chemical structure of the peptide is shown at the center of Fig. 1b, and the 

C-C-N-C dihedral is defined by four heavy atoms in the circle. As the focus of this work is introducing the 

variation of the QM region into the Hamiltonian-variation framework rather than testing some QM 

Hamiltonians, we choose the computationally efficient SQM Hamiltonians of PM3107 and PM6108 as the QM 

potential. The system is solvated in 1271 TIP3P water molecules112, 113 following the 12 Å criterion for the 

distance between the surface of the solute and the box edge, and the periodic boundary condition is 

employed for the simulation box. We tested 2 sizes of QM regions. For the smaller one, the central two 

residues are included in the QM region, while the 1st residue is also included in the QM region for the larger 

one. As the nonequilibrium pulling trajectories are essentially independent and each segment becomes very 

short (< 1 ps) with the staging technique, each simulation is performed with a single core independently, 

which avoids the parallelization-related issues degrading the performance of the simulation. In Table S1, we 

present the single-core timing data for QM/MM simulations with different sizes of the QM region. The 

simulation speed becomes slower when the QM region is expanded. In the current SQM case, as shown in 

Table S1, the computational costs of different SQM Hamiltonians with the same definition of the QM region 

are identical and the increase of the computational cost when the QM region is expanded is modest, the 

PM3<->PM6 indirect simulation does not lead to computational speedup. However, the test scheme is 

sufficient to illustrate the applicability of the Hamiltonian-perturbation/variation framework. If the QM 

theory under consideration includes ab initio QM Hamiltonians, e.g. obtaining the B3LYP results from 

indirect PM6 free energy simulations, the speedup would be dramatic.15  

Another illustrative example is the gas-phase alanine tripeptide built with the same force field. The 

configurational CV is still the backbone C-C-N-C dihedral. Here, we consider the variation of the QM 

region and/or the change of the QM theory. Two cases are considered for the QM-region variation in the 

gas-phase simulations. The first one follows the thermodynamic cycle depicted in Fig. S1a, where the 

smaller QM region includes the 2nd, 3rd and 4th residues of the peptide, and the larger QM region includes the 

whole alanine tripeptide. The second case is shown in Fig. S1b, where the results with the 1st, 2nd, and 3rd 

residues included in the QM region are perturbed to those with the whole peptide included in the QM region. 

The target Hamiltonians in the gas-phase simulations are the RM1 or PM6 Hamiltonian with the whole 

alanine tripeptide in the QM region. We present the single-core timing information for the gas-phase 

simulations in Table S1. Due to the exclusion of water molecules in the gas-phase system, the difference 

between the computational costs with different definitions of the QM region is more dramatic.  

The selection of the coarser model (i.e., the MM force field) in the multi-scale treatment could influence 
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the convergence behavior of the alchemical transformation. A good MM description would lead to 

faster/easier convergence and thus improve the overall efficiency of the indirect scheme. Therefore, the last 

part of our illustrative calculation focuses on using alternative MM force fields in the multi-scale treatment. 

Two SQM-targeted force fields named parmAM1 and parmPM3114 are tested in the gas-phase situation. 

These two force fields are reparametrized from AMBER force fields and aim at improving the similarity of 

MM-optimized structures and the SQM ones. Whether they could indeed improve the convergence behavior 

would be tested here.  

Free Energy Simulation. We then consider the sampling in the configurational and alchemical spaces. 

The dihedral windows are equally spaced from 0° to 360 ° with 2° increments. The force constant applied to 

achieve the stiff spring limit is 2000 kcal/mol·rad-2. We performed configurational sampling in each dihedral 

window to obtain independent configurations to initiate nonequilibrium pulling simulations. In each 

intermediate, minimization, NVT heating to 300 K and 100 ps NPT equilibration are performed under the 

MM Hamiltonian. We then shift to the multi-scale treatment and equilibrate the system for another 150 ps. 

After sufficient equilibration, the configurations are extracted with the sampling interval of 0.5 ps, which is 

sufficiently long to decorrelate the successive samples according to autocorrelation analysis. Bidirectional 

nonequilibrium pulling with three pulling speeds including 0.25 ps per 2° segment, 0.5 ps/segment and 0.8 

ps/segment are initiated from uncorrelated configurations. The initial configurations used for the 

nonequilibrium pulling in the alchemical space are obtained from the above initial configurational sampling 

procedure along the configurational CV. Linear mixing of the end-state Hamiltonians is used in the 

alchemical transformation. The magnitude for each perturbation of the alchemical control parameter is set to 

0.1 =  and the relaxation time between successive perturbations is 1 time step, which is tested to be good 

enough in the QM-theory-variation case in our previous work.15 The free energy simulation schemes for the 

alanine tripeptide in solution and that in vacuo are the same. 

Due to the large force constant used to achieve the stiff spring limit, we employ the time step 0.5 fs in 

the initial configurational sampling and nonequilibrium pulling simulations.19, 36, 37, 73, 115 Note that 

employing multiple time step algorithms could enhance the computational efficiency.116-118 Langevin 

dynamics119 with the collision frequency of 5 ps-1 are implemented for temperature regulation, and in NPT 

simulations we use isotropic position scaling and the Berendsen barostat to regulate the pressure. For the 

solvated peptide, the cutoff for non-bonded interactions in the real space is 8 Å and the long-range 

electrostatics are treated with the PME method.120 The PME settings remain the default ones in AMBER, 

such as the grid spacing of approximately 1.0 Å in each dimension. No cutoff is applied for the simulations 
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in vacuo. The link atom parameters remain the default in AMBER, e.g., hydrogen atoms with the 1.09 Å 

QM-link distance. We use the AMBER121 suite for MD simulation. All statistical analyses are obtained with 

homemade codes. 

 

IV. Result and discussion 

1. Solvated Peptide.  

Convergence behavior of free energy simulations. 

 To compare the free energy results from direct and indirect free energy simulations, we need to check 

the convergence behavior of these free energy estimates. Here, we consider the case shown in Fig. 1b as an 

example. The aim is to obtain the QM/MM results under the PM6/MM Hamiltonian with the 1st, 2nd and 3rd 

residues included in the QM region. Direct free energy simulations are performed with three Hamiltonians. 

The first one is the PM3/MM Hamiltonian with the central two residues included in the QM region. The 

second one uses the PM6/MM Hamiltonian and the central two residues are included in the QM region. The 

last and targeted Hamiltonian employs the PM6/MM Hamiltonian with the 1-3 residues included in the QM 

region. In Fig. 2a-c, we presented the sample-size dependence of the free energy profiles along the 

configurational CV (i.e., the flipping dihedral) with three pulling speeds mentioned in the computational 

detail section. The pulling speed of 0.5 ps/segment seems sufficiently slow to obtain converged estimates 

from bidirectional nonequilibrium pulling simulations, which is similar to the previous backbone dihedral 

case used in our previous works.15, 73 Thus, we use the results obtained with this pulling speed in the later 

comparison. As for the sample-size dependence, the initial sample size is 5 and 5 additional samples are 

added to the dataset in each iteration. The statistical fluctuations of the free energy profiles after 10 iterations 

are very small, which indicates that the convergence is reached. Another statistical quantity used for 

convergence check is the statistical error shown in Fig. 2d-f, where the non-linear and monotonically 

decreasing behavior is generally observed. As the magnitude of the decrease of the state-specified SD is 

small when the sample size is large, the time-evolution of a more sample-size sensitive statistical quantity of 

the time derivative of the overall variance (TDV) is also shown in Fig. S2. As the TDV is scaled by the 

simulation time, it is more sensitive to the increase of the sample size (i.e., the computational cost). The 

monotonically decreasing behavior of the state-specified TDV also indicates the convergence of our free 

energy simulations. For the correction term accounting for the difference between the thermodynamic 

profiles under different Hamiltonians, we used 40 samples and the convergence behavior is good. Note that 

in our previous SQM-to-QM (e.g., PM6-to-B3LYP) simulations, 20 samples are already sufficient for 
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well-converged estimates in bidirectional reweighting.   

Indirect vs direct. 

The free energy results along the configurational CV are combined with those along the alchemical CV. 

After the smoothing step with the Savitzky-Golay filter, the indirect and direct free energy results are 

compared. In Fig. 3a, the free energy profile under the target PM6/MM Hamiltonian with 3 residues in the 

QM region obtained from the direct free energy simulation under that Hamiltonian is compared with the two 

indirect estimates. The first indirect free energy simulation scheme uses the same QM Hamiltonian of PM6, 

but only includes the central two residues in the QM region. The alchemical correction term is used to 

expand the QM region from the central two residues to the 1-3 residues, which could be seen as a test case 

of the QM-region-variation framework shown in Fig. 1c. The second indirect free energy simulation scheme 

uses a different QM Hamiltonian of PM3, and includes the central two residues in the QM region. The 

alchemical correction term accounts for both the change of the QM theory from PM3 to PM6 and the 

variation of the QM region from two residues to three residues. We can see that the free energy profiles 

obtained from the direct and indirect schemes agree well. The free energy profiles obtained from the indirect 

method are as smooth as the direct result, which is better than the equilibrium FEP extrapolation presented 

in the reference.100 The current case illustrates that the multi-dimensional nonequilibrium pulling framework 

could be used in various Hamiltonian-perturbation cases. The QM region could be expanded to check 

whether the QM region is sufficiently large to ensure the convergence of the free energy results on this 

degree of freedom. The QM theory could be changed to compare the difference between the descriptions of 

the same thermodynamic variable at different QM levels.  

Another interesting case to check is the variation of the free energy results when the QM region is 

shrunk. We can indirectly obtain the free energy estimates with a small QM region by reweighting the results 

with a large QM region. If the large-region and small-region estimates are the same, the small QM region 

could be sufficiently large to converge the estimates. We still use the Fig. 1b case but with different 

simulation schemes. The target Hamiltonian is now the PM6/MM Hamiltonian with the central two residues 

in the QM region. The first indirect scheme uses the PM6/MM Hamiltonian with the 1-3 residues in the QM 

region, and the alchemical term is used to shrink the QM region from three residues to the central two 

residues. The second indirect scheme employs the PM3/MM Hamiltonian with the 1-3 residues in the QM 

region, and the alchemical term is used to account for both the PM3-to-PM6 difference and the variation of 

the size of the QM region. Again, the direct and indirect estimates shown in Fig. 3b are similar, indicating 

the applicability of the multi-dimensional nonequilibrium Hamiltonian-perturbation/variation framework.  
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2. Gas-phase Simulations.  

The above two test cases show that the proposed framework works well for perturbing the Hamiltonian 

in the multi-scale treatment for condensed-phase systems. As the last example, we simulate the same system 

(i.e., the alanine tripeptide) in vacuo, which decouples the influence of the solvent from the thermodynamic 

behavior of the solute under investigation. The illustrations of the gas-phase simulations for the variations of 

the QM region and/or the QM level are shown in Fig. S1. The target QM region includes the whole alanine 

tripeptide, and the simulations are performed under two SQM Hamiltonians (i.e., RM1 and PM6). The 

sample-size dependences of the direct results including the free energy profile, the uncertainty profile, and 

the TDV profile under the target Hamiltonians are shown in Fig. S3a-c, respectively. In the first case, we 

consider the PM6 Hamiltonian with the whole alanine tripeptide in the QM region as the target Hamiltonian. 

There are two schemes used in the indirect simulations. The first one uses the same QM level (i.e., PM6) 

and a smaller QM region including the 2nd, 3rd, and 4th residues in the QM region, while the second one is 

performed at the RM1 level with the 1st, 2nd, and 3rd residues included in the QM region. The first indirect 

scheme is used to expand the QM region with fixed QM theory, while the second indirect regime expands 

the QM region in a different way and changes the QM level simultaneously. In this gas-phase case, the direct 

and indirect estimates again agree well, as shown in Fig. 4a. In the second case, the RM1 Hamiltonian with 

the whole peptide included in the QM region is the target Hamiltonian, and the indirect free energy 

simulations follow the same procedure as the first case. In this RM1 case, the accord between the direct and 

indirect estimates is still very good, as shown in Fig. 4b. Therefore, our nonequilibrium 

Hamiltonian-variation framework works very well in gas-phase simulations.   

The final part of the gas-phase numerical tests is using other MM force fields in the multi-scale 

treatment. A better MM force field could improve the phase space overlap (i.e., similarities) between the 

QM/MM Hamiltonians with different definitions of the QM region, leading to better convergence behavior 

of the indirect free energy simulation. Here, we test two sets of parameters named parmAM1 and 

parmPM3,114 which are re-parameterized from the previous AMBER force field. The parameterization of 

these two force fields uses a dataset containing small proteins with representative secondary structural 

features optimized at semi-empirical levels. The force constants of the bond and angle terms are taken from 

the previous AMBER force field, and equilibrium values of bond lengths and angles are modified to the 

average of the training set. As for the non-bonded parameters, the CM2 charge scheme is used, and the vdW 

parameters are adjusted to reproduce the SQM minimized protein conformations. The whole 

reparameterization of the AMBER force field aims at improving the similarity of MM-optimized structures 
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and the SQM ones. These two force fields are recommended to pre-minimize the structure before 

computationally demanding SQM calculations. In this work, instead of cleaning up the structures, we use 

these two SQM-targeted force fields in the multi-scale SQM/MM treatment and perform indirect free energy 

simulations. If these force fields do provide structures closer to the SQM targets, the convergence behavior 

of the indirect free energy simulation would be better. We choose the expansion of the QM region at the 

RM1 level as the test case. The two expansion schemes for the QM region considered in the previous 

gas-phase test are employed. A value for direct assessment of the similarity is the statistical error. Smaller 

values indicate higher similarities and thus better convergence behaviors. We then check the SD profile in 

the nonequilibrium alchemical transformation to assess the similarities of the MM and SQM Hamiltonians. 

In Fig. S4, the SD profiles for alchemical transformations when using AMBER14SB, parmAM1 and 

parmPM3 as the MM force field in the multi-scale QM/MM treatment are presented. Interestingly, these 

three MM representations have very similar SD profiles, which indicates that the similarities or the phase 

space overlaps between these MM descriptions and the SQM one are similar. Therefore, in the current test, 

these re-parameterized MM force fields do not really improve the similarity of the MM structures and the 

SQM ensemble.   

3. Alternative perturbation/transformation schemes.  

The BAR-based approach has many satisfactory properties. For instance, the high statistical efficiency 

of bidirectional reweighting makes the sample size required for convergence satisfactorily small, which 

avoids the convergence-before-divergence trap to some extent when we monitor the sample-size dependence 

of the free energy estimates. Further, the pulling speed required for convergence in bidirectional pulling 

could be much faster than the unidirectional EXP-based case. However, as the BAR-based method is based 

on bidirectional pulling, equilibrium simulations at all microstates are required to initiate nonequilibrium 

pulling. Although the indirect scheme under this circumstance could still lead to speedups compared with the 

direct free energy simulation at some computationally demanding levels of theory, the acceleration is 

relatively modest. It is worth noting that the above BAR-based perturbation network could be altered to 

some unidirectional EXP-based ones, which avoids equilibrium sampling at the computationally demanding 

target Hamiltonian and thus could lead to speedups in some cases. Namely, the nonequilibrium pulling in the 

alchemical transformation and/or the configurational sampling could be performed unidirectionally, and 

unidirectional estimators such as the EXP estimator and its Gaussian approximation could be used to 

estimate the free energy difference. In a following work,122 we presented such an altered scheme, and uses 

the selection criterion for initial configurations to further accelerate the computation. The advanced 
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unidirectional pulling framework and the current BAR-based scheme share the same application area but 

have different advantages. In practical applications, we could choose one according to the computational 

resources available and the specific features of the simulated system.   

 

IV. Conclusion  

Indirect QM/MM free energy simulations provide an alternative to direct free energy simulations at a 

targeted QM/MM level. The indirect method features the combination of the direct free energy simulation in 

the configurational space and the free energy correction in the alchemical space. By constructing a 

thermodynamic cycle, the results at ab initio QM levels such as B3LYP could be obtained indirectly by 

combining the results at the SQM level and an SQM-to-QM correction. Similarly, the SQM estimates could 

be obtained by combining the MM results and the MM-to-SQM correction. Further, the indirect scheme 

could be used to account for the change of the QM region, the basis set and so on. The current work 

generalizes our previously proposed multi-dimensional nonequilibrium pulling framework for indirect free 

energy simulation to a general Hamiltonian-variation framework. The nonequilibrium method constructs the 

thermodynamic profile along the configurational CV with staged bidirectional nonequilibrium pulling and 

reweighting, and estimates the alchemical correction by performing nonequilibrium pulling in the 

alchemical space. The multi-dimensional nonequilibrium Hamiltonian-perturbation/variation framework 

could be used to change the size of the QM region, the level of theory (i.e., the QM Hamiltonian), the basis 

set and so on. Note that the basis-set extrapolation is quite interesting, as it provides a computationally 

feasible way to perform the complete basis-set extrapolation of thermodynamic observables, which would be 

addressed in our following works. Although the single-step perturbation based on equilibrium sampling 

could also be employed in this case, our nonequilibrium framework provides a fail-safe scheme for absolute 

convergence.  

The nonequilibrium framework has several satisfactory features. The nonequilibrium nature of the 

perturbation network ensures a good convergence behavior and minor modifications of the theoretical 

framework in practical applications. The statistical efficiency and the generality of the method are 

maximized by using the statistically optimal bidirectional estimator without parametric approximation. Note 

that the bidirectional estimator also avoids the underestimation of the statistical error to some extent. As the 

nonequilibrium pulling simulations are independent and the pulling time in each segment is made short by 

stratification, the efficiency of parallelism is maximized by distributing each nonequilibrium pulling on a 

single core. This also leads to fast user feedback and enables quick protocol diagnosing, which is very 



18 / 36 
 

desirable in practical applications.  

We chose a larger biologically relevant system for numerical tests in this work. The flipping of the 

backbone dihedral of alanine tripeptide was simulated under the PM3/MM, PM6/MM or RM1/MM 

Hamiltonian with different definitions of the QM region. We employed the nonequilibrium 

Hamiltonian-variation framework to change the QM theory and vary the QM region at the same time. The 

thermodynamic profile along the flipping pathway obtained from the direct free energy simulation is well 

reproduced by the indirect method in both expanding and shrinking the QM region. The numerical results of 

combining the variation of the QM theory with the variation of the QM region are also very good. These 

numerical validations for the solvated and the gas-phase systems suggest the framework is generally 

applicable to various physical, chemical and biological systems.  
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Fig. 1. a) An illustration of the Hamiltonian perturbation framework via multi-dimensional nonequilibrium 

free energy calculations. Hamiltonian perturbation is performed between neighboring states with 

nonequilibrium transformations. 
1 2,k kH  denotes the Hamiltonian of the system at the 1k th configurational 

state and 2k th alchemical state. The target free energy landscape is at the Hamiltonian state 2 2 2k K= = . 

The indirect scheme performs direct free energy calculation at the Hamiltonian state 2 1k =  to explore the 

configurational space, and adds a correction term 
1 ,1kH  <-> 

1 ,2kH  to perturb the thermodynamic profile to 

obtain the result at the target Hamiltonian state. Only the transformations described with solid arrows are 

performed due to efficiency considerations in nonequilibrium free energy simulations. b) A practical view of 

the thermodynamic cycle describing the dihedral flipping process with different sizes of the QM region. The 

2D chemical structure of the solute alanine tripeptide and the reaction coordinate describing the dihedral 

flipping are shown at the center of the thermodynamic cycle. The heavy atoms in the circle are used to 

define the C-C-N-C dihedral. The solute atoms drawn with thicker sticks are described with the QM 

Hamiltonian, while the other solute atoms (thinner sticks) and the line-type solvent atoms are described with 

MM potentials. Here, the nonequilibrium pulling in the configurational space is performed with the central 

two residues included in the QM region, and the nonequilibrium pulling in the alchemical space is used to 

perturb the results to the Hamiltonian with the 1-3 residues included in the QM region. c) The 

QM-region-variation variant of Fig. 1a. The QM region 1 is defined as 2 1k =  and the QM region 2 has 

2 2 2k K= = . The goal of the indirect scheme is obtaining the free energy landscape with the QM region 2. 

The direct free energy simulation with the QM region 1 is the transformation from 1,1H  to 
1 ,1kH , and the 

indirect scheme adds a correction term 
1 ,1kH  <-> 

1 ,2kH  in each state along the configurational CV, i.e. 

1 11, ,k K= .  
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Fig. 2. In QM/MM nonequilibrium pulling simulations of the solvated alanine tripeptide with different 

pulling speeds and different sizes of QM regions, the dependences of a-c) free energy profiles and d-f) SD 

profiles on the sample size. The initial sample size is 5 and further 5 samples are added to the dataset in each 

iteration. In the legend, the time represents the pulling time for each 2° segment, and the #-# flag denotes the 

residues included in the QM region. For instance, “PM6 2-3 500 fs” indicates the simulation setup of the 

PM6 Hamiltonian with the 2nd and 3rd residues included in the QM region and 500 fs pulling time in each 

direction for each 2° segment along the conformational CV.  
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Fig. 3. For the solvated alanine tripeptide, the comparison between the direct and indirect results under the 

PM6/MM Hamiltonians a) with the 1st, 2nd and 3rd residues included in the QM region and b) with the 

central 2nd and 3rd residues included in the QM region. The error bars are obtained with the standard error 

propagation procedure. The #-# flag in the legend denotes the residues included in the QM region. For 

instance, “2-3” leads to the simulation setup that the 2nd and 3rd residues are included in the QM region, 

while the 1st and 4th residues of the solute (i.e., the ACE and NME caps) and the water molecules are 

represented by MM Hamiltonians.  
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Fig. 4. In the gas-phase simulations, the comparison between the direct and indirect results with the whole 

alanine tripeptide included in the QM region at a) the PM6 level and b) the RM1 level. The error bars are 

obtained with the standard error propagation procedure. The #-# flag in the legend denotes the residues 

included in the QM region. For instance, “1-4” leads to the simulation setup that the whole alanine tripeptide 

is included in the QM region. 
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Table S1. The single-core timing information (in ns/day) of QM/MM simulations of the solvated alanine 

tripeptide and the gas-phase one with different definitions of the QM region. As the nonequilibrium pulling 

simulations are independent and each of them is short in time, we perform each of them with a single core, 

thus avoiding the degradation of computational efficiency due to parallelization-related issues (e.g., 

communications overhead). We used Intel(R) Xeon(R) E5-2690 v4 @ 2.60GHz for the timing test.  

 

Solvated:  

            QM theory/region 

 

Terms 

PM6 2-3 PM6 1-3 PM3 2-3 

H-ALA-ALA-H ACE-ALA-ALA-H H-ALA-ALA-H 

Number of atoms including the link atoms 22 27 22 

speed(ns/day) 0.71 0.58 0.71 

speedup(QM/PM6 2-3) 1.00  1.22  1.00  

 

Vacuo: 

          QM theory/region  

                              

Terms 

RM1 2-4 RM1 1-3 RM1 1-4 

H-ALA-ALA-NME ACE-ALA-ALA-H ACE-ALA-ALA-NME 

Number of atoms including the link atoms 27 27 32 

speed(ns/day) 5.11 4.26 2.90 

speedup(QM/RM1 2-4) 1.00  1.20  1.76  
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Fig. S1. An illustration of the thermodynamic cycle to obtain the free energy estimates with the whole 

alanine tripeptide included in the QM region. The reaction coordinate C-C-N-C describing the dihedral 

flipping is explicitly marked. The simulation is performed in vacuo. The atoms drawn with thicker sticks are 

described with the QM Hamiltonian, while the other (thinner sticks) are described with MM potentials. a) 

The nonequilibrium pulling in the configurational space is performed with the 2nd, 3rd and 4th residues 

included in the QM region, and the nonequilibrium pulling in the alchemical space is used to perturb the 

results to the Hamiltonian with the whole alanine tripeptide included in the QM region. b) The 

nonequilibrium pulling in the configurational space is performed with the 1st, 2nd, and 3rd residues included 

in the QM region, and the nonequilibrium pulling in the alchemical space is used to perturb the results to the 

Hamiltonian with the whole alanine tripeptide included in the QM region.   
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Fig. S2. In QM/MM nonequilibrium pulling simulations of the solvated alanine tripeptide with different 

pulling speeds and different sizes of QM regions, the dependences of the time derivative of overall variance 

(TDV) on the sample size. The initial sample size is 5 and further 5 samples are added to the dataset in each 

iteration. In the legend, the time represents the pulling time for each 2° segment, and the #-# flag denotes the 

residues included in the QM region. For instance, “PM6 2-3 500 fs” indicates the simulation setup of the 

PM6 Hamiltonian with the 2nd and 3rd residues included in the QM region and 500 fs pulling time in each 

direction for each 2° segment along the configurational CV.  
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Fig. S3. In the gas-phase simulations with the whole alanine tripeptide included in the QM region at the 

RM1 and PM6 levels, the dependences of a) the free energy profile, b) the statistical uncertainty, and c) the 

TDV on the sample size. The initial sample size is 5 and further 5 samples are added to the dataset in each 

iteration. In the legend, the time represents the pulling time for each 2° segment, and the #-# flag denotes the 

residues included in the QM region. The pulling speed of 0.5 ps/segment is observed to be sufficiently slow 

to ensure convergence.  
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Fig. S4. The statistical uncertainty profile in the small-to-large QM-region alchemical transformation for the 

alanine tripeptide in vacuo. Three force fields and the RM1 Hamiltonian are used in the multi-scale 

QM/MM treatment. a) The first 3 residues are included in the QM region, and the nonequilibrium 

alchemical transformation is used to obtain the thermodynamics with the whole peptide in the QM region. b) 

The last 3 residues are included in the QM region, and the nonequilibrium method is used to expand the QM 

region.  

 

 


