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Abstract

Photoinduced intramolecular electron transfer (PIET) plays a vital role in the

efficiency of electronics communication in transition metal complexes for catalyzing

oxidation-reduction reactions. In this work, we theoretically calculate the rate of elec-

tron transfer (ET) in RuII –BL–ReI hybrid complexes; where BL is bridging ligand

of conjugated diene system. A brief concept of ET on the basis of the Marcus the-

ory, which is extended to address a variety of different types of ET, is provided. We

show that in the case of RuII –BL–ReI complex, ET involves a non-adiabatic (di-

abatic) state which thanks to a fast electronics communication between donor and

acceptor connected by BL and becomes rigid complex. Single-electron transferring in

RuII –BL–ReI complex governed by PIET constructed by potential energy curve as

the change of structural transformation over time-evolution. We also investigate the

mechanism of PIET involving a redox reaction in an excited state, wherein the oxi-

dation state of RuII (donor) and ReI (acceptor) changes. To access the diabatic state

of RuII –BL–ReI, we use constrained density functional theory to allow ground state

calculation to be performed along with geometry constraints. Our systematic study of

the role of the distance of donor-acceptor separation in the kinetics of PIET elucidates

an important factor paving a way for novel low-cost and efficient chemical catalysts.
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1 Introduction

Highly efficient photocatalysts are required for carbon dioxide (CO2) reduction, for example,

converting CO2 to carbon monoxide (CO).1,2 The mixed-valence binuclear (or hybrid) com-

plex has been widely used to speed up CO2 reduction.3–5 The previous study by Kuramochi

et al. reported that an electrochemical ruthenium (Ru) catalyst to yield the CO as well as

rhenium (Re) complex also has been extensively used.4 Suntharalingam et al. studied the

homogeneous metal complex and investigated mono- and bimetallic terpyridine complexes

in DNA binding.6 They found that using two transition metals is better than one metal

because of its strong corresponding to the photoexcitation properties. Combining two dif-

ferent metal complexes, such as ruthenium (Ru) and rhenium (Re), has been achieved in

order to synthesize a synergistic photocatalyst.7 Bridging ligand (BL) has been used to link

Ru and Re complexes together. Sato et al. synthesized the highly efficient RuII –BL–ReI

binuclear complex for CO2 reduction and compared the photocatalytic activity of different

ligand in RuII complex.8 They found that using only the ReI catalyst cannot drive this re-

action because ReI cannot absorb the irradiated light. The following study by Nakada et al.

showed that the efficiency of RuII –BL–ReI complex (in aqueous) depends on the rate of

intramolecular electron transfer.9

The rate of electron transfer between sites in a mixed-valence complex is an impor-

tant process. It has been well known that this process can be described by the Marcus the-

ory.10 The covalent transition metals bridge complex is one of the good samples for studying

electron transfer (ET). Nakada et al. synthesized the highly efficient RuII –ReI photocata-

lyst for CO2 reduction by using C2H2 as a bridging ligand.9 [RuII(dmb)2 –(C2H2)–ReI(CO)3Cl]2+

complex has been synthesized and experimentally determined the rate of ET. Following this

work, we studied the photoinduced intramolecular electron transfer (PIET) process of the

highly efficient photosensitizer catalyst for CO2 reduction by using density functional theory

(DFT). We computed the components of Marcus equation: nuclear reorganization energy,
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electron transfer matrix element or electronics coupling energy, and the Gibbs activation en-

ergy, to investigate the kinetics of PIET in the series of [RuII(dmb)2 –(BL)–ReI(CO)3Cl]2+

(RuII –BL–ReI) complexes. These three parameters were computed, and electronics prop-

erties were investigated with the dependence of BL distance.

Figure 1: Potential energy curve for Marcus adiabatic and diabatic states. λ is reorganization
energy, HDA is electron transfer matrix element, and ∆G∗ is the Gibbs activation energy.
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Figure 2: Mechanism of PIET process in Ru(II)-C2H2-Re(I) complex in the water phase for
converting CO2 to Co.

The potential energy curve computed for RuII –BL–ReI and PIET process of

simple two-state adiabatic and diabatic systems are shown in Figure 1. In both cases,

RuII –BL–ReI systems are represented in two states, that before electron transfer (the

reactant state), and that after electron transfer (the product state). The difficulty of electron

transferring depends on the Gibbs activation energy and nuclear displacement between two

states.11,12 Figure 2 shows a simple mechanism of single ET of RuII –BL–ReI driven by

light. [Ru(dmb)3]
2+ specie was reduced by one electron from BI(CO−2 )H reductant.
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2 Theory

2.1 Components of the Marcus equation

In this work, we address PIET by considering the Marcus theory where the constrained

density functional theory (CDFT) proposed by Wu and Van Voorhis is used to visual-

ize the diabatic state.11 CDFT is a generalization approach of DFT in which the exter-

nal constraint is applied in order to simulate excitation processes and response properties.

CDFT relies on the concept of adding additional constraint term of weight function with

the strength of constraint potential w(r) acting on specified region (Lagrange multiplier)

Vc. The ground state energy of N -electrons system associated with solving constrained

minimization/maximization problem is generally derived as follows

E [N ] = min
ρ

max
{Vc}

[
EKS[ρ(r)] +

∑
c

Vc

(∫
wc(r)ρ(r)dr−Nc

)]
(1)

where ρ(r) is the electron density, EKS is Kohn-Sham energy, c is the specified region, and

Nc is the defined charge or spin multiplicity of the specified region.

While it has been shown that CDFT can be used to access the diabatic state, in

which λ and HDA have been computed directly, other chemical descriptions are additionally

necessary to provide comprehensive insight in order to ensure that we have computed a de-

sired diabatic state. Mulliken and Löwdin population analysis methods were used to compute

the charge of redox species in order to confirm the existence of the charged-constrained state

of RuII –BL–ReI. The dependence of BL distance on electronics communication between

donor and acceptor was systematically investigated. Generally, the low λ is necessary for a

fast forward ET process in the mixed-valence hybrid system.

The probability of ET between different sites, from donor to acceptor, during an
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excited state, decreased with an increasing distance between these two sites. To quantify

the energy that involves PIET, one must address the diabatic state of ET first. Then the

existence of separation of reactant and product states can be found. Marcus equation has

been enormously used to compute the rate of the kinetics of the PIET, given by Equation 2.

The significant keys that dominate the kinetics involved in a unimolecular ET are identified

by three terms of energy: the nuclear reorganization energy (λ), electron transfer matrix

element, or electronics coupling energy (HDA) between donor and acceptor, and the standard

the Gibbs free energy (∆G◦). A generalized rate constant of electron transfer (kET ) reads

kET =
2π

h̄
H2
DA

1√
4πλkBT

exp

[
−(λ+ ∆G◦)2

4kBTλ

]
(2)

with

HDA =
1

(1− SDA)

∣∣∣∣VDA − SDA (HDD +HAA)

2

∣∣∣∣ (3)

where λ is the energy required to change the structure of the complex resulting from the

molecular rearrangement that occurs as the charge is distributed throughout the complex.

HDA indicates the ability of electronics communication when electron travel from donor to

acceptor, which can be determined using Equation 3. The ∆G∗ is determined by ∆G◦ and

λ at thermodynamics temperature T . kB is the Boltzmann constant.

We also compute HDA using eigenstate-based and charge density-state-based meth-

ods including the generalized Mulliken-Hush (GMH),13 maximum charge difference (FCD),14

and direct coupling (DC) methods,15–18 where abbreviated with GMH-HDA, FCD-HDA, and

DC-HDA, respectively. Both GMD-HDA and FCD-HDA are obtained from the time-dependent

density functional theory (TD-DFT) calculation, whereas DC-HDA method relies on ground-

state DFT method. The GMH-HDA can be computed as follows
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HDA =
(Ej − Ei)µij√

(µii − µjj)2 + 4µ2
ij

(4)

where Ei and Ej are energies for each pair of the ground state and excited state, and µii, µjj,

and µij are transition dipole moments for different species (reactant state and product state).

The in-house developed GMH module modified from the original version of the ET module in

NWChem is available free of charge at https://github.com/rangsimanketkaew/GMH and

distributed under the MIT license.

3 Computational details

All DFT and TD-DFT calculations were performed in Q-Chem 5.012 program package. For

constructing the adiabatic state of the system, ground state geometry optimizations were

carried out using a long-range CAM-B3LYP functional in combination with 6-31G(d) and

SDD-ECP, where the former was used to treat all atoms, whereas the latter was used for

Ru and Re atoms.19 All calculations included the approximation of the solvation effect of

water (ε = 78.39) using the COSMO model. For the diabatic state, where both symmetry

and charge constraint was imposed during the calculation, we used the CDFT module in the

development version of the NWChem 7.0.0 program package20 for geometry optimization

and to compute the inner nuclear reorganization energy (λin) and HDA at the state of

interest. In addition, we used GMH, FCD, and DC modules in Q-Chem, and our development

version of ET module in combination with CDFT module in NWChem to compute HDA of

RuII –BL–ReI complexes. Due to the PIET is largely dominated by the λin, therefore the

λout is neglected. Population analysis methods including Mulliken and Löwdin were used to

confirm the existence of the diabatic state of PIET.
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4 Molecular design

Figure 3: (A) Simple mechanism of stepwise and direct PIET processes. (B) 2-fragment
(Model 2A) and 3-fragments (Model 2B) separation for full complex model.

The electronics state optimization of RuII –BL–ReI complex has to correspond to the

constrained state. In this work, we modeled the reactant and product states, which represent

before and after electron transfer scenarios, by single electron transfer. Figure 3A shows the

step-wise and direct mechanism of single electron transfer between RuII fragment and ReI

fragment through C2H2 as a bridging ligand. Figure 3B shows a simple scheme of 2-fragment

(model 2A) and 3-fragment (model 2B) for the full complex model. The studied reaction is a
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one-step ET process (from RuII –BL0 –ReI to RuIII –BL0 –Ru0) and the total net charge has

not changed. The one-electron-doped RuII –BL–ReI complex was considered for PIET.

The transferring electron was localized on Ru in the reactant state and was localized on Re

in the product state.

A single-electron transfer mechanism was proposed with so-called truncated and

full complex models. We proposed two computational schemes for computing λ, comprised

of a truncated model, where donor and acceptor are separate, and a full complex model,

where charge localization is applied. For the truncated model (model 1), we replaced the

whole ReI fragment with a hydrogen atom to make up a donor fragment, and similarly, RuII

fragment is replaced by a hydrogen atom to make up an acceptor. For the full complex model

(model 2), the RuII –BL–ReI complex was charge-separated divided into two (model 2A)

and three (model 2B) fragments.

Table 1: Bridging ligand of each complex.

Complex
Bridging ligand

Name Chemical formula

BL-1 Ethane –CH2 –CH2 –
BL-2 Ethene –CH––CH–
BL-3 Ethyne –C–––C–
BL-4 Butane –CH2 –CH2 –CH2 –CH2 –
BL-5 1,3-Butadiene –CH––CH–CH––CH–
BL-6 Benzene –C6H4 –
BL-7 Pyridine –C5H3N–
BL-8 Biphenyl –C12H8 –
BL-9 Bipyridine – (C5H3N)2 –
BL-10 Napthalene –C10H6 –
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(a) BL-1 (b) BL-2

(c) BL-3 (d) BL-4

(e) BL-5 (f) BL-6

(g) BL-7 (h) BL-8

(i) BL-9 (j) BL-10

Figure 4: DFT-optimized structures of all Ru(II)-BL-Re(I) complexes. Frame order: from
top to bottom and from left to right.
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Figure 4 shows the optimized structures of all RuII –BL–ReI complexes in the

ground state.

5 Results and discussion

5.1 Nuclear reorganization energy calculation

We start this section with the calculation of reorganization energy λ, an important com-

ponent in the Marcus equation. The λ is the minimum energy required to transform the

system from one state to the other state.21 Total reorganization energy (λtotal) is expressed as

the sum of inner-sphere nuclear reorganization energy (λin) which accounts for a vibrational

reorganization of the redox partners and outer-sphere reorganization energy (λout) which

attributed to the reorganization of the solvent dipoles effect. Comparing the λin with the

λout, the latter is generally small. Thus, we neglected λout for PIET.

We begin with the analytical generalization of standard inner reorganization en-

ergy22 with the notation E(a|b) which is used to represent the energy of the state a at the

equilibrium structure b

λin = E(D+A−|DA)− E(D+A−|(D+A−) (5)

where D and A are the donor and acceptor species where electron transferring starts and

ends, respectively. For a truncated model, one can simply use Nelson’s four-point method23

to compute the λin of adiabatic system,

λin = E(D|D+)− E(D+|D+) + E(A|A−)− E(A−|A−) (6)

12



It is obvious that the Equation 5 includes the connection between the donor and

acceptor while Equation 6 lacks this connection. In order to investigate a comprehensive

electronics description for PIET for a full complex model of RuII (donor) and ReI (acceptor)

fragments were linked by BL (see Figure 3), we in this work introduce the direct equation

that combines all relevant donor and acceptor states to calculate accurate λin,

λin = λ±

= E0E0(Q+Q−)− E0E0(Q0Q0) + E+E−(Q0Q0)− E+E−(Q+Q−) (7)

where λ± is hole/electron reorganization energy computed at charge localized/neutral ge-

ometry using CDFT method, E is single-point energy, and Q is an optimized geometry with

the subscripts 0, +, and – denoting neutral, cationic, and anionic states, respectively.

Table 2: Computed inner nuclear reorganization energy (in meV) of RuII –BL–ReI com-
plex for full complex model 2A and model 2B.

Complex Length of BL (Å) Truncated model
Full complex model

Model 2A Model 2B

BL-1 13.7 269 15.4 15.0
BL-2 16.1 225 14.4 14.9
BL-3 18.5 258 17.1 16.0
BL-4 20.9 273 18.2 18.0
BL-5 23.3 297 20.6 21.4

Table 2 reports the computed λin of RuII –BL–ReI systems. The λin of the

truncated model was much higher than both 2-fragment (model 2A) and 3-fragment (model

2B) full complex models. For the full complex model, model 2B yields the λin a little

lower than the other. RuII –BL2 –ReI complex gives the lowest λin, which means that

this complex requires a little energy to change the geometry of complex from reactant state
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to product state. Senevirathna et al. reported that a small λin is desirable for the high

efficiency of photoinduced electron transfer.24

The λin was computed by using model 1, model 2A, and model 2B. The λin of model

1 was at least 1 order of magnitude higher than model 2A and model 2B. Model 2B yielded

the λin lower than the other. RuII –BL2 –ReI complex provided the lowest λin among

others. This result indicates that the BL-2 complex, compared to others, requires the lowest

energy to change the geometry from reactant state to product state during PIET. These

computational results show that good predictions of the λin in RuII –BL–ReI complexes

were achieved by using the full complex model, especially model 2B (3-fragment model).

5.2 Electron transfer matrix element calculation

The low λ in is not only needed for fast forward electron transfer, but we also considered

electron transfer matrix element (HDA) that implies electronic communication between two

sides of a hybrid system.25 We were not able to compute HDA for a truncated model because

the calculation of charged localization was not be accomplished with a conventional DFT.

Therefore, the other choice for considering the charge localization is a full complex model. We

considered model 2A and model 2B and found that the BL-2 system yields the highest HDA

instead of the BL-1 system. We attributed this unexpected result to electron delocalization

in a π-conjugated bridge to the kinetics of PIET. The reason is, for a too short bridge,

the electron can possibly transfer from ReI fragment back to RuII fragment. This led the

diabatic state of PIET to undergo the inverted Marcus region of PIET, which decreases

HDA.25 The computed HDA of RuII –BL–ReI complexes were found to be around 300 – 700

in meV. A model 2A has HDA higher than that computed by model 2B. The computational

results also show that electrons can directly travel from RuII fragment to ReI fragment. The

RuII –BL2 –ReI complex yields the highest computed HDA compared to other complexes.
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From ET theory, the rate of PIET is increased when the low reorganization energy and the

high HDA were together received.

The computed HDA of BL-5 is lower than that of BL-1. The accessibility of BL is

an available lone pair electron that controls the rate of ET. Moreover, to our knowledge, the

computational results show that the self-interaction error in conventional DFT may cause

incorrect estimation of HDA of neutral, reduced, and oxidized molecules for the ground

state.26,27 A more quantitative prediction was provided by CDFT calculations, which is

reported in Table 3. Electron delocalization simply occurs in an unsaturated C=C bridging

ligand, however, we found that the electronic communication is weak for the longer bridging

ligand structure, suggesting that the conventional DFT predictions have the wrong behavior.

Table 3: Computed electron transfer matrix element (in meV) of RuII –BL–ReI complexes
using CDFT calculation.

Complex Length of BL (Å)
Full complex model

2-fragments (Model 2A) 3-fragment (Model 2B)

BL-1 13.7 643 426
BL-2 16.1 749 436
BL-3 18.5 555 353
BL-4 20.9 500 344
BL-5 23.3 438 307

Table 4: Computed electron transfer matrix elements (in meV) of RuII –BL–ReI complex
for different electron transfer models using maximum charge differences (FCD), generalized
Mulliken-Hush (GMH), and 1+1, Relaxed, and FMO direct coupling (DC) methods. Note
that calculation that failed after several attempts stated with -.

Complex FCD GMH
DC

1+1 Relaxed FMO

BL-1 923 834 264 1076 360
BL-2 902 810 233 954 351
BL-3 872 798 205 874 327
BL-4 825 768 181 840 -
BL-5 - 751 175 - -

15



Wavefunction-based methods including FCD, GMH, and DC methods were used

to compute HDA, as reported in Table 4. The computed HDA decreased when BL is longer.

Moreover, when the HDA is sufficiently small (HDA ≤ 500 meV), the precursor hybrid com-

plex can favorably take some thermal energy from the surrounding and jump from one

potential energy curve to the other.25,27 The rate of the diabatic PIET, in this case, was

considerably reduced and is not governed by the inner nuclear reorganization.

Figure 5: Potential energy landscape of photoinduced electron transfer. Normal and inverted
Marcus regions are highlighted in red and green. D and D∗ denote the donor in the ground
and excited states, respectively, and A is the acceptor in the ground state. ∆G is the Gibbs
energy between local minima of each state.

In practical applications of a mixed-valence compound for fast forward photoin-

duced intramolecular electron transfer process depends on the direction of the electron trans-

fer process. Figure 5 shows the ET process in diabatic for the normal and inverted Marcus

regions, where refers to forward and backward ET in the excited state. Charge separation of

RuII –BL–ReI complex in normal Marcus region has to be maintained during a period of

time sufficient for further single ET reaction to take place. With high HDA and low Gibbs

activation energy, it is likely that fast forward ET involving an excited state has to be as fast
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as possible, while backward ET during charges recombination has to be slow. Otherwise,

electron transfer will occur in an inverted Marcus region.

5.3 Electron transfer rate constant calculation

Table 5: Computed rate constant of electron transfer (in s−1) in PIET of all studied
Ru–BL–Re hybrid complexes.

Complex
Model 1 (DFT) Model 2A (CDFT) Model 2B (CDFT)

Gas Water Gas Water Gas Water

BL-1 7.1 x 106 4.1 x 107 1.7 x 108 6.8 x 107 1.7 x 107 1.4 x 107

BL-2 7.0 x 106 8.3 x 105 9.6 x 107 4.1 x 107 3.6 x 107 5.6 x 106

BL-3 2.4 x 107 3.8 x 106 5.4 x 106 9.8 x 105 6.0 x 106 3.7 x 106

BL-4 5.6 x 107 3.7 x 107 5.3 x 106 4.5 x 105 2.4 x 106 7.3 x 105

BL-5 8.4 x 107 2.6 x 106 3.3 x 105 4.4 x 104 1.5 x 105 1.4 x 105

BL-6 2.0 x 107 1.3 x 106 2.1 x 105 1.8 x 105 1.9 x 104 2.6 x 103

BL-7 3.2 x 107 1.4 x 106 4.9 x 105 5.2 x 105 6.7 x 103 1.6 x 103

BL-8 7.2 x 107 3.0 x 106 6.1 x 103 1.7 x 104 2.0 x 103 1.1 x 102

BL-9 7.5 x 107 1.5 x 106 1.7 x 104 2.8 x 103 2.7 x 103 6.8 x 101

BL-19 1.7 x 108 4.3 x 106 4.4 x 104 3.6 x 104 9.2 x 103 2.2 x 103

At this point, we have already calculated of reorganization energy and electron matrix ele-

ment. We then combine these two parameters to calculate rate constants of electron transfer

(kET ) between Ru and Re. Table 5 shows computed kPIET for different models and methods.

All computed Marcus equation’s components are provided in the supporting information.
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5.4 Molecular bonding analysis

Table 6: Mulliken and Löwdin charge analysis on the diabatic state for truncated model and
full complex model, and for DFT and CDFT calculations.

Method Complex
Truncated model (DFT) Full complex 2A (CDFT) Full complex 2B (CDFT)

Ru(II) Re(I) Ru(II) Re(I) Ru(II) Bridge Re(I)

Mulliken

BL-1 1.958 0.042 2.032 -0.032 2.018 0.009 -0.027
BL-2 1.153 0.847 2.157 -0.157 2.142 -0.044 -0.098
BL-3 1.644 0.356 2.149 -0.149 2.137 -0.052 -0.085
BL-4 1.502 0.498 2.008 -0.008 1.987 0.056 -0.043
BL-5 1.356 0.644 2.122 -0.112 2.043 0.086 -0.129

Löwdin

BL-1 1.106 0.894 2.106 -0.106 2.024 -0.006 -0.018
BL-2 1.207 0.793 2.032 -0.032 2.035 0.021 -0.056
BL-3 1.306 0.694 2.095 -0.095 1.98 0.042 -0.022
BL-4 1.225 0.775 2.115 -0.115 2.083 0.002 -0.085
BL-5 1.156 0.844 2.214 -0.214 2.104 -0.016 -1.998

To analyze the charged localization on RuII –BL–ReI complexes for before and after elec-

tron transfer, the population analysis was considered. Table 6 reports the computed charge

localization in RuII –BL–ReI complex for the diabatic state by using Mulliken and Löwdin

methods. The total net charge of RuII, BL, and ReI fragments was presumed to be 2, 0, and

0, respectively. When it comes to the comparison of DFT and CDFT calculations, we found

that CDFT predicted the diabatic state accurately rather than DFT. Model 2A and model

2B show the accurate charge localized states for RuII, BL, and ReI fragments.
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(a) BL-1 (b) BL-1

(c) BL-2 (d) BL-2

(e) BL-3 (f) BL-3

(g) BL-4 (h) BL-4

Figure 6: Computed (left) HOMO and (right) LUMO of all Ru(II)-BL-Re(I) complexes
computed at TD-DFT/CAM-B3LYP/6-31G(d)/SDD in water phase.
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(i) BL-5 (j) BL-5

(k) BL-6 (l) BL-6

(m) BL-7 (n) BL-7

(o) BL-8 (p) BL-8

Figure 5: Computed (left) HOMO and (right) LUMO of all Ru(II)-BL-Re(I) complexes
computed at TD-DFT/CAM-B3LYP/6-31G(d)/SDD in water phase.
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(q) BL-9 (r) BL-9

(s) BL-10 (t) BL-10

Figure 5: Computed (left) HOMO and (right) LUMO of all Ru(II)-BL-Re(I) complexes
computed at TD-DFT/CAM-B3LYP/6-31G(d)/SDD in water phase.
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Figure 6: Selected MOs energy levels. Energies are in eV.

Frontier molecular orbitals were computed to display the electron density for re-

actant and product states, as shown in Figure 6. The highest occupied molecular orbital

(HOMO) reveals that the electron density of the system is mostly dominated by RuII frag-

ment in the ground state. When the RuII –BL–ReI complex was excited, single-electron

transferred from RuII fragment to ReI fragment through BL. Singly occupied molecular or-

bitals (SOMOs) were calculated to describe the role of π-conjugated diene in PIET. The com-

putational results clearly show that MOs confirm forward electron transfer for the diabatic

state. Moreover, the energy gap between HOMO and SOMO of all complexes is almost the

same, corresponding to internal electronic communication. Therefore, the RuII –BL–ReI

complex can be promoted to high efficient BL such as BL-1 and BL-2 system was found that

it can be a promising efficient electron transfer mixed-valence complex.
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6 Conclusion

We study photoinduced intramolecular electron transfer (PIET) of hybrid mixed-valence

complexes using computational method. We propose a computational workflow for studying

the electron transfer in RuII –ReI complexes. Constrained density functional theory is

used to investigate the rate of PIET process in RuII –BL–ReI hybrid complexes, where

BL is a family of organic molecules containing conjugated diene systems. We compute the

inner nuclear reorganization energy (λin), electron transfer matrix element between donor

and acceptor (HDA), and population analysis of covalent RuII –BL–ReI complex. At this

stage, the non-adiabatic (or diabatic) state of the studied system was studied using charged

localization approach. Our proposed model for simple PIET including truncated model

(model 1) and full complex model, including 2-fragment model as model 2A, and 3-fragment

model as model 2B, have been used for RuII –BL–ReI complexes. A good agreement

between the two models was obtained over a range of complex geometries. Either method

could be applied at an arbitrary nuclear geometry and, as computational results, may be

used to calculate λ and HDA of PIET. The series of π-conjugated diene bridging ligand,

corresponding HDA as a function of the distance between donor and acceptor, were observed

for reactant and product state. A full complex model yields a natural definition of electron

transfer distance, in contrast to a truncated model, which represented an independent against

the PIET. The Model 2B yields HDA less than model 2A. In addition to calculations of

the Marcus equation’s components, we carefully examined the frontier molecular orbitals,

including HOMO, LUMO, and SOMO, for reaction and product state of the system to verify

the existence of electron localization in the diabatic state and to determine which orbitals are

involved in the electron transfer. Our computational results also reveal that the low inner

nuclear reorganization energy is required for further development of an efficient electron

transfer hybrid complex.
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