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Abstract

Stress testing of active pharmaceutical ingredients (API) is an important tool used to gauge chemical stabil-

ity and identify potential degradation products. While different flavors of API stress testing systems have

been used in experimental investigations for decades, the detailed kinetics of such systems as well as the

chemical composition of prominent reactive species, specifically reactive oxygen species, are unknown. As

a first step toward understanding and modeling API oxidation in stress testing, we investigated a typical

radical "soup" solution an API is subject to during stress testing. Here we applied ab-initio electronic

structure calculations to automatically generate and refine a detailed chemical kinetics model, taking a fresh

look at API oxidation. We generated a detailed kinetic model for a representative azobisisobutyronitrile

(AIBN)/H2O/CH3OH stress-testing system with varied co-solvent ratio (50%/50% – 99.5%/0.5% vol. wa-

ter/methanol) and for representative pH values (4–10) at 40 ℃ stirred and open to the atmosphere. At

acidic conditions hydroxymethyl alkoxyl is the dominant alkoxyl radical, and at basic conditions, for most

studied initial methanol concentrations, cyanoisopropyl alkoxyl becomes the dominant alkoxyl radical, albeit

at an overall lower concentration. At acidic conditions the levels of cyanoisopropyl peroxyl, hydroxymethyl

peroxyl, and hydroperoxyl radicals are relatively high and comparable, while at both neutral and basic pH

conditions, superoxide becomes the prominent radical in the system. The present work reveals the prominent

species in a common model API stress testing system at various co-solvent and pH conditions, sets the stage

for an in-depth quantitative API kinetic study, and demonstrates usage of novel software tools for automated

chemical kinetic model generation and ab-initio refinement.

Keywords: Drug stress test, chemical kinetic modeling, AIBN, API oxidation stress testing, radical

oxidation

1. Introduction

Understanding the chemical stability of active pharmaceutical ingredient (API) molecules is of great

importance, as it affects the quality, safety, robustness, and efficacy of a drug product.[1] Improving and
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streamlining processes related to early identification of potential API degradation products are paramount

to assure that drug quality and safety is retained over its shelf life. Since this information can significantly5

affect the product development strategy, it is crucial to be able to predict, as early as possible in the

development process, what may happen to a given drug candidate during its shelf life and to understand

impurity profiles.[2, 3]

Stress testing, often referred to as ”forced degradation”, is an important tool used to identify potential

degradation products, establish degradation pathways, and confirm the stability-indicating power of the an-10

alytical method.[4] Three types of oxidative stress testing are commonly used: (1.) using hydrogen peroxide

to cover nucleophilic-electrophilic (2-electron) oxidations, (2.) using azoalkanes to cover free-radical oxida-

tion, and (3.) using transition metals to cover single electron transfer oxidations. It was previously shown

that the reactivity and selectivity can be better controlled by using a radical initiator, such as 2,2’-Azobis(2-

methylpropionitrile) (azobisisobutyronitrile, or AIBN), rather than using hydrogen peroxide [5] or through15

regulation of temperature and oxygen levels.[5, 6] A radical initiator can be used to generate known fluxes

of peroxyl radicals since its decomposition rate is often known.[7, 8] While several azoalkanes are used for

stress testing,[9] usage of AIBN as a radical initiator is relatively common. [9, 10, 11, 12, 13, 14, 15, 16]

Upon homolysis, AIBN, a symmetrical azo-compound, yields two cyanoisopropyl radicals which quickly

produce cyanoisopropyl peroxyl radicals in the presence of molecular oxygen. Peroxyl radicals are considered20

the primary reactive oxygen species involved in free radical oxidative processes of an API. However, it was

previously suggested that, in the absence of a substrate reactive towards peroxyl radicals, highly reactive

byproduct alkoxyl radicals such as cyanoisopropyl alkoxyl are also formed in an AIBN system and may

represent a significant source of the observed reactivity.[17, 15]

Only very rarely is it feasible to study reactions of known amounts of a single radical species with a25

specific, well-defined substrate. Even a "clean" source of peroxyl radicals, for example, introduces alkoxyl

and carbon-centered radicals generated via dimerization and fragmentation reactions, and may result in

data which can be difficult to decipher from a mechanistic point of view.[17] To try to control this problem,

methanol is being introduced into the aqueous system as a co-solvent, since methanol is known to significantly

quench the reactivity of alkoxyl radicals, allowing for more predictive API stress testing experiments.[15]30

Nonetheless, introducing methanol as a co-solvent into this already complex system affects the identity and

concentration of species, and is currently not entirely understood. Moreover, the presence of methanol induces

byproducts such as formaldehyde which was reported to facilitate the Strecker reaction (amine conversion

into aminonitrile) in this system.[13]

A representative AIBN/H2O/CH3OH stress-testing system is considered in the present work. The exact35

radical chemistry of this important system is complicated and not well understood. The current literature is

unclear regarding which are the prominent radicals and what their concentrations are. To date, no thorough,

quantitative kinetic study has been reported for this or any similar stress testing system.

Computational chemistry approaches could complement and assist experimental API stress-testing in var-
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ious ways: (1.) visualizing and quantifying information regarding molecular structures, (2.) answering ques-40

tions pertaining to reaction mechanisms, and (3.) honing questions that can be investigated experimentally.[9]

Specifically, such tools can answer many important questions in the current system of interest. While phar-

maceutical stress-testing beckons with many opportunities for applying computational chemistry, relatively

little work has been published in this area.[9] Contemporary methods for drug degradation predictions

(discussed elsewhere [18]) rely on a combination of in-cerebo and in-silico methods. Development of some45

previous drug degradation prediction software was discontinued primarily due to inflexibilities. Zeneth [19] is

the only currently (commercially) available software designed to predict drug degradation pathways. Zeneth

makes useful qualitative predictions based on experimentally-validated reaction templates, but it does not

incorporate kinetics capabilities, nor does it make quantitative predictions.

This work is first in a series describing kinetic modeling of API oxidation. It sets the stage for quan-50

titatively describing API degradation by first carefully examining the radical “soup,” i.e., identifying the

chemical environment an API is subject to during stress testing. The goal of the present work is to quanti-

tatively describe the kinetics of 5.0 mM AIBN in a water-methanol co-solvent system using computational

approaches. The objectives are to suggest an elementary chemical reaction mechanism, to determine the

relative concentrations and the identity of prominent radical species, and to determining the effect of both55

methanol concentration and pH on species concentrations.

An important aspect of this work is that the methodology makes use of cutting-edge automated tools

for kinetic model generation and refinement, many of which were developed by some of the present authors.

Consequently, this approach can now be readily applied to similar systems using the methods discussed

herein.60

2. Methods

2.1. Kinetic Modeling

2.1.1. Model Generation

The kinetic model reported in this work was generated using the open-source Reaction Mechanism Gen-

erator (RMG) software.[20, 21] RMG automatically explores possible intermediate species and elementary65

reactions for a given reacting mixture based on reaction families and libraries, primarily using a flux-based

algorithm. The software uses experimental and calculated thermodynamic and rate coefficient parameters

from its database, and where data is missing it is estimated.[20] It is extensively utilized for modeling various

gas-phase reactive systems,[22, 23, 24, 25, 26, 27] and has liquid-phase capabilities,[28, 29] including an esti-

mation scheme for temperature-dependent solvation effects on thermochemistry [30] and a diffusion-limited70

kinetics correction.[31, 32] While RMG applies solvent corrections to equilibrium constants and so reverse

rates, it does not apply any solvent corrections to forward rate coefficients except for diffusion limits. There-

fore the solvent corrections for important reactions in the present work were separately calculated using

3



COSMO-RS (TZVPD-Fine), and individually fed into the RMG database. The current version of RMG

does not support ionic reactions, so those reactions were added manually to the kinetic model.75

The model was generated for an initial mixture of 5.0 mM AIBN, 0.43 mM inert N2, and 0.22 mM O2 at

40 °C in a water/methanol solution with a varying co-solvent ratio. The model was generated for a solvent

concentration ratio range of 50%/50% – 99.5%/0.5% vol. water/methanol (equivalent to 27.78 M/12.36 M

– 55.28 M/0.12 M water/methanol). Henry’s law for pure water as a solvent was used to estimate the

solubility of N2 and O2 in the solution at the respective temperature.[33] The concentrations of N2, O2, OH–,80

and H3O
+ were held constant throughout all simulations to mimic a buffered system open to the atmosphere.

The properties of water were used by RMG to estimate ∆G∗
solv for all species. The model generation was

terminated after 72 hours of simulation time, a characteristic time for experimental stress testing. The

tolerance to include species in the RMG model (called "tolerance move to core") was set to 0.1% of the

characteristic rate.85

The AIBN homolysis rate coefficient was obtained from a literature measurement of the evolved ni-

trogen gas at constant pressure at 90–107 °C,[7] and extrapolated to the relevant system temperature.

The rate coefficient for hydroxymethyl radical recombination with O2 forming methanol hydroperoxyl,

·CH2OH + O2 HOCH2OO· , was taken from a literature CBS-QB3 level of theory calculation,[34] and

the rate coefficient of formaldehyde condensation with water, CH2O + H2O HOCH2OH, was taken90

from an experimental measurement at 20–50 °C and a pH range of 5–7[35]. An experimental rate coeffi-

cient was used for hydroxymethyl hydroperoxide decomposition into formaldehyde and hydrogen peroxide,

HOCH2OOH CH2O + H2O2.[36] Rate coefficients of cyanoisopropyl peroxyl radical recombination into

a tetroxide and its subsequent homolysis into two cyanoisopropyl alkoxyl radicals and O2 were taken from

a 298 K experimental study [37] and an average of recommended rates for a similar tert-alkyl system,[38]95

respectively. Additional liquid phase rate coefficients for radical recombination with molecular oxygen were

taken from literature [39] and added as training reactions into RMG’s database.

The gas phase rate coefficient of hydroxymethyl peroxyl radical homolysis, HOCH2OO· CH2O +

HO2 · , (Fig. S2) is about 300 s−1 at 40 °C,[40, 41, 42, 43] and hydroxymethyl peroxyl levels are known

to be regulated by this homolysis [43] which typically dominates over hydrogen abstraction pathways from100

hydrocarbon substrates.[42] However, in aqueous phase the rate coefficient of its degradation is about an

order of magnitude slower, determined experimentally to be lower than 10 s−1 at 22 °C.[44] This decrease in

rate coefficient is reasonable, since the hydroxyl and peroxyl groups of the reactant are available to hydrogen-

bond with the solvent matrix, but become unavailable in the transition state, resulting in a higher activation

energy. Consequently, at relatively high hydroxymethyl peroxyl concentrations in aqueous phase, second-105

order recombination reactions become important.[45] The lifetime of the hydroxymethyl peroxyl radical has

a strong pH dependence,[44, 46] primarily due to the reaction of this peroxyl radical with hydroxide anion,

yielding superoxide anion: OHCH2OO+OH– −−⇀↽−− CH2O+H2O+O2
– · .

The rate coefficient for O2
– · + H+ −−⇀↽−− HO2 was taken from a review of HO2 · /O2

– · reactivity in
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aqueous solutions.[47] Rate coefficients for superoxide conversion into hydroxide, O2
– · + HO2 + H2O −−⇀↽−−110

H2O2+O2+OH– and O2
– · +H2O −−⇀↽−− OH– +HO2, were taken from an experimental measurement.[48, 49]

Note that while ROO · + O2
– · + H2O −−⇀↽−− ROOOO– * + H2O −−⇀↽−− ROOH + O2 + OH– reactions where

allowed in the model, reactions of the sort ROO– +O2 +H2O −−⇀↽−− ROOOO– * +H2O were not considered

since they are spin-forbidden.

Additional rate coefficients were taken from four literature sources (small H/O species chemistry,[50] and115

C/H/O systems [51, 52, 53]) previously compiled into the RMG database. Care was taken in the present

work to exclude from these sources exclusive gas-phase routes, such as well-skipping pressure-dependent

pathways. Rate coefficients which were identified as important were computed by the authors, as discussed

below, and are given in Tables S1–S3. Other rate coefficients (when not taken from literature nor calculated

by the authors) were estimated by RMG’s reaction family templates.120

Thermodynamic properties of small hydrogen- and oxygen-containing species were taken from literature,[50]

and properties for additional species were taken from computed entries previously entered into the RMG

database (the "CBS QB3 1dHR", "thermo DFT CCSDTF12 BAC", and "DFT QCI thermo" RMG libraries).

Thermodynamic properties for additional species were computed by the authors, as described below, and

are given in Table S4. A ∆G∗
solv correction was added to all neutral species thermodynamic properties,125

regardless of their data source, using the Abraham model[54, 55] implemented in RMG.[56] Note that while

RMG has mature thermodynamic property estimation schemes, species’ thermodynamic properties in the

final model were all either directly calculated or taken from literature sources.

Thermodynamic properties for a subset of species which includes all ions in the model (OH– , H+, O2
– · ,

HO2 · , H2O2, and H2O) were determined carefully to obtain thermodynamic consistency with literature130

equilibrium constants (Table S5). A standard state of 1 M was used, and the ∆G∗
f of H+ was set to

zero as a convention. Standard enthalpies and entropies of formation for H2O and H2O2 were taken from

NIST Chemistry WebBook.[57] The standard enthalpy of formation for HO2 · was taken from the Active

Thermochemical Tables (ATcT) project,[58] while the respective standard entropy of formation was taken

from NIST Chemistry WebBook[57] as well. Respective standard Gibbs free energies of solvation, ∆G∗
solv,135

were taken from literature.[59] The liquid phase Gibbs free energies of formation of OH– and of O2
– · were

determined using the above values and along with the H2O Keq of 1.01E-14 and HO2 · pKa of 4.88 [60]

constraints.

2.1.2. Statistical Mechanics

Statistical mechanics computations were performed using the Automated Reaction Kinetics and Network140

Exploration (Arkane) software package, available as part of the Reaction Mechanism Generator (RMG)

software suite. [20] Arkane uses the output of computations done via various electronic structure software,

and reads in quantities such as the electronic energy, vibrational frequencies, and torsional scans. Partition

function calculations are based on the rigid rotor harmonic oscillator (RRHO) approximation with hindered

internal torsion corrections. Torsional modes are projected out from the calculated Hessian. When calculat-145
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ing thermochemical parameters, spin, atom energy, and bond additivity energy corrections are all applied

to the electronic energy. Arkane uses transition state theory [61, 62] with an optional tunneling correction

(the present study uses the Eckart potential [63]) to compute reaction rate coefficients.

2.1.3. Automation

Chemical kinetic mechanisms involving complex reactions of numerous intermediates often rely on first-150

principles calculations as the main source of thermodynamic and rate parameters, especially when the number

of important reactions in the real system greatly exceeds the number of available experimental data.[22,

64] The Automated Rate Calculator (ARC) software [65] automates the process of calculating parameters

relevant for chemical kinetic modeling. ARC uses the cheminformatics modules RDKit [66] and OpenBabel

[67, 68] to generate random 3D coordinate conformer guesses for species from the respective 2D structure,155

and has a mapping algorithm to deduce likely lowest energy conformers. ARC harnesses users’ existing

electronic structure software and manages job submission to users’ servers. In a normal workflow, ARC

optimizes the geometries of a set of low energy derived conformers and selects the lowest energy one. It will

then spawn single-point energy calculations as well as frequency and dihedral scan computations based on

the identified lowest energy geometry. ARC has a collection of troubleshooting methods to automatically160

manage the computation directives sent to the electronic structure software in case these jobs fail to converge.

Eventually, ARC calls a statistical mechanics and rate theory software, in this case Arkane, to transform the

raw computations into data relevant for kinetics simulations: thermodynamic properties and reaction rate

coefficients.

The process of model generation and refinement using first-principle calculations was automated using165

The Tandem Tool (T3) software,[69] which iteratively executes RMG and ARC. It identifies chemical species

in the RMG model that require refinement based on user criteria (e.g., species for which the observables are

sensitive and their respective uncertainty in Gibbs free energy is relatively high). These species are then sent

to ARC for computation, and the resulting properties are added to the designated species’s thermodynamic

library within the RMG database. The next RMG-generated model executed by T3 results in somewhat170

different species and reactions, since it is based on additional (refined) data. T3 iteratively repeats this

process until it achieves convergence, defined as the state where no new species answer the refinement

criteria. In the present work the kinetic model is relatively small, hence T3 was set to refine all species

participating in the model if their respective thermodynamic properties were based on an estimation.

2.1.4. Model Simulation175

The model was simulated using the Reaction Mechanism Simulator (RMS) software,[70] which was used

for computing species concentration profiles as well as rate of production. Absolute and relative tolerances

of 10−20 and 10−10, respectively, were used in the simulation.
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2.2. Quantum Mechanical Calculations

2.2.1. Molecular Characterization180

Kinetic parameters were calculated at the DLPNO-CCSD(T)/Def2-TZVP//ωB97X-D/Def2-TZVP level

of theory (Tables S1–S3).[71, 72, 73] The Gaussian 16 electronic structure software package [74] was used

for all DFT computations, and the Orca 4.2.1 electronic structure package [75] was used for the DLPNO-

CCSD(T) single-point energy calculation with UHF and "tightPNO" parameters. A frequency scaling factor

of 0.988, calculated in this work using methods described elsewhere,[76] was used when employing the185

ωB97X-D/Def2-TZVP method. The same DFT level was used for scanning torsional modes. Hindered rotor

calculations were performed for each rotatable single bond, and each was treated as an independent rotor

where 45 consecutive constrained optimizations with 8o increments were carried out per torsional mode.

Relevant calculations were also added to the RMG database for the benefit of future users.

Initial guesses for transition state (TS) geometry optimizations were derived manually, and attempts190

to achieve lower TS conformers were made using functionalities implemented in ARC [65] in combination

with Psi4,[77] an electronic structure software. ARC carried out the transition state optimization, along

with frequency and single point energy calculation, and executed intrinsic reaction coordinate calculations

to follow the reaction path to verify whether each transition state indeed corresponds to the correct reactants

and products. A multi-structure approach was taken when computing rate coefficients. All 3D structures of195

species and transition states are available in the Supporting Information.

Thermodynamic parameters were computed at the CBS-QB3 level of theory [78, 79] (Table S4) using the

Gaussian 16 electronic structure software package.[74] Geometry optimization and frequency calculations in

the CBS-QB3 method were performed at the B3LYP/CBSB7 level of theory,[78, 80] and a frequency scaling

factor of 1.004 [76] was used.200

2.2.2. Solvation Corrections

Solvent effects upon kinetic parameters were modeled using the COSMO-RS solvation energy correction

[81] using a 50%/50% vol. water/methanol solution as the solvent using a TZVPD-fine level. Thermochemical

parameters were automatically corrected by RMG, as mentioned above. Charge surfaces for the COSMO-RS

calculation were calculated using Turbomole 7.4.0 [82] based on the gas-phase geometry as determined at205

the ωB97X-D/Def2-TZVP level of theory. We also performed gas-phase single-point energy calculations at

BVP86/TZVPD-Fine/DGA1,[83, 84, 85, 86] using Turbomole 7.4.0. Both the COSMO result file (".cosmo")

and the gas phase energy file (".energy") generated by Turbomole 7.4.0 were used in the COSMOtherm 2020

[87] software to compute the free energy of solvation. This procedure was carried out for reactants, products,

and transition states. The solvent correction term was added to the gas-phase single-point energy value.210
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3. Results and Discussion

3.1. Quantum Mechanical Computation Results

Rate coefficients of RO · +CH3OH −−⇀↽−− . CH2OH+ROH and ROO · +CH3OH −−⇀↽−− . CH2OH+ROOH

for major alkoxyl (RO · ) and peroxyl (ROO · ) radicals in the reactive mixture (where R equals OHCH2

or cyanoisopropyl) were computed using the methods detailed above. Rate coefficients associated with215

alkoxyl radicals were found to be significantly faster than those involving peroxyl radicals, revealing the

strong reactivity of alkoxyl radicals (Figure 1). Our results are in agreement with literature findings where

alkoxyl radicals were shown to react 5–7 orders of magnitude faster than analogous peroxyl radicals via

hydrogen abstraction reactions.[11] Additional calculated rate coefficients are summarized in the Supporting

Information (Table S1).220

Figure 1: Rate coefficients of hydrogen abstraction from the methyl group of methanol by major alkoxyl and peroxyl radicals

in the system. Shaded areas represent the rate uncertainty from propagating a 1 kcal mol−1 uncertainty from the computed

activation energy.

The rate coefficients of hydrogen abstraction by these alkoxyl and peroxyl radicals from the hydroxyl

group of methanol, i.e., RO· + CH3OH CH3O· + ROH and ROO· + CH3OH CH3O· + ROOH,

were also calculated. In agreement with literature hydrogen abstraction rate coefficients for other abstracting

radicals,[88] abstracting hydrogen from the hydroxyl group (Fig. S1) is significantly slower compared to

abstracting a hydrogen atom from the methyl group of methanol (Fig. 1).225

3.2. Modeling

The model generated in the present work consists of 27 chemical species and 94 elementary reactions.

During the model generation process, more than 200 species and nearly 1500 reactions were automatically

explored by RMG. The model (forward rate coefficients and thermodynamic properties) is provided in the
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Supporting Information in a machine and human readable format (YAML) as well as in a more human230

friendly format in Tables S6–S8.

The initial methanol concentration effect on the concentration of various species in this system at 72 hours

can be seen in Figure 2 for three representative pH values. As intended in this system,[15] an increase in the

initial methanol concentration causes a significant decrease in the concentration of cyanoisopropyl alkoxyl

radical at all pH values. The initial methanol concentration has a lesser effect on the other alkoxyl radicals235

in this system, hydroxymethyl alkoxyl (HOCH2O·) and hydroperoxymethoxyl (.OCH2OOH) radicals.

Stable end products (acetone, hydrogen cyanide, hydrogen peroxide, formic acid, and formaldehyde)

present only a small pH or initial methanol concentration dependency in the entire studied range. Fur-

thermore, the concentrations of both cyanoisopropyl peroxyl and cyanoisopropyl alkoxyl radicals are nearly

agnostic to the pH level as well. The pH level naturally has a direct affect over AH/A– ratios such as240

HO2 · /O2 · , as well as an indirect effect over the absolute levels of HO2 · and O2 · . The levels of all

non-nitrogenous alkoxyl radicals, as well as hydroxymethyl peroxyl radical, all decrease with increasing pH

values.

As a result of a combined initial methanol concentration and pH value effects, and since hydroxymethyl

alkoxyl is just as undesired for drug stress testing as cyanoisopropyl alkoxyl radical is, increasing the methanol245

concentration at acidic or neutral pH has but a weak effect over the total alkoxyl radical concentration in

the system. On the other hand, at basic conditions cyanoisopropyl alkoxyl is the prominent alkoxyl radical

at a most of the studied initial methanol level range, and at pH 10, increasing the methanol concentration

is only effective in quenching alkoxyl radicals (directly or indirectly) up to about 8 M (equivalent to about

30% vol.), where their absolute level is already low relative to respective lower pH conditions.250

The pH value affects the concentration of hydroxymethyl peroxyl, but not the concentration of cyanoiso-

propyl peroxyl radical. At pH 4 and a relatively high methanol concentration the levels of these peroxyl

radicals as well as hydroperoxyl are comparable and they are the prominent radicals in the system. As the

pH value increases, the levels of superoxide radical (O2 · ) become more significant, and at neutral and

basic conditions it is the dominant radical in the system. At pH 10 and high initial methanol levels the255

concentration of superoxide is about three orders of magnitude higher than the next prominent radical at

these conditions, cyanoisopropyl peroxyl. A similar phenomenon, where the pH value affects the levels of

hydroxymethyl alkoxyl radical but not the levels of cyanoisopropyl alkoxyl radicals, can be observed (Fig.

2). At acidic conditions, hydroxymethyl alkoxyl is the dominant alkoxyl radical, and as the pH increases

its levels decrease, resulting in a shift of the dominant alkoxyl radical in the system that depends on the260

initial methanol levels. At pH 10, cyanoisopropyl alkoxyl becomes the dominant alkoxyl radical at most of

the studied initial methanol concentration range, and the levels of these two alkoxyl radicals become nearly

equivalent at the high methanol concentration regime. The overall peroxyl radical concentration remains

similar at different pH values since it is masked by the relatively high cyanoisopropyl peroxyl radical level

which is pH-agnostic, while the overall alkoxyl radical concentration decreases with increasing pH levels.265
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Reaction flux diagrams at 24 hours for three representative pH values of 4, 7, and 10 (Figs. 3–5) portray

dominant reaction pathways in this system. The nitrogen transformation route, starting with AIBN homol-

ysis, passing through four cyanoisopropyl species and ending in equimolar amounts of hydrogen cyanide and

acetone is principally similar at all studied pH values. The major difference is that at basic pH the radi-

cal termination reaction, cyanoisopropylOO + O –
2 + H2O cyanoisopropylOOH + O2 + OH–, becomes270

relatively significant due to the increasing concentration of superoxide. The insensitivity of the nitrogen

transformation route to the pH level can also be seen by the pH-agnostic characteristic of both cyanoiso-

propyl peroxyl and cyanoisopropyl alkoxyl radicals (Fig. 2 A–C). On the other hand, the relative importance

of other pathways stemming from methanol and hydroxymethyl radical vary significantly with pH.

At acidic conditions (Fig. 3), the hydroxide-assisted decomposition of hydroxymethyl peroxyl radical275

is relatively slow, resulting in a relatively long lifetime of this radical. Consequently, the concentration of

hydroxymethyl peroxyl is relatively high (Fig. 2 A) and therefore its reaction rates of self recombination, ho-

molysis, hydrogen abstraction from methanol, and reaction with superoxide are all relatively significant (Fig.

3). At neutral and basic conditions (Figs. 4, 5), the base-catalyzed decomposition rate of hydroxymethyl

peroxyl radical forming formaldehyde and superoxide radical dominates over reaction rates of competing de-280

composition pathways, resulting in a relatively short lifetime and a lower concentration of the hydroxymethyl

peroxyl radical (Fig. 2). As the pH level increase, accompanied by a decrease in the concentration of hy-

droxymethyl peroxyl, the levels of superoxide, the product of this base-catalyzed decomposition, increase.

While the cyanoisopropyl peroxyl radical level is strongly affected by the initial methanol concentration,

the hydroxymethyl peroxyl radical level is nearly agnostic to the initial methanol concentration at the285

studied conditions (Fig 2). The formation rate of the cyanoisopropyl peroxyl radical is independent of the

methanol concentration, while its consumption rate does depend on the methanol levels: either directly or

indirectly when mediated via superoxide (Fig. 5). On the other hand, the reactivity of hydroxymethyl

peroxyl radicals is characterized by an interesting chain reaction. Hydroxymethyl peroxyl radicals react

with methanol to form ·CH2OH radicals that recombine with molecular oxygen to give more hydroxymethyl290

peroxyl radicals. Alternatively, hydroxymethyl peroxyl radicals can decompose via a base-catalyzed reaction

yielding superoxide radicals which are in equilibrium with hydroperoxyl radicals that also contribute to

methanol conversion into ·CH2OH, yielding more hydroxymethyl peroxyl radicals as well (Fig. 4). The

former applies to all pH values, while the latter chain reaction is most prominent at neutral pH where

the levels of hydroxymethyl peroxyl radicals are not too high to mask this pathway (as occurs at acidic295

conditions), and the level of hydroperoxyl radicals is not too low (as occurs basic conditions).

Formaldehyde reacts with hydrogen peroxide or water, yielding formic acid and methylene glycol as end

products of the methanol oxidation branch. Interestingly, no alkoxyl radicals are significantly involved in

the major pathways at these conditions, suggesting that methanol does not directly quench alkoxyl radicals

in this system in a significant manner, but rather prevents their formation in the first place by reacting with300

the cyanoisopropyl peroxyl precursor, lowering its self-recombination rate. Superoxide self recombination
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rate is known to be slow,[89] and its loss mechanism in this system is mainly via hydronium cation, forming

its acid counterpart hydroperoxyl radical. The high levels of superoxide in this system may have important

implications toward the reactivity of API molecules in stress testing, and should be considered in future

mechanisms explaining API oxidation pathways since its reactivity differs than the reactivity of carbon-305

center peroxyl radicals.

At lower methanol concentrations radical recombination reactions become more significant: important

pathways include hydroxymethyl peroxyl radical self-recombination pathways and cyanoisopropyl peroxyl

radical self-recombination, the later mainly forms two cyanoisopropyl alkoxyl radicals. At low methanol

concentrations, hydrogen radical generation is relatively significant, stemming from a β-scission reaction of310

the hydroxymethyl alkoxyl radical. This β-scission reaction is only slightly endothermic (∼ 2 kcal mol−1);

the alternative β-scission reaction of hydroxymethyl alkoxyl radical forming formaldehyde and hydroxyl

radical is significantly more endothermic (∼ 23 kcal mol−1) and it rate is insignificant in this system.

Speciation time-profiles at neutral pH and at two extreme methanol concentration cases, 50% and 0.05%

vol., are given in Figs. 6 and S3, respectively. Cyanoisopropyl peroxide is the first non-radical species315

in the nitrogen transformation route other than the radical initiator. It is therefore the only non-radical

species that reaches a quasi-steady state within a relatively short time (nearly instantaneously compared

to the experiment time). The system is accumulating end products (e.g., acetone and hydrogen cyanide),

while most reactive oxygen species reach a quasi-steady state nearly instantaneously. For a given solvent

composition and pH value, the system is mostly well-defined with near-constant levels of many reactive320

species.

The concentration of hydrogen cyanide, a side-product generated from cyanoisopropyl alcohol hydrolysis

(Figs. 3–5), is not significantly affected by the added methanol. At basic pH, hydrogen cyanide (pKa = 9.4

[90]) is converted into cyanide anion, which is believed to contribute, along with formaldehyde, to artifact

generation in the degradation products of APIs.[13] Cyanide anion facilitates the Strecker reaction, which325

yields α-aminonitrile, containing primary or secondary amine motifs. At the conditions studied here, the

concentration of hydrogen cyanide reaches ∼ 1 mM (Fig. 6). The conversion (i.e., reacted vs. initial amount)

of AIBN during the studies 72-hour period is about 10%–11%.

Only the concentration of superoxide significantly increases with increasing pH values, other than trivially

the levels of hydroxyl anion (Fig. 7). Increasing the pH value has a significant effect over the levels of alkoxyl330

radicals, decreasing the concentration of hydroxymethyl alkoxyl by seven orders of magnitude between pH 4

and 10. On the other hand, increasing the pH also decreases the level of cyanoisopropyl peroxyl radical, by

nearly three orders of magnitude at the same pH range.

A sensitivity analysis was conducted for major radicals in this system with regard to all reaction rate

coefficients (Figs. 8, S4–S6). The goal of sensitivity analysis is twofold: It assists is assessing the effect of335

model parameters on the observables and hence the propagation of uncertainties, and it gives insights onto

the system’s dynamics. Here we present the top five reaction rate coefficients to which an observable is
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sensitive. The normalized sensitivity coefficients for superoxide (Fig. 8 A) were found to be relatively small

in magnitude, and superoxide was found to be most sensitive to the rate coefficients of AIBN homolysis

and hydroperoxyl recombination. Both rate coefficients were taken from experimental studies performed340

at different conditions: one using xylene as the solvent[7] and the other in gas phase[91], respectively. To

improve the superoxide concentration predictions of the present model, these two rate coefficients should be

determined more precisely at more relevant conditions. Nonetheless, the experimental literature sources pro-

vide reasonable values even in the present context, and the relatively small normalized sensitivity coefficients

of superoxide implies relatively low uncertainties in the present prediction of superoxide levels.345

The normalized sensitivity coefficients for hydroxymethyl alkoxyl (Fig. 8 B) are relatively large in mag-

nitude, implying that the uncertainty in the prediction of the levels of this alkoxyl radical could be relatively

large. However, since the absolute levels of hydroxymethyl alkoxyl are small to begin with (Figs 2, 6, 7), the

propagated uncertainty should not be significant in absolute terms. The levels of hydroxymethyl alkoxyl are

sensitive to the AIBN homolysis rate coefficient which largely dictates the concentration of all radicals in the350

system. The levels of hydroxymethyl alkoxyl are also sensitive to the rate coefficient of the base-catalyzed

hydroxymethyl peroxyl radical decomposition into formaldehyde, yet only at relatively early times. This

reaction indeed consumes hydroxymethyl peroxyl, the precursor of hydroxymethyl alkoxyl, and therefore the

respective normalized sensitivity coefficient is negative. The time dependency of these sensitivity coefficients

could be understood in light of the chain reaction discussed above: after a short initialization period in355

which the concentration of hydroxymethyl peroxyl radicals stabilize (Fig. 6), consumption of hydroxymethyl

peroxyl radicals enhances their formation via hydrogen abstraction reactions from methanol, thus stabilizing

the system. This stabilization is expressed as a decrease in the absolute value of the normalized sensitivity

coefficients of both hydroxymethyl peroxyl (Fig. S4) and hydroxymethyl alkoxyl (Fig. 8 B) radicals to

the rate coefficients of the main hydroxymethyl peroxyl consumption channel and of the AIBN homolysis360

reaction.

4. Conclusion

To facilitate chemical stability studies of API molecules, a detailed chemical kinetic model of the stress

testing system itself (the "soup") was generated. The computationally studied system consists of 5.0 mM

AIBN in a water-methanol solution at varied co-solvents ratio at 40 °C and varied pH values open to the365

atmosphere.

After 72 hours at 40 °C the conversion of AIBN was about 10%–11%. The identity and concentration

of the most prominent radicals in this system vary with conditions. At acidic conditions cyanoisopropyl

peroxyl, hydroxymethyl peroxyl, and hydroperoxyl are the prominent radicals. This picture changes as pH

values increase. At neutral conditions superoxide is predicted to be the most prominent radical, and its370

concentration significantly increases at basic conditions. At acidic conditions hydroxymethyl alkoxyl is the

dominant alkoxyl radical, and at basic conditions cyanoisopropyl alkoxyl becomes the dominant alkoxyl rad-
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ical at most initial methanol concentrations, albeit at a lower overall concentration. Increasing the methanol

concentration at acidic or neutral pH has only a weak effect over the total alkoxyl radical concentration in

the system. On the other hand, at basic conditions increasing the methanol concentration is effective in375

quenching alkoxyl radicals (directly or indirectly), yet only up to about 8 M (equivalent to about 30% vol.)

No alkoxyl radicals are significantly involved in the major pathways at the studied conditions, suggesting

that methanol does not directly quench alkoxyl radicals in this system significantly, but rather prevents their

formation in the first place by reacting with the peroxyl radical precursors. The nitrogen transformation

route, passing through different cyanoisopropyl species, is mostly insensitive to the pH value.380

The reactivity of methanol radicals depend on the pH value. At acidic and neutral pH, where the base-

catalyzed decomposition of hydroxymethyl peroxyl radicals is not too fast, this radical reacts with methanol,

forming a chain reaction which sustains its concentration. Consequently, the level of hydroxymethyl peroxyl

radicals do not significantly depend on the initial methanol concentration throughout at these conditions.

At acidic pH, where the rate of this base-catalyzed reaction is relatively slow, a variety of competing hydrox-385

ymethyl peroxyl radical decomposition pathways reactions become significant.

This study sheds light on the AIBN/water/methanol system and its elementary kinetic mechanism at

various conditions. It also shows the feasibility and potential of harnessing computational chemistry and

automated kinetic model generation and refinement schemes to low temperature liquid-phase systems.

This work is first in a series of detailed kinetic modeling of API oxidation, and sets the stage for quan-390

titatively describing API degradation by first carefully examining the radical “soup,” i.e., identifying the

chemical environment an API is subject to during stress testing. The model was generated using automated

software tools, some of which were very recently developed and are described here for the first time. While

more work is necessary in this field, e.g., representing pH-dependent reaction rates and determining the

explicit solvent effect on reaction transition states, this work represents both a significant advancement in395

understanding a typical system in which API molecules undergo oxidation, as well as a substantial progress

in automated computational tools for studying reactive chemical systems in general.
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Figure 2: Selected species concentrations at 72 hours, 40 °C in a 5.0 mM AIBN methanol/water/O2/N2 system open to the

atmosphere vs. the initial methanol concentration at pH values of (A) 4, (B) 7, and (C) 10. Note that the concentration trends

of hydrogen cyanide and acetone are identical, and both are represented by a single line.
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Figure 3: Major reaction pathways in the 5.0 mM AIBN methanol/water/O2/N2 system at 24 hours, 40 °C with solvent

concentrations of 50%/50% vol. at pH 4. Branching ratios of hydroxymethyl peroxyl radical are important at low [OH–]. Arrow

widths correspond logarithmically to the respective net reaction rates. The diagram captures at least 95% of each species

consumption rate; species with a total consumption rate < 10% of their respective total production rate were not explored

further.

Figure 4: Major reaction pathways in the 5.0 mM AIBN methanol/water/O2/N2 system at 24 hours, 40 °C with solvent

concentrations of 50%/50% vol. at pH 7. Hydroxymethyl peroxyl radical decomposition is base-catalyzed. Arrow widths

correspond logarithmically to the respective net reaction rates. The diagram captures at least 95% of each species consumption

rate; species with a total consumption rate < 10% of their respective total production rate were not explored further.
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Figure 5: Major reaction pathways in the 5.0 mM AIBN methanol/water/O2/N2 system at 24 hours, 40 °C with solvent

concentrations of 50%/50% vol. at pH 10. Levels of superoxide radical are significant and it participates in the nitrogen

transformation route, partly replaces methanol. Arrow widths correspond logarithmically to the respective net reaction rates.

The diagram captures at least 95% of each species consumption rate; species with a total consumption rate < 10% of their

respective total production rate were not explored further.
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Figure 6: Selected species concentrations vs. time in the 5.0 mM AIBN methanol/water/O2/N2 system open to the atmosphere

at 40 °C and pH 7. Solvent concentrations of 27.78 M/12.36 M water/methanol (equivalent to 50%/50% vol.).
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Figure 7: Selected species concentrations at three representative pH values in the 5.0 mM AIBN methanol/water/O2/N2

system open to the atmosphere at 40 °C at 24 hours. Solvent concentrations of 27.78 M/12.36 M water/methanol (equivalent

to 50%/50% vol.). Hydrogen cyanide is not shown, its concentration is equal to that of acetone.
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Figure 8: Sensitivity analysis, ∂ ln [X]/∂ ln ki, of (A) super oxide radical and (B) hydroxymethyl alkoxyl radical to reaction rate

coefficients, showing the five reactions with the highest absolute normalized sensitivity coefficient. Computed for the 5.0 mM

AIBN methanol/water/O2/N2 system open to the atmosphere at 40 °C at pH 7. Solvent concentrations are 27.78 M/12.36 M

water/methanol (equivalent to 50%/50% vol.).

Figure 9: TOC image
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