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Abstract 

Polymorphic transition is important for the functionality of crystalline materials. However, the 

underlying mechanism remains unclear, especially when the crystal structure contains disordered 

fragments. We report that C−H⋯π interactions play an important role in polymorphic transitions in 

a molecular crystal with disordered fragments. The crystal has three phases, namely the a (< -80°C), 

β (-80-40°C), and γ (< 40°C) phases, which are reversible through single-crystal-to-single-crystal 

transformation in association with temperature change. Disorder of bulky tert-butyl substituents 

appears at high-temperature in the β and γ phases. Intermolecular interaction analysis based on 

Hirshfeld surfaces and related fingerprint plots revealed that the proportion of π⋯π interactions 

decreased, while that of C−H⋯π interactions increased, at the transition from a to β phase. The 

proportion of C−H⋯π interactions also increased at the transition from β to γ phase, but continuously 

decreased in the β phase due to elevated temperature. Intermolecular interaction energies clarified the 

contribution of C−H⋯π interactions to the stability of high-temperature crystal β and γ phases via 

polymorphic transitions. Our results potentially lead to design molecular crystals with polymorphic 

transitions.   
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Introduction 

Polymorphic transitions in molecular crystals refer to the change in crystal structure induced by 

external stimuli, and are fundamental for expressing material functionalities. Polymorphic transition 

has many applications, including organic electronics, magnetics, actuators, and pharmaceuticals [1–

5]. For example, ferroelectric molecular crystals manifest their ferroic properties below the transition 

temperature [1,2]. In addition, dozens of molecular crystals exhibit actuation behaviors, such as 

elongation/contraction, bending, and jump, at the transition temperature [6–13]. Thus, polymorphic 

transitions are of importance both to increase our fundamental understanding of transitions and for 

potential industrial applications. 

Realizing polymorphic transitions of molecular crystals is important for optimal functionality and 

effective use of resources. While previous reports have aimed at prediction and simulation of the 

conditions required for polymorphic transitions in molecular crystals [14–18], they are, in general, 

still difficult to predict. Thus, our understanding of the underlying mechanism remains unclear. The 

main challenge is that high computation accuracy is required to identify the small difference of crystal 

structures due to the degree of freedom of molecular conformations and alignments. In addition, when 

the crystal structure is disordered, as reported for some polymorphic transitions [11,19,20], the 
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theoretical simulations become more complicated. Therefore, the inductive approach, i.e., obtaining 

knowledge from data [21], can be applied to increase our understanding, and design polymorphic 

transitions, of molecular crystals. 

Recently, we reported on the polymorphic transitions of a molecular crystal of a salicylideneamine 

compound (referred to as enol-(S)-1, Fig. 1a) [22]. The enol-(S)-1 crystal has three crystal phases, 

namely a (< -80°C), β (-80-40°C), and γ (< 40°C) phases, and tert-butyl substituents are disordered 

at β and γ phases (Fig. 1b,c). Polymorphic transitions occur at around -80 and 40°C through single-

crystal-to-single-crystal transformation, with small transition enthalpies of 1.2 and 0.2 kJ/mol, 

respectively. The transition enthalpies are relatively small even when compared to those of other 

typical polymorphic transitions [6–12,19,20], and thus the mechanism of this thermal polymorphic 

transitions is to be investigated. 

Here, we report that the C−H⋯π interactions contribute to the stability of high-temperature crystal 

phases of enol-(S)-1, as revealed by intermolecular interaction analyses. The Hirshfeld surface 

analyses and related fingerprint plots, which can be used to map intermolecular interactions [23–25], 

revealed that the proportion of π⋯π interactions decreased, while that of C−H⋯π interactions 

increased, after the transition from the α to β phase. The proportion of C−H⋯π interaction decreased 
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in the β phase due to the temperature rise, but slightly increased after the transition from the β to γ 

phase. Intermolecular interaction energies in these crystal phases were also calculated based on 

density functional theory (DFT) and dispersion correlation, and indicated that the energies of C−H⋯π 

interactions stabilized after the transition both the a to β phase, and from the β to γ phase. These 

results support the contribution of C−H⋯π interactions to the stability of high-temperature crystal 

phases. This work will aid the design of polymorphic transitions for crystal functionalities. 

 

Figure 1. Polymorphic transitions of the enol-(S)-1 crystal. (a) Molecular structure of enol-(S)-1. (b) 

Disordered conformations of the tert-butyl substituent. (c) Crystal phases related by polymorphic 

transitions. 
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Results and Discussion 

Hirshfeld surface analysis. Since the crystal structures of enol-(S)-1, obtained from Cambridge 

Crystallographic Data Centre, are disordered at tert-butyl substituents in the β and γ phases, the .cif 

files of the disordered structures were edited to yield ordered structures for the Hirshfeld surface and 

intermolecular interaction energy analyses (see Methods section and Supplementary Figure 1). This 

editing procedure is accepted for the analysis of disordered crystals, as reported previously [26]. The 

Hirshfeld surfaces and related fingerprint plots can be used to analyze the interaction motifs and 

contributions [23–25]. Figure 2a shows the Hirshfeld surface of an enol-(S)-1 molecule and 

surrounding molecules, viewed from (100) face in the a phase (-100°C). To identify interaction pairs, 

the center molecule and surrounding molecules are represented as coordinates according to their 

relative positions (Fig. 2b). The first numbers (0–6) represent the relative positions projected on (100) 

plane, while the second notations +, 0, and – represent the relative heights of the projected molecules 

along the a-axis. Three molecules are stacked along the a-axis at positions 0, 1, and 4, where the 

second notation becomes +, 0, or -. At positions 2, 3, 5, and 6, two molecules stack and thus + or - 

is used as the relative height. As such, the center molecule is labeled as (0,0), and molecule pairs can 

be represented as (0,0)–(0,+), (0,0)–(1,0), and so on. This index rule should be superior to symmetry 
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codes when crystal structures belong to different space groups; in this case, P1 (in the a and β phases) 

and P21 (in the γ phase). Another notice is that indexed pairs are unifiedly represented even when 

Z’=2. This is because the same interaction motifs can be identified even when molecules around each 

independent molecule are indexed differently (Supplementary Figure 2). According to this index rule, 

interaction motifs were characterized using the structure in the a phase (Fig. 2c–e and Table 1). 

C−H⋯O interactions were formed along the b axis at the (0,0)–(1,0) and (0,0)–(4,0) pairs, which are 

related by the translational symmetry operation along the b-axis (Fig. 2c). π⋯π interactions occurred 

along the a axis at the (0,0)–(0,+) and (0,0)–(0,-) pairs, which are also related by the translational 

operation along the a-axis (Fig. 2d). C−H⋯π interactions occurred at the (0,0)–(2,+), (0,0)–(2,-), 

(0,0)–(3,+), and (0,0)–(3,-) pairs, where the naphthyl ring of (0,0) is almost perpendicular to the 

surrounding naphthyl rings of (2,+), (2,-), (3,+), and (3,-) (Fig. 2e). These three types of interactions 

contributed mainly to the crystal packing, not only in the a phase, but also in the β and γ phases, since 

molecular packing is largely similar among the three crystal phases. Interactions at the other pairs 

should be mediated by weak van der Waals interactions. 
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Figure 2. Interaction motifs and index rule. (a) Packing geometry around the Hirshfeld surface of the 

center molecule and surrounding molecules, viewed along the a-axis. (b) Index rule according to the 

relative positions. (c–e) Specific interaction motifs of (c) the C−H⋯O interaction along the b-axis, 

(d) π⋯π interaction along the a-axis, and (e) C−H⋯π interaction between naphthyl rings. 

 

Table. 1 Identification of molecule pairs and the main interaction motifs 

Molecular pairs with (0,0) Main interaction motif 

(0,+) and (0,-) π⋯π interaction 

(1,0) and (4,0) C−H⋯O interaction 
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(2,+), (2,-), (3,+), and (3,-) C−H⋯π interaction 

(1,+), (1,-), (4,+), (4,-), (5,+), (5,-), (6,+), and (6,-) van der Waals interaction 

 

We next analyzed two-dimensional (2D) Hirshfeld fingerprint plots to compare interaction motifs 

among crystal phases. The plot shows the distribution of di and de, where di and de are the distances 

from a point on the Hirshfeld surface to the nearest nucleus inside and outside the surface, respectively. 

The major contact type is H⋯H contact, which should reflect van der Waals interactions, followed 

by C⋯H and H⋯C contacts, which should reflect C−H⋯π interactions (Fig. 3a,b). In both cases, 

wing-like distributions, which appeared in the a phase, disappeared in the β phase, with no distinct 

change between the β and γ phases. The distribution of O⋯H and H⋯O contacts, which should reflect 

C−H⋯O interactions, showed arrow-like shapes, which became blurry in high-temperature phases 

(Fig. 3c). The distribution of C⋯C contact, which reflects the strength of the π⋯π interaction [27], is 

a rather far distance, and changed distinctly between the a and β phases (Fig. 3d). 
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Figure 3. Comparison of 2D fingerprint plots between the a (-100°C), β (-50°C), and γ (60°C) 

phases. Mapping of (a) H⋯H, (b) C⋯H and H⋯C, (c) O⋯H and H⋯O, and (d) C⋯C contacts, 

respectively.  
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 The temperature dependence behaviors of the interaction motifs in the a, β, and γ phases 

were evaluated in terms of the percentage contributions of each contact type. The major contact type 

was H⋯H in the a phase (-90°C) and β phase (-80°C), at 74.3% and 73.0%, respectively; its 

contribution continuously increased at β and γ phases with the temperature increase (Fig. 4a). By 

contrast, the percentage contribution of C⋯H/H⋯C contacts increased at the transition from the a to 

β phase, continuously decreased during the β phase depending on the temperature rise, and increased 

very slightly (from 23.2 to 23.3%) at the transition to the γ phase (Fig. 4b). This suggests that C−H⋯π 

interactions strengthened at the transition from the a to β phase, and from the β to γ phase. For 

O⋯H/H⋯O contacts, the percentage contribution did not change at the transition from the a to β 

phase, and continuously decreased depending on the temperature rise, supporting a weakening of 

C−H⋯O interactions (Fig. 4c). The percentage contribution of the C⋯C contact type, which reflects 

π⋯π interactions, decreased from 1.0% to 0.2% at the transition from the a to β phase, and was 

maintained during the β and γ phases (Fig. 4d). This result for C⋯C contact is consistent with the 

change in distribution seen in the 2D fingerprint plots, as shown in Fig. 3d. The temperature 

dependence of the percentage contributions of these contacts suggests that the C−H⋯π interaction is 
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more influential than the other interaction motifs with respect to the stability of high-temperature 

crystal phases. 

 

Figure 4. Temperature dependence of the percentage contributions of the interaction motifs. Each 

plot is the average value of the disordered structure at a given temperature. Error bars represent 

standard deviation based on the calculated results. 

 

Intermolecular interaction energies. To explore the effect of interaction motifs on crystal stability, 

intermolecular interaction energies were calculated based on DFT and dispersion correlation 

(B3LYP-D2/6-31G(d,p); see Methods section for more details). The energy calculations for all pairs 
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were performed between the center molecule of (0,0) and surrounding molecules, as shown in Fig. 2. 

The calculations of the interaction energies of all pairs afforded 12 unique intermolecular interaction 

energies (Supplementary Figure 3). Among them, the six largest interaction energies were extracted 

for further discussion on crystal stability (Fig. 5). The largest interaction energy is that of the (0,0)–

(0,+) and (0,0)–(0,-) pairs, between which π⋯π interactions are formed (Fig. 5a). The interaction 

energy was -42 kJ/mol in the a phase, which changed markedly at the transition to the β phase, and 

then continuously increased (i.e., became less stable) due to the temperature rise. The interaction 

energy of pairs (0,0)–(1,0) and (0,0)–(4,0), which reflect the C−H⋯O interaction motif, also tended 

to increase depending on the temperature increase (Fig. 5b). 

 In contrast to the π⋯π and C−H⋯O interactions, C−H⋯π interactions occurred for four 

different pairs: (0,0)–(2,+), (0,0)–(2,-), (0,0)–(3,+), and (0,0)–(3,-). The interaction energy of the 

(0,0)–(2,+) pair decreased (i.e., became more stable) at the transition from the a to β phase (Fig. 5c). 

While the interaction at the β phase became less stable depending on the temperature rise, the 

interaction stabilized slightly at the transition to the γ phase (Fig. 5c). For the (0,0)–(2,-) and (0,0)–

(3,+) pairs, the interaction energies also decreased (i.e., became more stable) at the transition from 

the a to β phase, and continuously increased with no distinct change at the transition from the β to γ 



 

15 

phase (Fig. 5d,e). The interaction energy of the (0,0)–(3,-) pair increased at the transition from the a 

to β phase, and decreased (i.e., became more stable) at the transition from the β to γ phase (Fig. 5f). 

These results for the C−H⋯π interactions indicated that three interaction pairs stabilized at the 

transition from the a to β phase, and that two interaction pairs stabilized at the transition from the β 

to γ phase despite the temperature increase. This temperature dependence behavior of the C−H⋯π 

interaction motif is different from the π⋯π and C−H⋯O interactions, suggesting that C−H⋯π 

interactions contribute to stability by forming polymorphs at higher temperatures.  
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Figure 5. Temperature dependence of intermolecular interaction energies. Panels a–f show the six 

largest interaction energies among the calculated energies. In each panel, the interaction pair 

comprises the center molecule and a molecule in the position as shown in the graph. Plots show the 
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average value of all calculated results at a given temperature. Error bars represent standard deviation 

based on the calculated results. 

 

Conclusions 

Intermolecular interactions of the crystal structures of enol-(S)-1, which contain disordered fragments 

of the tert-butyl group, were investigated by Hirshfeld surface analyses, related 2D fingerprint plots, 

and analysis of intermolecular interaction energies. The Hirshfeld surfaces and fingerprint plots 

showed that the enol-(S)-1 crystal consisted of three interaction motifs, namely, π⋯π, C−H⋯O, and 

C−H⋯π interactions (at the a, β, and γ phases). The percent contributions of C⋯C and O⋯H/H⋯O 

contacts, which reflect overall π⋯π and C−H⋯O interactions, decreased or did not change at the 

polymorphic transition from the a to β phase or β to γ phase. By contrast, the percentage contribution 

of C⋯H/H⋯C contacts, which reflects the overall C−H⋯π interaction, increased at these 

polymorphic transitions despite continuous decreases during the β phase with increasing temperature. 

The intermolecular interaction energies revealed that three of four energies, assigned to C−H⋯π 

interactions, stabilized at the transition from the a to β phase, and that two also stabilized at the 

transition from the β to γ phase. This unique behavior of the C−H⋯π interaction, compared to the 
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π⋯π and C−H⋯O interactions, supported the contribution of C−H⋯π interactions to the stability of 

high-temperature phases at polymorphic transitions. Our results provide a basis for performing 

intermolecular interaction analysis underlying polymorphic transitions and will aid the design of 

molecular crystals with polymorphic transitions. 

 

Methods 

Data manipulation 

The crystallographic information files (CIF) of enol-(S)-1 crystal at various temperatures were 

downloaded from the Cambridge Crystallographic Data Centre (CCDC) using the reference numbers 

1879558–1879564. Since the crystal structures at β and γ phases contain disordered fragments of tert-

butyl substituent, the .cif files of the disordered structures were edited (i.e., separated) to afford 

ordered structures. For example, the crystal structure at the γ phase has Z’ = 1 with disorder between 

two conformations of the tert-butyl substituent; separation affords two .cif files. One file contains 

only major, and the other only minor, conformations, where the crystal structures are assumed to be 

ordered. For the β phase, separation affords four .cif files from each raw .cif file due to Z’ = 2. See 

Supplementary Figure 1 for this scheme. 
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Computation of intermolecular interactions 

The Hirshfeld surfaces were calculated based on molecular weight function using 

CrystalExplorer17.5 [28–30]. The Hirshfeld surface surrounding a molecule can be obtained and 

visualized as a three-dimensional configuration, as described in previous reports [23–25]. The 

visualization, colored according to the dnorm property, represents close interactions between the 

internal and external molecules. By selecting atoms inside and outside the surface, the corresponding 

atom–atom contacts were colored. The 2D fingerprint plots of the Hirshfeld surface were represented 

by reciprocal coordinates with vertical axis de (distance from the surface to the closest nucleus outside 

the surface) and horizontal axis di (distance from the surface to the closest nucleus inside the surface. 

dnorm is the sum of di and de normalized by the van der Waals radius. 

To calculate intermolecular interaction energies, all molecules having an atom within the van der 

Waals radius of 3.8–4.1 Å around a selected molecule were considered to afford surrounding 16 

molecules. The intermolecular interaction energies are composed of four components, namely, 

electrostatic (Eele), polarization (Epol), dispersion (Edis), and exchange-repulsion (Erep) energies. The 

dispersion energy is Grimme’s D2 dispersion correlation [31], and the intermolecular interaction 
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energies were calculated based on B3LYP-D2/6-31G(d,p) using CrystalExplorer 17.5. The total 

energy (Etot) was calculated by summing these four energies, with scale factor coefficients of 1.057, 

0.740, 0.871, and 0.618, respectively [29]. When the crystal structure has Z’ > 1, calculations are 

performed independently for each independent molecule. The intermolecular interaction energy 

calculations were performed on a general desktop PC and each calculation took about 20 hours. 
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