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ABSTRACT

A multi-scale and multi-environment computational approach is proposed to study of

the modulation of the emission behavior of the triphenylamine (Z)-4-benzylidene-2-

methyloxazol-5(4H)-one (TPA-BMO) molecule [Tang et al., J. Phys. Chem. C 119, 21875

(2015)]. Going from (TD-)DFT calculations to classical Molecular Dynamics simulations

through the hybrid ONIOM QM/QM’ approach and the in situ chemical polymerization

methodology, we have rationalized distinct photophysical phenomena: (1) in low-polar

solvents, a polarity-dependent solvatochromic effect as well as a modulation of the emission

quantum yield, attributed to possible photophysical energy dissipation caused by low-

frequency vibrational modes, (2) in the aggregate, a subtle competition between an excitonic

coupling and a restriction of the intramolecular vibrations leading to an Aggregation-Induced

Emission behavior, and (3) in the polymer matrix, an antagonist effect between the loss of

global flexibility and the presence of vibrational modes similar to those observed in solution,

explaining a similar emissive behavior within the polymer.

1 Introduction

Aggregate-Caused Quenching (ACQ), Aggregate-Induced Emission (AIE) and Crystallized-Induced Emission

(CIE) can impact the emission properties of fluorophores. The first phenomenon, known since 1954 thanks

to the work of Förster,[1, 2] is characteristic of plane and aromatic organic molecules. When aggregated,

these molecules exhibit intermolecular interactions due to π-stacking, and the subsequent electronic couplings

decrease the fluorescence quantum yield (ΦF ). The second phenomenon, was revealed in 2001 by Tang

and coworkers with the highly flexible hexaphenlysilole molecule [3]. Once aggregated, the motions of the

phenyl peripheral groups are no longer possible: the non-radiative deexcitation path due to rotational and

/or vibrational deexcitation, observed in solution, is thus impeded and this restriction favors the radiative

deexcitation channel [4, 5, 6]. This mechanism, known as "Intramolecular Vibration / Rotation Restrictions"

(RIV / RIR), is also possible in the crystalline phase, leading to the so-called CIE phenomenon. In addition to

RIV and RIR, theoretical studies have shown the existence of other mechanisms that may explain AIE and

CIE such as the RACI model (Restricted Access to a Conical Intersection). Indeed, the investigation of the

potential energy surfaces (PES) can reveal the existence of a conical intersection between the ground state (GS)

and the first excited state (ES) which is accessible in solution and responsible for a rapid non-radiative decay.

This CI can be energetically destabilized in condensed phases, thus impeding the non-radiative deactivation

pathway and favoring the emission [7].
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Figure 1: (a) Representation of the (Z) isomer and (b) (E) isomer of the TPA-BMO molecule. The atom
numbering is provided along with the definition of selected distances and dihedral angles.

In this work, we are interested in the Triphenylamine (Z)-4-benzylidene-2-methyloxazol-5(4H)-one (TPA-

BMO) molecule (Fig. 1) which is a molecule synthesized via the condensation of an aldehyde and an

N-acetylglycine [8]. The acceptor group (BMO) is placed in para position of the TPA donor group (D)

allowing an electronic delocalization over the whole molecular structure.

The interest for this molecule lies in the modulation of its fluorescence properties depending on the environment

considered. It can be seen in Table 1 that in solution, for low-polar solvents, when the polarity of the solvent

increases, the fluorescence quantum yield decreases while the emission wavelength, λem is red-shifted [8]. In

a strongly polar solvent such as acetonitrile (ACN), a dual fluorescence is observed. In aggregate, there is

an enhancement of the radiative decay resulting in an AIE effect. More precisely, there is an increase of the

photoluminescence (PL) intensity when the water fraction ( fw) in DMSO-water mixtures increases. The PL

intensity reaches a maximum for fw= 70 % with λem = 573 nm [9]. In the solid phase, TPA-BMO emits in the

red region (λem = 635 nm) with a decrease of the ΦF value compared to non-polar solvents [9, 10]. Finally,

within a polymer matrix, the position of the emission band shifts towards longer wavelengths as the polarity of
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Table 1: Experimental optical properties of TPA-BMO in different environments: dilute solution (low polar
solvents), aggregate, crystal and within a polymer film. λmax is the maximum absorption wavelength, λem
is the emission wavelength and ΦF the fluorescence quantum yield (in %). TLN stands for toluene, DXN
= Dioxane, THF = Tetrahydrofuran, PB = Polybutadiene, PMMA = Polymethyl methacrylate and PEG =
Polyethylene glycol.

Solution[8] Aggregate[9] Crystal Polymer[11]
TLN DXN THF PB PMMA PEG

λmax 419 406 407 425
λem 509 530 576 573 597 499 525 567
ΦF 0.68 0.62 0.51 0.19

the polymer chains increases [11]. The relative PL intensity is not discussed in this experimental work but

there is no emission quenching when TPA-BMO is embedded in a polymer film.

Therefore, the TPA-BMO fluorophore presents a large modification of its emission properties while changing

the environment. This AIEgen (i.e. chromophore exhibiting AIE) is a potential candidate for the development

of luminescent solar concentrators (LSC) [12, 13]. In these devices, the AIEgen is embedded in a polymer

matrix and controlling the AIE phenomenon in this environment represents a real challenge. In this context,

theoretical studies represent a valuable tool to rationalize the emission properties of the fluorophore in these

different environments [14, 15, 16, 17, 18]. In this work, we will be interested in three different environments:

solution (low polar solvents), aggregate and polymer matrix. Our purpose is to "play" with the different methods

relying on computational chemistry and molecular modeling to set up tailored calculation schemes able to

reproduce and rationalize the experimental observations in these three environments. Due to the diversity

and complexity of these different environments, we propose a qualitative analysis aimed at highlighting

the photophysical phenomena leading to emission modulation. To this purpose, we will rely on previous

models that we have proposed to model the AIE effect with the help of Density Functional Theory (DFT)

and its Time-Dependent counterpart (TD-DFT), as well as Molecular Dynamics (MD) and hybrid QM/QM’

calculations [14, 15, 16]. To investigate the behaviour of TPA-BMO in a polymer matrix, the model that we

have recently developed to propose a realistic arrangement of a chromophore embedded in a polymer film will

be considered [19].

After a presentation of the computational strategies, the absorption and emission properties of TPA-BMO in

low-polar solvents, within an aggregate and embedded in a polymer matrix will be successively discussed.

2 Computational details

For the three environments, geometry optimizations, frequency calculations as well as the calculations of

the absorption and emission properties, electronic energy transfer (EET) and Huang-Rhys (HR) factors are

performed with the Gaussian 16 package [20].
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2.1 Solvated systems

In solution, the geometries of the ground state S0 are optimized using the DFT formalism while the study of

the excited states relies on the TD-DFT formalism. In the course of the geometry optimization, we ensure that

we obtain true minima on the potential energy surface (PES) by calculating the vibrational frequencies.

For both the geometry optimization and the calculation of the optical properties, we chose the exchange-

correlation functional (XCF) through a benchmark study performed with four different XCF: two global

hybrids (PBE0 [21, 22] and B3LYP [23]), one range separated hybrid (RSH) (CAM-B3LYP)[24] and a

meta-GGA functional (M06-2X)[25]. Each of this XCF has been associated with the 6-311G+(d,p) basis set.

From this benchmark study detailed in the Supporting Information, we have selected the M06-2X//M06-2X

calculation scheme which provides a calculated vertical excitation wavelength λabs equal to 377 nm in hexane.

λabs corresponds to the excitation wavelength with the highest f value in the low-lying excitation energy region.

This leads to a satisfactory ∆Ecalc−exp deviation between calculated and experimental excitation energies of

0.25 eV.

The solvent is implicitly modeled via the Integral Equation Formalism Polarizable Continuum Model (IEF-

PCM) [26]. To check the validity of this approach regarding the computation of the absorption and emission

properties, we have considered different solvents of increasing polarity: hexane (HXN), 1,4-dioxane (DXN),

toluene (TLN), tetrahydrofuran (THF), dimethyl sulfoxide (DMSO), acetone (ACT) and acetonitrile (ACN).

The ground state (GS) and excited state (ES) geometry optimizations as well as the prediction of the absorption

and emission properties are performed in the equilibrium limit using the linear-response (LR) PCM scheme.

The ground ρGS(r) and excited state ρES(r) densities are computed with the help of the cubegen utility provided

by the Gaussian16 suite and all density derived indexes were computed using the DctViaCube software [27, 28].

This index allows to define the spatial extent DCT corresponding to a given transition, using only the ρGS(r)

and ρES(r) density distributions. The definition of DCT (expressed in Å) as well as the amount of charge

transfer qCT (expressed as a function of the elementary charge e), is recalled in the Supporting Information

section.

The fluorescence quantum yield, ΦF , is evaluated qualitatively by calculating the so-called Huang-Rhys (HR)

factors. These dimensionless electron-vibration coupling constants allow, for an emission process, to represent

the variation of the vibrational mode j during the deexcitation process, S j→ S0:

HR j =
ω jD2

j

2h̄
(1)
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where ω j and D j are the frequency of the vibrational mode j (cm−1) and the displacement vector of this

mode between the equilibrium positions of the S j and S0 states [29, 14, 15]. These factors lead to the total

reorganisation energy Ereorg which is expressed as the sum over all the vibrational modes, j, of the product of

the HR factor and the corresponding frequency:

Ereorg = ∑
j

HR j.ω j (2)

Some MD simulations have been carried out with the AMBER18 package[30] in a water solvent box. The

simulation box corresponds to one TPA-BMO molecule surrounded by 4348 water molecules within a

20 Å cubic box. The General Amber Force Field (GAFF)[31] is used to describe TPA-BMO and the water

molecules are described with the TIP3P model [32]. For TPA-BMO, the atomic charges are obtained from

the parametrization procedure applied in GAFF, that is to say using HF/6-31G(d) RESP charges. To validate

the GAFF force field, we have compared the structures minimized in vacuum (i) with GAFF within the

AMBER18 package and (ii) at the M06-2X/6-311g+(d,p) level with Gaussian16. The comparison of the

structural parameters obtained with these two approaches is discussed in Supporting Information and shows

that GAFF is able to provide accurate structural information for TPA-BMO.

The particle mesh Ewald (PME) method [33, 34] is used to model the electrostatic interactions and a cut-off of

8 Å is considered. After an energy minimization using the steepest descent algorithm and a heating of the

system from 0 to 300 K during 100 ps in the NVT ensemble, an equilibration simulation is first performed in

the NPT ensemble for 2 ns with a 1 fs time step. The reference pressure (1 bar) and the temperature (300 K)

are incorporated with the Berendsen method [35]. The subsequent MD simulations are carried out in the NVT

ensemble for 10 ns. The results of the MD simulations are then analysed with CPPTRAJ software [36] within

the AMBER18 package.

2.2 Aggregate phase

To model the aggregate phase, MD simulations are also performed with the AMBER18 suite. The initial

configuration of the aggregate is generated by the PACKMOL package [37]: 30 TPA-BMO molecules are

placed in a 30 Å side cubic box. This box is nested in a 80 Å side cubic box containing 17124 water molecules,

this simulation box is represented in Fig. 2(a). The TPA-BMO molecules are more concentrated at the center

of the simulation box to avoid a time-consuming aggregation process starting from a uniform distribution [38].

Then, the same protocol as the one described for one TPA-BMO molecule in solution is applied. At the end

of the NPT equilibrium simulation, we have checked that the system is at equilibrium and found a small

6



80 Å

4.1 Å

(a) (b) (c)

Figure 2: (a) Representation of the TPA-BMO aggregate in the simulation water box with an enlarged view
of (b) the aggregate with an highlighted molecule at the center and (c) the dimer organization for molecules
located at the periphery of the aggregate.

contraction of the cubic box (the edge length was reduced by 0.55%). The subsequent MD simulations are

carried out in the NVT ensemble for 10 ns.

We have randomly selected 10 TPA-BMO molecules within the aggregate and regularly extracted snapshots

along the 10 ns trajectory. The structural parameters of these 10 molecules are analyzed along the trajectory.

Concerning the optical properties, we have selected some molecules at the center of the aggregate (Fig.

2(b)) and at the edge (Fig. 2(c)). To calculate the absorption properties, we have relied on the ONIOM

model and more precisely, on a QM/QM’ strategy with polarisation embedding [39]. The QM method is

M06-2X/6-311+G(d,p) while the QM’ method corresponds to HF/3-21G. For a TPA-BMO molecule localized

at the center of the aggregate, the model (or "high level", HL) region corresponds to the molecule of interest

while the other TPA-BMO molecules (29 molecules) are described at the QM’ level. To describe the absorption

properties of a molecule at the periphery of the aggregate, several computational methodologies are compared

in the Supporting Information section (Table S4, Fig. S4 and S5). The strategy adopted is as follows (Fig.

S4): (i) the HL region corresponds to the molecule of interest and to the H2O molecules present in the first

solvation shell (that typically encompasses 1 to 4 molecules), (ii) the 10 TPA-BMO molecules closest to the

molecule of interest are described at the low QM’ level, the other are removed (iii) the ONIOM-PCM model is

considered [40, 41].

To calculate the emission properties, while optimizing the geometry of the S1 state, the molecules included in

the model system have the possibility to relax, while those constituting the surrounding system are kept frozen.
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2.3 Polymer

The TPA-BMO/polymer simulations are carried out with STAMP, a massively parallelised MD software

developed at CEA/DAM/DIF [42, 43, 44, 45] following the procedure recently developed to describe the

properties of a chromophore embedded in a polymer matrix [19]. We have considered a model cis-1,4-

polybutadiene matrix (referred to as polybutadiene or PB in the following).

We have used GAFF for TPA-BMO and the all-atom Optimized Potentials for Liquid Simulations force

field (OPLS-AA) [46] for the polybutadiene chains as done in previous works for this polymer [45]. The

van der Waals and electrostatic cross-interactions between TPA-BMO and polybutadiene are defined by a

12-6 Lennard-Jones (LJ) potential, with the ε and σ parameters obtained by the usual geometric mixing

rules between the pure GAFF and OPLS-AA non-bonded parameters. The long-range contribution of the

Coulomb interactions is computed with the Reaction Field method, using a cutoff radius of 10 Å and a relative

permittivity ε/ε0 = 2, corresponding to the experimental value of polybutadiene [47, 48, 49].

We have used the so-called controlled-like polymerization algorithm, noted CLP hereafter [45], and its

recent adaptation which can provide a realistic arrangement for a chromophore-embedded system: a detailed

description of the adaptation of the CLP algorithm was recently published [19], and only an overview of the

method is provided in the following section (see Fig. 3).

The first step of the process corresponds to the construction of a box containing one TPA-BMO molecule within

a reasonably equilibrated butadiene-monomer bath. To this purpose, an orthorhombic unit cell containing

one butadiene monomer at a quarter of the target density was designed and replicated 60×6×6 times along

the x-, y- and z-axis, respectively (2160 monomers). A slice containing one TPA-BMO molecule was then

stacked along this orthorhombic butadiene stacking. Periodic boundary conditions (PBC) are applied along

the 3 directions. At this point the positions of the TPA-BMO atoms are fixed in order to preserve the internal

structure of the fluorophore during the embedding procedure. In a second step, the system is progressively

compressed to the target density (d = 0.82) by a constant-velocity piston and the fluorophore is homogeneously

embedded in the monomer bath. Then, in step 3, the chains are grown monomer by monomer with the CLP

algorithm. At the end of the polymerization step, the chains are 20 to 25 monomers long which corresponds

to a 80 to 100 carbon atoms in length. At that stage, the constraints on the TPA-BMO atomic positions are

released and an equilibration / relaxation phase allows both the TPA-BMO molecule and the polymer matrix

to structurally adjust to their new local environment. A representation of a simulation box corresponding to

the TPA-BMO / polybutadiene system is provided in Fig. 3 - Step 4. The different parameter sets for steps 1 to

3 (ensemble, temperature, friction parameter γ of the Langevin thermostat, piston velocity, periodic boundary

conditions PBC, time steps and simulation times) are the same as those provided in Le Bras et al [19].
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Finally, the production phase is carried out during 1 ns in the NVT ensemble with a time step of 1 fs, using a

Langevin thermostat.
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Figure 3: Computational process to study the optical properties of TPA-BMO in a polymer matrix. Step 1:
simulation box building with a fixed TPA-BMO molecule in contact with an orthorhombic butadiene stacking.
Step 2: compression of the system to the target density by a constant-velocity piston. Step 3: chain growth,
monomer by monomer, with the CLP algorithm [45]. Step 4: TPA-BMO / polybutadiene simulation box
(TPA-BMO and some polybutadiene chains are highlighted, in purple and orange respectively). The positional
constraints on TPA-BMO are released for the equilibration and production runs. Step 5: definition of the high
and low layers used for the QM/QM’ calculations.

Then, ten snapshots are extracted at regular time steps (0.1 ns) along the trajectory. For each snapshot, the

TPA-BMO molecule and the polymer chains with at least one atom localized at a distance smaller than 3.5

Å of any atom of the fluorophore, are selected (see Fig. 3 - Step 5). A comparison of different strategies for

calculating the absorption properties of the TPA-BMO / polybutadiene system is presented and discussed

in the Supporting Information section (Table S5). This study leads us to consider the ONIOM QM/QM’

methodology within the polarisation embedding framework. The QM and QM’ levels are respectively based

on M06-2X/6-311+G(d,p) and HF/3-21G. The model region (or HL region) corresponds to the TPA-BMO

molecule while the selected polymer chains are described at the low QM’ level.
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3 Results and Discussion

3.1 Properties of TPA-BMO in solution

3.1.1 Electronic structures and optical properties

We have first determined the ground state structure of TPA-BMO in three different solvents (DXN, TOL, THF)

relying on DFT with PCM model. The TPA-BMO molecule presents two isomers, Z and E, as shown in Fig. 1.

For the three solvents, we have systematically found that the value of the Gibbs free energy for the Z isomer

is smaller than the E one by 0.15 eV. The Boltzmann population ratio for Z:E being close to 99:1 and no

Z-E photoisomerisation being experimentally observed,[8] all subsequent studies will be carried out on the Z

isomer (φBMO2=0◦).

Two torsional motions are possible along the φDA and φBMO1 dihedral angles represented in Fig. 1. In DXN,

the geometry optimization has revealed the existence of different conformers corresponding to (φBMO1=1◦,

φDA=37◦) and (φBMO1=-1◦, φDA=143◦). These two conformers present the same value of the Gibbs free energy

and the same absorption properties (see Fig. S7). Hence, in the following, we will focus our discussion on the

description of the conformer characterized by φBMO1=1◦ and φDA=37◦.

The comparison of selected structural parameters shows that the solvent has a negligible impact on the S0

geometry (see Table S6 in Supporting Information). Consequently, the absorption wavelength are very close

with calculated λabs values respectively equal to 378, 379 and 381 nm in DXN, TOL and THF.

The computed absorption spectrum in DXN is provided in Fig. 4 and one can note a nice reproduction of

the experimental feature. The calculated maximum absorption wavelength λabs corresponds to the S0 → S1

transition and is characterized by a HOMO→ LUMO electronic excitation. Fig. 4 shows that the HOMO

is mainly delocalized on the TPA donor part while the LUMO is centered on the BMO acceptor moiety.

Therefore, the maximum absorption band, characterized by a π-π* transition, presents a charge transfer (CT)

character with the CT dipole moment represented in Fig. 4.

To compute the emission properties, the structure of the S1 state has been optimized. The comparison of the

structural parameters of S1 with S0 (Table S6 in S.I.) shows that, for the three solvents, the dT PA, dBMO1 and

dDA distances are shorter in the excited state than in the ground state. This finding results in an overall decrease

of the total length of the molecule with, for instance, dtot = 13.06 Å for S0 and dtot = 13.02 Å for S1 in DXN.

Moreover, upon relaxation on the S1 state, the torsional angle between the donor and the acceptor moieties

φDA decreases by about 20◦. The structure of TPA-BMO is thus more planar for S1 than S0. Finally, for S1,

this dihedral angle value depends on the solvent polarity with φDA = 17◦, 16◦ and 14◦ for respectively DXN,

TOL and THF.
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Figure 4: Calculated UV-Vis absorption spectrum of TPA-BMO in DXN (convolution with a Gaussian function,
FMWH = 0.33 eV) and comparison with the experimental spectrum [8]. The orbitals involved in the λabs
transition are represented, as well as the variation of the electronic density ∆ρ (dark blue: gain of electronic
density; light blue: loss of electronic density).

It has been experimentally observed that the emission phenomenon undergoes a solvatochromic effect with

λem = 530, 509 and 576 nm in DXN, TOL and THF respectively [8]. We obtain the same behaviour with

calculated emission wavelengths corresponding to 466, 469 and 505 nm in DXN, TOL and THF, which leads

to a respective deviation from experiment of 0.32, 0.21 and 0.30 eV.

More generally, Tang et al [8]. have demonstrated that the absorption band is not solvatochrom as shown by

Fig. 5(a). By considering 6 different solvents (DXN, TOL, THF, ACN but also DMSO and ACT), we obtain

exactly the same trend with a quasi constant ∆Ecalc−exp deviation of 0.22 eV (Fig. 5(b)). On the opposite, for

the emission phenomenon, there is strong solvatochromic effect which is nicely reproduced by our calculations

(Fig. 5(c)) with an average ∆Ecalc−exp deviation of 0.24 eV (Fig. 5(d)).

DCT (Å) µCT (D)
Solvent S0 → S1 S1 → S0 S0@S0 S1@S0 S0@S1 S1@S1
DXN 5.016 4.382 4.83 21.96 7.39 19.92
TLN 5.040 4.408 4.81 23.08 7.51 20.20
THF 5.263 4.671 5.16 23.13 9.03 23.12

Table 2: Values of the DCT index observed upon the S0 → S1 and S1 → S0 transitions in DXN, TLN and
THF. Values of the dipole moment µ in D calculated for the three different solvents for the Si state at the S j
geometry (Si@S j) with i, j = 0,1.

To rationalize the non-solvatochromic (respectively solvatochromic) effect observed for the absorption (resp.

emission) phenomenon, we have determined the DCT index as well as the value of the dipole moment µ

calculated for the Si state at the S j geometry (µSi@S j ) with i, j =0,1. First, we observe in Table 2 that for

the three solvents, the DCT index is large (about 5 Å), which is in agreement with the CT character of the
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Figure 5: (a) Calculated λabs and experimental λmax absorption wavelengths (in nm) as a function of the
solvent dielectric constant ε . (b) ∆Ecalc−exp deviation (in eV) calculated for the maximum absorption band as
a function of ε . (c) and (d) Same as (a) and (b) for the emission wavelengths.

absorption band previously assigned via the frontier molecular orbital analysis. The same trends can be

highlighted for the three solvents in the Franck-Condon region (S0 geometry) with similar DCT and dipole

moment µS0@S0 values.

In addition, we observe that in DXN, the dipole moment increases from 4.83 D to 21.96 D after the S0 → S1

excitation (in the Franck-Condon -FC- region). The relaxation on the first excited state then leads to a decrease

of the dipole moment to the value of µS1@S1=19.92 D. In THF, the dipole moment increases from 5.16 D to

23.13 D upon the vertical electronic excitation and when the molecule relaxes on S1, contrary to DXN, the

dipole moment remains constant (µS1@S1=23.12 D). This behaviour reflects the polarization of the electron

density of the molecule by the solvent. Since THF is a more polar solvent, the charge separation within the
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TPA-BMO molecule is stabilized while relaxing on S1. Thus, the stabilization of the CT state decreases the

deexcitation energy and red-shifts the fluorescence emission spectra.

This solvatochromic effect can be generally explained by the Lippert-Mataga equation derived from Onsager’s

reaction field theory [50]. As shown in Supporting Information, there is linear relation between the calculated

Stokes shift ∆ν̄ between the spectra peak frequency of emission and absorption, and the solvent polarity

described with the quantity ∆f :

∆ f =
ε−1
2ε +1

− n2−1
2n2 +1

(3)

where ε and n is the static dielectric constant and the optical refractive index of the solvent, respectively. This

confirms that for TPA-BMO, the general solvent effect prevails: the emission wavelength increases with the

solvent polarity.

3.1.2 Modulation of the emission efficiency

In solution, for low polar solvents, Tang et al. have observed a decrease of the fluorescence quantum yield due

to the increase of the solvent polarity (see Table 1).

First, regarding the modulation of the emission properties, conical intersections (CI), regions of the potential

energy surfaces (PES) where the ground state S0 and the excited states become degenerate, can play an

important role regarding the non-radiative deactivation pathway. Hence, we have explored the topology of the

PES of the low-lying states to investigate the existence of energetically accessible CI regions. The relative

energy of the S0, S1 and S2 states of TPA-BMO as a function of the dihedral angle φDA and φBMO1 is given in

Fig. 6 for TPA-BMO in TLN. We remind here that no Z-E photoisomerization was experimentally observed

[8]. Hence, the scan along the φBMO2 corresponding to the Z-E torsion has not been investigated.

For both energy profiles, we have scanned the torsional angle from 0◦ to 180◦ with a 10◦ step, optimized the

remaining structural parameters for the ground state S0 and calculated the vertical excitation energy for S1

and S2 (solid lines). We have also calculated the same energy profile for S1 (the S1 state has been optimized)

but the angle interval along the scan is 30◦ (dotted lines). The structural and energetical parameters of the

optimized S0 and S1 geometries (optimization carried out without any constraint) are also given (S0,opt and

S1,opt in Fig. 6). In the FC region, S1 and S2 states both present a CT character, the CT character of S1 being

more pronounced than S2. For instance, the DCT index value is respectively 5.04 and 4.06 Å for S1 and

S2 with a CT from TPA to BMO. Along the PES presented in Fig. 6, the CT character of both the S1 and

S2 states is preserved (a detailed analysis of the nature of S1 and S2 for the S0,opt , S1,opt , S1,DA−barrier and

S1,BMO1−barrier structures is provided in Supporting Information).
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The analysis of these energy profiles reveals that there is no conical intersection in the considered regions

where the excited states of TPA-BMO can be efficiently deactivated to the ground state S0. Consequently, for

low polar solvents, the modulation of the emission efficiency can not be explained by rapid radiationless decay

due to electronic energy funnels.
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Figure 6: Relative energy in kcal.mol−1 of the S0, S1 and S2 states as a function of the φDA (a) and φBMO1
(b) dihedral angle (TLN solvent). For fixed values of φDA and φBMO1 (step range=10◦), the ground state
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GS and first excited state optimized structure, without any constraint. The energy reference corresponds to
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Non radiative mechanisms can also arise from the transfer of the electronic excitation energy to low-frequency

vibrational modes, these are the RIR and RIM mechanisms described in introduction. To investigate the role

of the electronic to vibrational energy conversion on the modulation of emission efficiency, we have computed

the HR factors and reorganization energies in TLN, DXN and THF.
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Figure 7: Calculated HR factors versus the normal-mode wave numbers (ω) in the S1 state for TPA-BMO in
(a) TLN, (b) DXN and (c) ACN. Vibrational modes yielding the largest HR factors are also represented.

As mentioned in the section 2.1, HR factors can be used to qualitatively assess the quantum fluorescence

yield, ΦF with ΦF =kr/(kr+knr), kr the radiative decay rate and knr the non-radiative decay rate. Indeed, knr

directly depends on the Internal Conversion (IC) rate, in the absence of intersystem crossing such as this

is the case for TPA-BMO. Besides, the IC rate directly relies on HR factors [29, 51]. In this context, Dua

et al have shown that there is a direct quantitative relationship between the HR factor values, the IC rate

and the non-radiative decay rate constant [29]. They have shown that the non-radiative decay process and

the decrease of ΦF are directly linked to the presence of low-frequency modes with large HR factors. The

photophysical energy dissipation caused by vibrational motions can then be evaluated by the calculation of the

reorganization energy (Eq. 2). In previous works dedicated to the study of other AIEgen families in solution,

crystal and aggregate, the qualitative correlation between reorganization energy and the quenching of the
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emission process has been demonstrated [14, 15, 16, 51] and we propose to use the same strategy in the present

study. More quantitative studies can be considered for molecules in solution[52] but cannot be undertaken for

molecules within an aggregate or dispersed in a polymer matrix. Since we are interested in the comparison of

the TPA-BMO behavior in these three environments, we have calculated the total reorganization energy Ereorg

and qualitatively correlated the calculated value with the emission efficiency.

In this context, the Ereorg value is 2880, 2884 and 3080 cm−1 in TLN, DXN and THF, respectively, while

ΦF is 0.68, 0.62 and 0.51. Hence, the larger the Ereorg value is, the smaller ΦF is, as already observed in

previous works where the photophysical energy dissipation caused by vibrational motions is responsible for

the emission quenching [14, 15, 16]. In more details, at low frequencies, three vibrational modes present

important HR factor values (shown in Fig. 7). The first mode, ω1, corresponds to a motion outside the plane of

the entire molecule. The HR value associated with this mode decreases with the solvent polarity. The second

mode, ω2, corresponds to a BMO scissor motion centered on the angle θ2 as well as a balance movement of

the BMO phenyl cycle. In that case, the HR factor increases significantly as the solvent polarity increases

(HR = 2.03 and 2.81 in TLN and ACN respectively). Finally, ω3 corresponds mainly to a rotation of the TPA

phenyl groups and there is no dependence of the HR factor on the solvent polarity.

3.2 Properties of TPA-BMO within an aggregate

3.2.1 Structural and optical properties

Along the 10 ns simulation, the aggregate encompassing 30 TPA-BMO molecules represented in Fig. 2 is stable,

there is no splitting into smaller clusters. The analysis of this trajectory reveals that we can distinguish two

different regions within the aggregate. On the one hand, the center of the aggregate encompasses TPA-BMO

molecules that are not in contact with the solvent molecules and that do not present specific order. On the other

hand, for the periphery of the aggregate, the molecules form "head-to-head" dimers, thanks to π-π stacking

interactions as shown in Fig. 2(c). Within these dimers, the distance between two TPA-BMO molecules is

∼4.1 Å. Moreover, there are strong interactions between the water solvent molecules and TPA-BMO. The

analysis of the radial distribution functions (Fig. S6) shows the formation of three hydrogen bonds between

the oxazole group and three different H2O molecules.

We have compared the time evolution of the structural parameters for (1) an isolated molecule in water solution,

(2) a molecule at the center and (3) 8 molecules at the periphery of the aggregate, along a 10 ns trajectory. We

did not observe important variation of the bonds and angles when comparing the three systems (Table S8). On

the opposite, the environment has a strong impact on the dihedral angles φDA and φBMO1.
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Figure 8: (a) Normalized distribution of the dihedral angle φDA, (b) normalized distribution of the dihedral
angle φBMO1 and (c) representation of value couples (φDA,φBMO1) for an isolated molecule of TPA-BMO in
water solution along a 10 ns trajectory. (d), (e), (f) Same information for one molecule localized at the center
of the aggregate. (g), (h), (i) Same information for 8 molecules localized on the edge of the aggregate.

For a free molecule in solution, Fig. 8(a) and (b) show that φDA dihedral angles can adopt four distinct values

centered at ∼±35◦ and ∼±150◦ while for φBMO1, the preferential angle values are ∼±25◦ and ∼±150◦.

This leads to the existence of different conformers while for the molecule localized at the center of the

aggregate, the angle distributions are logically narrower and only one conformer is observed (Fig. 8(f)). This

loss of flexibility is due to the steric hindrance imposed by the rest of the aggregate. Indeed, the values of

angle φDA is between -70◦ and -10◦, with a maximum of the distribution obtained for -35◦ (Fig. 8(d)). For

φBMO1, the distribution represented in Fig. 8(e) peaks at a ∼25◦ angle value, with the torsion angle ranging

from -5◦ to 65◦. Finally, the molecules located at the periphery of the aggregate are logically more flexible

than those at the center: the standard deviation of dtot is respectively 0.14 Å and 0.03 Å. In addition, as

depicted in Fig. 8(g) and (h), the dihedral angle φDA can adopt 4 different values (-150◦, -25◦, 25◦, 150◦) while

the φBMO1 distribution shows three possible values (-170◦, 0◦, 170◦). By plotting the correlation between these

two angles (see Fig. 8(i)), a large number of conformers can be observed and the black dotted circle on Fig.
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8(i) encompasses half of the snapshots extracted along the trajectory. Globally, the most probable value of

φDA is ±37◦ for an isolated molecule in solution, this value slightly decreases to 35◦ for a molecule at the

center of the aggregate and drops to 25◦ for the molecules at the periphery (Fig. 8(a, d, g)). A similar trend is

observed for φBMO1 (Fig. 8(b, e, h)). There is thus a flattening of the molecular structure from the center to the

periphery of the aggregate. This can be explained by the existence of π-π interactions between TPA-BMO

molecules at the edge of the aggregate as shown in Fig. 2(c).
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Figure 9: Histograms of the normalized distribution of the maximum absorption wavelength λabs in nm (bin
sizes: 0.10 eV) and comparison with the experimental UV-Vis absorption spectrum (normalized absorbance)
[9]. Distributions calculated for (a) molecules located at the center of the aggregate and (b) molecules located
at the periphery (in each case, 40 different structures are considered, see text).

This variation of flexibility has an impact on the calculation of the absorption spectra as shown in Fig. 9.

First, to calculate the absorption spectrum for the molecules at the center of the aggregate, we have extracted

20 different snapshots (every 50 ps) and for each snapshot, we have identified 2 molecules localized at the

center. We have thus calculated 40 different absorption spectra and for each calculation, we have considered

18



the excitation energy corresponding to the absorption wavelength with the largest f value, λabs. We have

then plotted the histograms corresponding to the λabs normalized distribution using a bin size of 0.1 eV and

finally fitted this distribution with a Gaussian function. Fig. 9(a) shows that the distribution is centered at

λabs = 358 nm with a standard deviation σ = 19 nm. The deviation from experiment is large as shown in Fig.

9 with an energy difference of 0.55 eV between the experimental and calculated maximum absorption band.

For the molecules located at the periphery of the aggregate, we have followed the same strategy and calculated

40 different absorption spectra based on the same 20 snapshots and randomly selecting 2 molecules at the

edge. The higher flexibility of the molecules at the periphery of this aggregate leads to a broader distribution

with a standard deviation σ = 27 nm. Besides, the maximum of the distribution (λabs = 385 nm) is red-shifted

compared to the molecules at the center, this is a direct consequence of the flattening of the molecular structure,

as previously discussed. Moreover, our methodological study provided in Table S4 has shown that taking

into account explicit H2O molecules in the high level region of the ONIOM QM:QM’ calculations is of

high importance. Indeed, for a given snapshot, with (respectively without) explicit H2O molecules, the

computed λabs value is 417 nm (resp. 374 nm),ds a detailed comparison is provided and discussed in Fig. S4 in

Supporting Information. Thus, the distribution of the λabs values calculated for the molecules at the periphery

of the aggregate in presence of explicit water molecules nicely reproduces the experimental absorption band

with a deviation of 0.30 eV as shown in Fig. 9(b). In the following, we will investigate the emission properties

of a molecule loacted both at the periphery and at the center.

3.2.2 Emission properties and modulation of quantum yields

The geometry of the first excited state has been optimized for a molecule at the periphery and at the center of

the aggregate. First, for a molecule located at the edge, the relaxation on S1 leads to (i) a slight contraction of

the molecule with a decrease of the dtot distance, (ii) a decrease of the dBMO1 distance, (iii) a decrease of φDA

by about 15◦, and (iv) a large modification of the TPA moiety with a decrease of the φT PA torsional angle of

34◦ and a decrease of the dDA distance by ∼0.1 Å (Table S10). The modifications (i) to (iii) have also been

observed for solvated molecules, contrary to the observation (iv). The structural modification observed for

the TPA group is certainly due to the strong distorsion of this moiety for the snapshot extracted from the MD

simulation.

For a molecule located at the center of the aggregate, upon relaxation on S1, the major structural evolution is

the decrease of the φDA angle. However, contrary to solvated molecules or molecules located at the edge of the

aggregate, the variation is much smaller (decrease of 6◦) compared to a decrease of 15 to 20◦ for the other

environments. This is due to the strong steric constraints imposed to the molecule located at the center by the

neighboring molecules.
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For a molecule located at the periphery, the strong structural modifications observed upon relaxation on S1 lead

to a large Stokes shift. The calculated emission energy is 550 nm and we nicely reproduce the experimental

emission wavelength (λem = 573 nm, Tab. 1) with a deviation of 0.09 eV. On the opposite, the Stockes shift is

much smaller for a molecule located at the center, the calculated emission wavelength reaching 421 nm.

In the aggregate, a modification of the potential energy surfaces presented on Fig. 6 leading to the appareance

of S0/S1 intersection would enhance the nonradiative decay and can not explain the AIE effect observed by

Tang et al. [8, 9]. Therefore, the modulation of the emission properties of TPA-BMO observed within the

aggregate may first be explained by a modification of the energy dissipation due to the vibrational modes.

Hence, the vibrational spectrum of the S1 structure for a molecule at the periphery of the aggregate is compared

to the one obtained in solution. One has to note that is not possible to compute the HR factors within the

ONIOM calculation framework. Fig. 10 reveals a strong modification of the overall low-frequency vibrational

spectrum for both a molecule located at the center and at the periphery. Moreover, the inspection of all the

molecular vibrational modes at low frequencies (0 to 160 cm−1) reveals that the three modes modes mostly

contributing to the energy dissipation in solution (Fig. 7) can not be retrieved in the aggregated environment.

We remind here that these three vibrational modes are (1) a motion outside the plane of the entire molecule, (2)

a BMO scissor motion centered on the angle θ2 as well as a balance movement of the BMO phenyl cycle and

(3) a rotation of the TPA phenyl groups. For the aggregate, the vibrational modes presenting some similarities

with these three modes are provided but globally, one can note that the modes involving the TPA moiety

are hindered in the aggregate. We thus expect that no vibrational mode should be efficiently involved in the

nonradiative decay process.
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Another phenomenon can explain the modulation of ΦF , namely the possible energy loss through excitation

energy transfers between two TPA-BMO molecules forming a dimer at the periphery of the aggregate (Fig. 2).

The value of the excitonic coupling Ji j between 2 molecules i and j in a dimer[53, 54] reaches an average value

of Ji j = 60 meV, which is considered as a "medium" coupling. Since the excitonic coupling always increases

the non-radiative decay constant,[54] the molecular arrangement within the aggregate should promote the

non-radiative relaxation pathway.

Consequently, there is competition between two antagonistic effects, (1) the absence of vibrational mode

potentially contributing to the energy dissipation and (2) the existence of "medium" excitonic couplings leading

to moderate energy loss. for the molecules located at the edge of the aggregate. Overall, the observed AIE

effect can thus be interpreted by the predominant role of the first effect: the restriction of intramolecular

vibration (RIV) mechanism should open the radiative decay channels.

3.3 Properties of TPA-BMO within the polymer matrix

3.3.1 Structural and absorption properties

The structural parameters of TPA-BMO embedded in the polybutadiene polymer matrix are analyzed along

the 1 ns trajectory. Fig. 11(a) and (b) show the distribution of the dihedral angles ΦDA and ΦBMO1. These

distributions respectively peak at -65◦ for ΦDA (-35◦ in solution, see Fig. 8(a)) and 40◦ for ΦBMO1 (-25◦ in

solution, Fig. 8(b)). Thus, a global loss of planarity of the fluorophore is observed when going from the

solution to the polymer matrix. More precisely, the dihedral angle ΦDA preferentially adopts the -65◦ and

-125◦ values, while the dihedral ΦBMO1 ranges between -55◦ and 40◦.
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angle φBMO1 and (c) representation of value couples (φDA,φBMO1) for a TPA-BMO molecule embedded in a
polybutadiene matrix along a 1 ns trajectory.
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As depicted in Fig. 11(c), two different conformers can be identified and consequently, there is a loss of

flexibility of the TPA-BMO embedded in the polymer matrix compared to the solution (see Fig. 8(c)). Taking

into account both the loss of flexibility and planarity of the fluorophore allows us to highlight the mechanical

effect of the polymer matrix.

To investigate the optical properties, 10 different snapshots encompassing a TPA-BMO molecule and its its

closest neighboring polymer chain are extracted along the 1 ns trajectory (every 0.1 ns). For one snapshot,

we have compared the impact of the environment on the computed excitation energies. When TPA-BMO is

considered without the polymer chains, the calculated absorption wavelength is λabs = 381 nm. When the

polymer chains are taken into account within a ONIOM QM/QM’-PE strategy, we observe a blue shift of

0.06 eV with a computed λabs value equals to 374 nm (also see Table S5). Consequently, the presence of the

polybutadiene matrix has also an electronic impact on the absorption properties of the fluorophore.

In this context, for the ten snapshots, the computed λabs range from 335 nm to 409 nm with an average value of

350 nm and a standard deviation of σ = 23 nm. Hence, there is a large distribution of the computed absorption

properties as shown in Fig. 12.
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Figure 12: Comparison of the convoluted absorption spectra calculated for the ten snapshots extracted along
the 1 ns simulation of TPA-BMO embedded in a polybutadiene matrix. Calculated excitation energies are
convoluted with a Gaussian function (FWMH = 0.33 eV). The average value of λabs is also provided.

3.3.2 Emission properties and modulation of quantum yields

The geometry of the first excited state has been optimized for a TPA-BMO molecule surrounded by its closest

neighboring polymer chain. The relaxation on S1 leads to a slight extension of the molecule with an increase

of dtot compared to the S0 structure (Table S11) but also a flatening of the BMO moiety with a small decrease
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of both φBMO1 and φBMO2 dihedral angles. More importantly, a decrease of the φDA torsional angle is observed

with a value of -55◦ for S0 and -23◦ for the S1 optimized structure.

The calculated emission energy is 437 nm and we nicely reproduce the experimental emission wavelength

(λem = 499 nm, Tab. 1) with a deviation of 0.35 eV. This blue shift in the emission wavelength relative to the

solution or the aggregate may be related to the structural differences observed. Indeed, when comparing the S1

structures, the one obtained within the polymer matrix is the least planar (φDA = -23 ◦) when compared to the

solution or the aggregate (φDA = 17 ◦ and 13, respectively). As previously observed for the ground state, this

is due to the mechanical constraints imposed by the polymer matrix which leads to a conjugation loss and a

blue-shift of the emission energy.

Fig. 13 compares the calculated and experimental absorption and emission spectra obtained for TPA-BMO in a

dioxane solution (Fig. 13(a)) and within the polybutadiene matrix (Fig. 13(b)). Experimentally, a blue shift of

0.16 eV (35 nm) is observed between the emission wavelength, λem = 534 nm in DXN[8] and λem = 499 nm in

the polymer matrix [11]. Our calculations provide a blue shift of 0.18 eV (29 nm). Therefore, the calculation

protocol that we have designed and applied to this complex environment is capable of reproducing the trend

observed experimentally between the DXN solution and the polybutadiene polymer matrix.

To investigate the emission efficiency within the polybutadiene matrix, the frequencies of the first excited

state are computed and compared to those obtained in solution (Fig. 10). It was possible to identify the

same vibrational modes for which the values of the HR factors were large in solution, namely (1) the same

out-of-plane vibration motion at ω1 = 42 cm−1, (2) the pendulum motion of the TPA phenyl cycles (even if the

amplitude is greatly attenuated) along with the slightly modified vibration of the BMO methyl group and the

BMO phenyl rotation (with an increase of the amplitude) at ω2 = 99 cm−1, and (3) the rotation of the TPA

phenyl groups at ω3 = 154 cm−1. The fact that we have been able to retrieve the same vibrational modes as the

ones previously identified in solution (DXN) suggests a similar resulting emission efficiency within the matrix.

The dispersion of the energy during the relaxation of the excited state should thus be of the same order of

magnitude between those two phases (DXN and polybutadiene) and we expect ΦF within the polymer matrix

to be at least equal to the one obtained in solvent with a low polarity. This in agreement with the experimental

observations since there is no emission quenching when TPA-BMO is embedded in a polymer film.

4 Conclusions

The in silico study of the modulation of emission properties of TPA-BMO requires the use and configuration

of tailored computational chemistry methodologies based on molecular dynamics, (TD-)DFT and ONIOM
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Figure 13: Comparison of optical properties of TPA-BMO in DXN (a) and in the polybutadiene polymer
matrix (b)

QM/QM’ calculations. As revealed by this work, a particular attention should be paid to the modeling of

the environment. Indeed, for a fluorophore in solution, solvatochromic effects can be reproduced with the

help of PCM implicit model. In this context, the moderate fluorescence quenching observed in solution with

the increase of the solvent polarity is due to the modulation of the photophysical energy dissipation caused

by low-frequency vibrational modes. For TPA-BMO molecules forming an aggregate, our study revealed

the importance of analyzing and comparing the properties of the molecules located at the center and at the
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periphery of the structure. In this context, to understand the observed AIE phenomenon, the competition

between the restriction of intramolecular vibration (RIV) mechanism and the moderate energy loss through

excitonic couplings was investigated. For TPA-BMO, our study revealed that the hindrance of the vibrational

modes involved in the non-radiative decay process in solution is the predominant effect. Finally, we used a

recently set-up methodology which is able to mimic an in situ chemical polymerization and thus to propose a

realistic arrangement of a chromophore embedded in the polymer film. Careful analysis of MD trajectories

highlighted the impact of the polybutadiene matrix on the structural and optical properties through mechanical

and electronic effects. Although there is a loss of planarity and flexibility of the fluorophore within the polymer,

the vibrational modes mainly involved in the energy dissipation during the internal conversion process that

were identified in solution are still present. This in agreement with the absence of fluorescence quenching

experimentally observed for TPA-BMO embedded in a polybutadiene film. To conclude, a careful modeling of

the fluorophore environment and a combination of theoretical strategies allow the investigation of the different

photophysical processes at the origin of the modulation of the emission properties and provide a qualitative

understanding of the experimental observations. The design of novel AIE functional materials can thus benefit

from the multi-scale and multi-environment computational approach developed in this study.
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