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Abstract

Liquid microjet photoelectron spectroscopy is an increasingly common technique to measure vertical
ionization energies (VIEs) of aqueous solutes, although the interpretation of these experiments is
subject to questions regarding sensitivity to bulk versus interfacial solvation environments. Here,
we compute aqueous-phase VIEs for a set of inorganic anions, some of which partition preferentially
at the air/water interface, using a combination of molecular dynamics simulations and electronic
structure calculations. The results are in excellent agreement with experiment, regardless of whether
the simulation data are restricted to ions at the air/water interface or to those in bulk liquid
water. Although the computed VIEs are sensitive to ion–water hydrogen bonding, we find that the
short-range solvation structure is sufficiently similar in the bulk and interfacial environments that
it proves impossible to discriminate between the two on the basis of the VIE, a conclusion that
has important implications for the interpretation of liquid-phase photoelectron spectroscopy. More
generally, analysis of the simulation data suggests that partitioning of soft anions at the air/water
interface is largely a second (or third) solvation shell effect, arising from disruption of water–water
hydrogen bonds and not from significant changes in first-shell anion–water hydrogen bonding.

1 Introduction

Ion hydration and “specific ion” effects,1,2 in the sense
of Hofmeister’s ranking of the lyotropic effects of aqueous
ions,2–6 play a significant role in the chemistry of the air/
water interface.1,7–9 This is an importance interface for
atmospheric chemistry,10–13 where for example interfacial
Cl− and Br− are relevant to the chemistry of seawater
aerosols,14–17 while NO−

3 plays a role in atmospheric NOx

chemistry.13,18 Brine rejection at the seawater/ice inter-
face has profound consequences for vertical circulation in
Arctic and Antarctic waters.19,20

It is well established that certain ions partition
preferentially at the liquid/vapor interface,1,9,21–29 and
the effect is reproducible in molecular dynamics (MD)
simulations.7,29–39 For certain ions, a surface propensity
is evident in the potential of mean force corresponding
to moving the ion through the air/water interface and
into bulk water.31,36,38 The trend is illustrated by the
halides: I−(aq) and Br−(aq) exhibit a clear preference
for the interface whereas Cl−(aq) is something of an in-
termediate case, and F−(aq) exhibits no surface propen-
sity whatsoever.1,7,31,33,35–37,39 Chemical hardness,40–43

which is distinct from polarizability,41,44–48 is found to
correlate with surface propensity and can be used to ra-
tionalize why polarizable but multivalent ions such as
SO2−

4 , SO2−
3 , CO2−

3 , and PO3−
4 prefer the bulk environ-

ment, whereas soft anions such as I−, ClO−

4 , SCN
−, and

NO−

3 exhibit varying degrees of surface propensity.1

Surface-selective second harmonic generation (SHG)
experiments of soft ions at the air/water interface sug-
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gest an enhanced free energy of adsorption, whose
magnitude is on the order of a water–water hydrogen
bond.24–27 Studies of aqueous halides using vibrational
sum-frequency generation49 (VSFG) report significant
distortion of the hydrogen-bonding network at the inter-
face, in the case of the the heavier halides, as indicated by
a redshift in the O–H stretching band of water.22,23,49–54

Shifts in the O–H region of the infrared are also reported
in the presence of oxyanions XO−

3 (X = Cl, Br, I).55

The present work considers interfacial anion hydra-
tion in the context of solution-phase photoelectron spec-
troscopy via liquid microjets.56–61 Relative to gas-phase
photoelectron spectroscopy, interpretation of the micro-
jet results is subject to several interrelated issues re-
garding probing depth,28,56,59 the energy-dependent na-
ture of the electron attenuation length,62–64 and the in-
elastic mean free path of the outgoing photoelectron.62

Scattering of the outgoing electron imparts a de-
pendence on the wavelength of the photodetachment
laser,65–69 with changes in peak shapes for near-threshold
photoionization.69 Additional experimental uncertainty
arises due to the presence of streaming potentials at the
liquid interface.70–72 Some of these issues might be clar-
ified by means of theoretical calculations.

In water, the electron attenuation length ranges
from 1–10 nm depending on the electron’s kinetic
energy,59,63 suggesting that liquid microjet photoelec-
tron spectroscopy is interface sensitive,61 albeit with
significant contributions from beyond the first mono-
layer of solvent.73 Whereas interfacial effects on the
photochemistry74 and ultraviolet spectroscopy75,76 of
small aqueous solutes have been demonstrated, there has
been no systematic investigation of whether VIEs them-
selves are sensitive to the presence of the air/water inter-
face; the only detailed studies concern the rather unique
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case of the hydrated electron.66,77–83 It is known that
the VIE of liquid water is largely unaffected by dissolved
ions,84 shifting by < 0.2 eV over an 8 M concentration
range,84 and the VIE of I−(aq) is similarly unaffected
by concentration.85 It is not yet known whether VIEs of
aqueous ions are sensitive to the air/water interface or
not.

That issue is examined here by computing bulk and in-
terfacial VIEs for 16 common inorganic ions for which ex-
perimental data (from liquid microjets) are available,59,86

using a combination of MD simulations and electronic
structure calculations. Long-range polarization makes a
significant contribution to VIEs in water,87–95 and we
incorporate this effect via dielectric continuum bound-
ary conditions around an electronic structure calculation
that includes several solvation shells of explicit water
molecules.95 Excellent agreement with experimental re-
sults suggests that our procedure constitutes a useful,
general approach for modeling aqueous VIEs.

2 Computational Methods

A. Procedure. MD simulations were performed us-

ing the polarizable AMOEBA force field,96–98 which was
developed in part to describe aqueous solvation of inor-
ganic ions.99–101 AMOEBA hydration energies compare
favorably to quantum chemistry results for ion–water
clusters as well as to experimental estimates of single-ion
solvation energies.98,99 Parameters for CN−, Cl−, Br−,
I−, and SO2−

4 were taken from previous literature,96,101

but for the present work we extended the parameteriza-
tion of AMOEBA to include NO−

3 , NO−

2 , ClO
−, ClO−

2 ,
ClO−

3 , ClO−

4 , OCN−, SCN−, CO2−
3 , SO2−

3 and PO3−
4 .

(The parameterization follows an established protocol102

that is described in Section S1.1 of the Supporting Infor-
mation.)

Simulations were performed in the NV T ensemble us-
ing a 31.3 Å × 31.3 Å × 31.3 Å periodic simulation cell
containing 1,024 water molecules and a single ion, repre-
senting solvation in isotropic bulk water. The air/water
interface was modeled using a 31.3 Å× 31.3 Å× 156.7 Å
periodic slab. All simulations correspond to a liquid den-
sity of 0.997 g/cm3 and were performed at T = 298 K.
Convergence tests (Section S1.2) indicate that radial dis-
tribution functions (RDFs) and first-shell coordination
numbers are unchanged even in much smaller unit cells,
e.g., 18.8 Å × 18.8 Å × 94.0 Å for the slab simulations.
These RDFs are generally in good agreement with pub-
lished work, where available; see Section S1.2 for a discus-
sion. MD simulations were performed using the Tinker-

HP software.103

We use a “cluster-continuum” approach to compute
VIEs within an electronic structure framework.95,104

Clusters of water molecules, encompassing approximately
two solvation shells around the ion in question, are ex-
tracted at intervals along each MD trajectory. The VIE

for the ion–water cluster is then computed using elec-
tronic structure theory with dielectric continuum bound-
ary conditions,95 based on a Poisson equation solver
(PEqS).80,81,105 As described in detail elsewhere,81 this
approach uses a three-dimensional permittivity function
ε(r) to interpolate between the values ε = 1 within the
atomistic region (described using quantum chemistry),
and ε = 78 in the continuum region, representing bulk
water. A solvent-accessible surface95,106 is used to de-
fine the boundary across which this interpolation occurs.
A permittivity function for the air/water interface can
be constructed in similar fashion,80,81,95 using the Gibbs
dividing surface (GDS) to define the boundary between
ε = 1 (air) and ε = 78 (water). A schematic of this setup
is shown in Fig. S16.

Crucially, the continuum boundary conditions used
herein contain a “nonequilibrium” correction to the
VIE,81,95 in which the change in polarization upon sud-
den (vertical) ionization of the solute is computed using
the solvent’s optical dielectric constant, ε∞. For water,
whose static dielectric constant (ε0 = 78) is much larger
than its optical dielectric constant (ε∞ = 1.8), the use of
conventional (equilibrium) continuum solvation methods
in inappropriate for VIE calculations, as these methods
implicitly assume immediate reorganization of the sol-
vent upon ionization.95 The nonequilibrium correction
removes this overpolarization in the final state, and can
modify VIEs for aqueous ions by & 1 eV.81 Additional
details regarding the PEqS calculations can be found in
Section S2.3 of the Supporting Information.

Two of the radicals obtained upon ionization (namely,
NO2 and NO3) exhibit artifactual symmetry breaking at
the Hartree-Fock level, which precludes the straightfor-
ward use of correlated levels of wave function theory. For
that reason, all of the calculations reported here were per-
formed using density functional theory (DFT) with the
ωB97M-V functional.107 Symmetry-breaking is often sig-
nificantly mitigated by DFT,108,109 as confirmed in the
present cases; see Section S2.2 for a detailed analysis.
Basis-set effects are quite small, with double- and triple-
ζ VIEs differing by an average of < 0.1 eV (see Table S4).
Calculations reported below use the aug-cc-pVTZ basis
set for the anion and the 6-31+G* basis set for the ex-
plicit water molecules, along with the SG-2 quadrature
grid.110 (For Br− and I−, we use the aug-cc-pVTZ-PP
basis set with the corresponding effective core potential.)
Electronic structure calculations were performed using
Q-Chem (v. 5.3).111

Although the ions considered here have VIEs that are
smaller than that of liquid water (estimated at 11.2–
11.7 eV),70,112–114 in a finite cluster X−(H2O)N it can
nevertheless be the case that the frontier orbital of X−

is not the highest-occupied molecular orbital (HOMO) of
the cluster. As in previous work,81 we compute the VIE
of X− using an initial guess corresponding to a super-
position of fragment densities, with selective ionization
of one fragment. The maximum overlap method115,116 is
then used to relax the orbitals of a non-aufbau determi-
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Fig. 1: Vertical ionization energies (VIEs) of increasingly
large NO−

3 (H2O)N clusters, measured either in terms of the
cluster radius (lower horizontal axis) or else the average num-
ber of explicit water molecules, 〈N〉 (upper horizontal axis).
All calculations were performed at the ωB97M-V/6-31+G*
level and each data point represents an average over 25 snap-
shots extracted from an MD simulation. With equilibrium
continuum conditions, both initial and final states are equili-
brated using a continuum whose dielectric constant is ε0 = 78,
whereas nonequilibrium boundary conditions polarize the fi-
nal state using ε∞ = 1.8 instead. Vacuum boundary condi-
tions include only the NO−

3 (H2O)N cluster but no continuum
model The experimental VIE is 9.4 eV.86

nant corresponding to ionization below the HOMO. More
robust convergence algorithms are available for difficult
cases,117 but we have not found them to be necessary
here.

B. Validation. Results from neutron and x-ray
diffraction, and from chromatography, establish that
even di- and trivalent ions typically disrupt the struc-
ture of water only into their second solvation shells,118,119

with ≤ 10 water molecules that are tightly bound to the
ion.118 Even for exotic ions such as e−(aq), the disrup-
tion is limited to two solvation shells.82,83,87 Long-range
polarization does change dramatically upon ionization,
however, leading to very slow convergence of VIEs with
respect to the number of explicit water molecules.87–94

Consideration of the Born ion model suggests ∼ R−1

convergence behavior, for an ion–water cluster of ra-
dius R, and in practice that may mean 500–1000 water
molecules to obtain converged results.88–94 This problem
is not unique to VIEs and is also encountered in pKa

calculations.104

A solution to this conundrum is to use continuum
boundary conditions to accelerate convergence with re-
spect to the size of the atomistic solvent cluster. Conver-

gence of the VIE for NO−

3 (aq) is examined in Fig. 1 using
atomistic solutes NO−

3 (H2O)N with an increasing num-
ber of explicit water molecules, comparing results using
both equilibrium and nonequilibrium continuum bound-
ary conditions as well as vacuum boundary conditions.
For reasons of computational expedience, these conver-
gence tests were performed not with PEqS but instead
using a polarizable continuum model (PCM),120–123 as
convergence properties are similar in both cases.80

Convergence to the experimental VIE of 9.4 eV86

is obtained using nonequilibrium boundary conditions
with approximately two solvation shells of explicit wa-
ter molecules, corresponding N ≈ 40 water molecules or
a cluster radius R ≈ 6.0 Å around the ion. Similar con-
vergence has been observed in the case of e−(aq),80 which
might be considered something of a worst-case scenario
due to the delocalized nature of the ion. This is obvi-
ously much faster convergence as compared to the hun-
dreds of water molecules suggested above, and indeed it is
clear from Fig. 1 that convergence is dramatically slower
in the absence of dielectric boundary conditions. Using
vacuum boundary conditions, the VIE of NO−

3 (H2O)N
is 1.0 eV smaller than the experimental value even with
N ≈ 70 explicit water molecules. Boundary conditions
based on an equilibrium continuum model (using ε0 only)
push that value closer to experiment, but the nonequi-
librium (ε∞-dependent) correction contributes 0.5 eV in
this example and is necessary in order to obtain agree-
ment with experiment. Notably, a “microhydration” ap-
proach, including only those water molecules that are
directly hydrogen-bonded to the ion (corresponding to
R = 3.0 Å in Fig. 1) cannot be recommended with
any choice of boundary conditions. Polyvalent ions re-
quire a greater number of explicit water molecules to
converge the VIE, but additional convergence tests re-
ported in Fig. S17 demonstrate that a cluster extending
to R = 7.0 Å is sufficient even for PO3−

4 (aq).

3 Results and Discussion

A. Comparison to Experiment. By tuning the
photon energy and thereby the kinetic energy of the
ejected photoelectrons,63 liquid microjet photoelectron
spectroscopy has been used to measure the concen-
tration profile (versus depth) of ions at the air/water
interface.28,124 In other measurements, the concentration
dependence of the photoelectron yield of aqueous aniline
was found to correlate with the surface concentration in-
ferred from surface tension measurements.125 If the ion–
water hydrogen bonds are different at the interface as
compared to those in bulk water, then the VIE might
provide a probe of these structural changes. Indeed, com-
parison of the valence photoelectron spectra of the liquid
and vapor phases of water suggests that spectral shifts
engendered by hydrogen bonding are different depending
on the orbital that is ionized,59 and the convergence tests
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Fig. 2: VIEs for aqueous anions computed from bulk
(isotropic) and interfacial (slab) simulations, in comparison to
experimental VIEs from Ref. 86. The diagonal line indicates
agreement between theory and experiment. Calculations were
performed at the ωB97M-V level using nonequilibrium PEqS
boundary conditions, and each data point represents an av-
erage over 51 snapshots extracted from the MD simulation.
The corresponding numerical data are provided in Table 1.

in Fig. 1 indicate that the VIE is sensitive to short-range
ion–water hydrogen bonding. There has been little effort
to investigate interfacial effects on VIEs, however, except
in the special case of e−(aq),78,80,81 and in one prelimi-
nary computational study of F−(aq), Cl−(aq), Li+(aq),
and Na+(aq).81 Of these ions, e−(aq) is rather unique
and none of the others is particularly surface active.
Figure 2 shows the correlation between experimental

aqueous-phase VIEs for a set of common inorganic ions
with theoretical values computed in the present work.
(The corresponding numerical data are presented in Ta-
ble. 1.) Agreement between theory and experiment is
very good, with mean absolute errors of 0.2–0.3 eV, de-
pending on whether one compares the bulk or the inter-
facial data set to experiment. Experimental errors are
reported to be 0.1–0.3 eV for I−(aq) and smaller for the
other ions.59

For calculations in bulk water, continuum boundary
conditions can be implemented either by means of a
PCM,95,121–123 which uses a sharp dielectric boundary
located at the solvent-accessible surface, or else using a
smooth dielectric interface centered around that surface,
as in the PEqS approach.80,81,95 The variation between
VIEs predicted by either approach is < 0.4 eV in all cases
(Table 1), which offers some indication of the uncertainty
associated with construction of the dielectric boundary.
Only the PEqS method is extensible to the air/water
interface, and a key result of the present work is that dif-
ference between bulk and interfacial VIEs are < 0.1 eV,
on average.

Direct comparison of experimental and theoretical
VIEs is complicated by the fact that the experiments may
sample both bulk and interfacial ions,73 and the periodic
slab calculations definitely sample both environments.

Table 1: VIEs (in eV) for Aqueous Ions Using a Cluster-
Continuum Approach.a

Solute Expt.b 〈NH2O〉
c Theoryd

PCM PEqS

(bulk) bulk slab

Cl− 9.60 30 9.28 9.42 9.45

Br− 9.03 45 8.50 8.89 8.84

I− 8.34e 43 7.90 8.07 8.14

CN− 9.60 36 9.53 9.64 9.74

OCN− 9.15 36 9.26 9.27 9.32

SCN− 8.17 35 8.17 8.28 8.44

ClO− 8.59 36 8.69 8.83 8.88

ClO−

2 8.22 36 8.57 8.84 8.91

ClO−

3 9.66 37 9.64 9.63 9.77

ClO−

4 10.07 36 10.05 10.11 10.20

NO−

2 8.58 36 9.06 9.17 9.22

NO−

3 9.42 36 9.40 9.54 9.56

SO2−
3 7.84 61 8.01 8.12 8.03

SO2−
4 9.19 56 8.97 9.17 9.43

CO2−
3 8.30 58 8.52 8.66 8.72

PO3−
4 8.54 59 7.88 8.33 8.41

MSDf — — −0.05 0.10 0.17

MADg — — 0.23 0.21 0.26

aSimulated VIEs represent averages over 51 snapshots
and 500 ps of simulation time. Standard deviations are
∼ 0.3 eV. bFrom Ref. 86. cAverage number of explicit water
molecules in the QM region, for the bulk ions. dωB97M-V,
with the aug-cc-pVTZ basis set for the ions and 6-31+G*
for the explicit water. eWeighted average of spin-orbit
states (see text). fMean signed deviation, theory minus
experiment. gMean absolute deviation.

Values reported in Table 1 represent averages over the
entire simulation cell, and certain ions (such as NO−

3 )
move readily between the bulk-like interior of the slab
and the air/water interface. As such, it is not obvious
which (if any) of the theoretical values should be com-
pared directly to experiment, for a given ion, although
this ambiguity is largely mitigated by the close agree-
ment between isotropic and slab VIEs. Agreement with
experiment is comparable to the best available periodic
DFT calculations, which reported a mean absolute error
of 0.1 eV using range-separated hybrid functionals.86 The
present calculations, however, are free of issues related to
the use of periodic electronic structure for ionization or
redox processes.126–135

Having validated the accuracy of our computational
protocol with respect to experimental data, we next turn
to the most interesting aspect of the calculations, namely,
the similarity between VIEs computed for isotropic ver-
sus slab simulations, for the same ion. These differences
are < 0.3 eV for each of the ions in our data set, and
often much smaller. For I−(aq) and SCN−(aq), both
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of which exhibit significant surface propensity,136–142 the
difference between isotropic and slab VIEs is 0.1 eV and
0.2 eV, respectively. Note that for I−(aq), experimental
VIEs are reported corresponding to either of two different
spin-orbit states of the ionized species.59 Calculations re-
ported here do not include spin-orbit coupling so we use
[VIE(2P1/2)+2 VIE(2P3/2)]/3 as an estimate of the spin-

orbit-free experimental VIE.143

Convergence tests in Fig. S17 suggest that two solva-
tion shells of explicit water molecules, with nonequilib-
rium Poisson boundary conditions, is sufficient to afford
converged VIEs, even for multiply-charged anions. This
observation strongly suggests that the electronic struc-
ture of these aqueous ions depends only on short-range
interactions. The similarity between VIEs computed in
isotropic versus slab simulations suggests, in turn, that
the short-range ion–water interactions might be very sim-
ilar in both environments. This hypothesis is investi-
gated in Section 3C. Before that, we dissect the matter
of bulk versus interfacial VIEs in more detail by con-
sidering the full ensemble distribution of VIEs, for two
different anions that exhibit surface propensities: I−(aq)
and SCN−(aq).

B. Bulk Versus Interfacial VIEs. We next consider
how an ion’s position relative to the interface impacts its
VIE, focusing specifically on I−(aq) and SCN−(aq). Both
ions exhibit significant surface propensity and have be-
come canonical examples of surface-active ions.144 VSFG
experiments demonstrate that both ions have significant
effects on the O–H stretching band of water.22,23,139,140

Halides ions were considered extensively in the very
earliest studies of interfacial ion partitioning,1,7 but
SCN−(aq) at the air/water interface has also been con-
sidered in numerous studies.25,29,76,144,145 The latter ion
has also been considered in the context of Hofmeister
“salting-out” effects on proteins.146,147

For I−(aq), our DFT/PEqS calculations afford a VIE
of 8.07 ± 0.28 eV in bulk simulations where there is no
interface, as compared to 8.14±0.31 eV using snapshots
extracted from the periodic slab calculations. (Uncer-
tainties represent one standard deviation and character-
ize inhomogeneous broadening.) Both values are con-
sistent with the experimental VIE, 7.93 eV.86 In case
of SCN−(aq), bulk and slab simulations afford VIEs of
8.28 ± 0.27 eV and 8.44±0.29 eV, respectively, as com-
pared to an experimental VIE of 8.17 eV.86 For both
ions, the difference in the average VIE in the bulk versus
the slab simulation is less than the half-width of the VIE
distribution obtained upon thermal sampling.

That said, interfacial VIEs reported in Table 1 rep-
resent averages over the entire periodic slab, and both
I−(aq) and SCN−(aq) visit both the interfacial and the
bulk-like interior regions of the slab. Supposing that
the two regions were to afford very different VIEs, it is
conceivable that averaging over the entire slab simula-
tion might mask differences between bulk and interfacial
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Fig. 3: VIE distributions for I−(aq) and SCN−(aq), par-
titioned into bulk and interfacial contributions according to
distance of the ion from the GDS. Also shown are results from
an isotropic simulation representing “true bulk”. Strong simi-
larities between bulk and interfacial VIE distributions suggest
that similar VIEs reported in Table 1 are not simply artifacts
of averaging over a slab that contains both interfacial and
bulk-like regions.

VIEs, pushing the mean value closer to that obtained in
the isotropic simulation.
To account for this possibility, we performed much

longer (1 ns) simulations for I−(aq) and SCN−(aq), so
that we can carefully dissect the averaging based on the
position of the ion relative to the GDS. In what follows,
we partition the periodic slab simulation data into an
“interfacial part” and a “bulk part”, with the former de-
fined to be those snapshots where the ion resides within
a specified distance of the GDS. The VIE distribution
can then be partitioned into interfacial and bulk con-
tributions, and we will examine the sensitivity of this
partition to the distance cutoff that is used to define the
interfacial region.
Figure 3 presents the partitioned VIE distributions for

both I−(aq) and SCN−(aq), obtained from 200 snapshots
each separated in time by 5 ps. This is much better aver-
aging than what is reported in Table 1, and is necessary
in order to obtain good statistics for cases where the in-
terfacial region is defined narrowly, e.g., GDS− 1 Å. We
also consider partitions in which GDS − 3 Å and also
GDS − 5 Å is used to separate the bulk and interfacial
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regions. Results from an isotropic simulation in a cubic
unit cell serve as a fixed point of reference for bulk aque-
ous solution, and in every case the peak position from the
isotropic simulation matches exactly with the bulk-like
part of the periodic slab data. For SCN−(aq), the peak
of the VIE distribution is also exactly the same when the
data are restricted to the interfacial region, no matter
how narrowly defined, whereas for I−(aq) the interfacial
VIE peak is shifted to 0.2 eV lower in energy in the in-
terfacial region, for each of the three aforementioned def-
initions of the interfacial layer. That shift, however, is
smaller than the width of either the bulk or the interfacial
VIE distribution. We therefore conclude that interfacial
VIE distributions are essentially indistinguishable from
their bulk counterparts, for both I−(aq) and SCN−(aq).

C. Analysis of Short-Range Structure. We have
documented that two solvation shells of explicit water
molecules is enough to provide converged VIEs when ap-
propriate boundary conditions are employed, and that
VIEs computed for anions at the air/water interface dif-
fer from their bulk counterparts (if at all) by a shift that
is comparable to (or smaller than) the inhomogeneous
broadening of the VIE distribution. This implies that
any shift in the VIE for X−(aq) between the bulk and
interfacial environments is hardly distinguishable from
thermal fluctuations. Taken together with the rapid con-
vergence of the VIE with respect to explicit water, this
would seem to suggest that the short-range ion–water
hydrogen bonding around X−(aq) might not be that dif-
ferent at the air/water interface as compared to the bulk
aqueous environment. That hypothesis is explored in this
section, by examining various structural parameters ex-
tracted from the MD simulations.

Figure 4 shows the time evolution of three quanti-
ties along MD trajectories for I−(aq) and SCN−(aq):
the distance between the ion and the GDS, dGDS(t);
the instantaneous number of ion–water hydrogen bonds,
nHB(t); and lastly VIE(t). (Criteria for counting hydro-
gen bonds are discussed in Section S1.4 and are consistent
with several previous studies.) These simulations include
about 600 ps of data where the ion is near the interface
(dGDS < 5 Å) along with an additional 400 ps where it
moves farther away, into the bulk-like interior of the slab.

As the iodide ion moves to-and-fro relative to the GDS,
which is defined by dGDS = 0 in Fig. 4a, fluctuations in
VIE(t) appear to be completely uncorrelated with fluc-
tuations in dGDS(t). In particular, there is no discernible
change in the VIE when the ion moves away from the
GDS starting around t = 600 ps. Fluctuations in nHB(t)
also appear to be largely uncorrelated, except that I−(aq)
in bulk water is characterized by an average of slightly
less than one additional hydrogen bond, as compared to
the interfacial structures. (For I−, similarities between
bulk and interfacial solvation structure have been noted
before,38,141 and these are further quantified below.) The
apparent lack of correlation between VIE(t) and nHB(t)
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(dGDS) between the ion and the GDS that defines the air/
water interface, (b) number of ion–water hydrogen bonds
(nHB), and (c) the VIE.

is surprising in view of the fact that each of the first few
water molecules that is added around a gas-phase ion has
a very significant impact on the VIE, as is clearly seen
for NO−

3 (aq) in Fig. 1, yet transient fluctuations in the
hydrogen-bonding network do not correlate with the VIE
in any obvious way.

To further examine these correlations (or lack thereof),
the simulation data from Fig. 4 are replotted as two-
dimensional scatter plots, comparing the distributions of
dGDS and the VIE (Fig. 5a), as well as nHB versus VIE
(Fig. 5b). In the former case, there is a cluster of data
near dGDS = 0, consistent with the surface propensity
of I−(aq), however the corresponding VIEs are spread
over a range that is not dissimilar from the spread of
the entire data set. This is consistent with the similarity
between bulk and interfacial VIE distributions that was
documented in Fig. 3. It is difficult to see any correla-
tions at all in the nHB versus VIE data. While transient
fluctuations in the hydrogen-bond network are no doubt
the origin of the inhomogeneous broadening of the VIE
distribution, it is not so simple as saying that fewer hy-
drogen bonds to the ion implies a larger or smaller VIE,
especially with a metric that discretizes the ion’s hydra-
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Fig. 5: Scatter plots of VIEs computed for I−(aq) and
SCN−(aq), versus (a) the distance from the ion to air/water
interface, dGDS; and (b) the number of ion–water hydrogen
bonds, nHB. These are the same data that are plotted as time
series in Fig. 4.

tion shell into an integer number of hydrogen bonds.
In previous MD simulations of halide ions A−(aq) at

the air/water interface, Jungwirth and Tobias11 reported
that the larger halides exhibit distinctive differences in
terms of how their ion–water hydrogen bonds are oriented
with respect to the surface normal, when compared to the
same ions in bulk water. In that work, orientation with
respect to the surface normal vector r⊥ was measured in
terms of the angle it makes with rXO, examining

cosΘAO⊥
=

rAO · r
⊥

‖rAO · r
⊥
‖
.

We have analyzed our I−(aq) and SCN−(aq) simula-
tions in the same way, examining the distribution of
cos(Θ̄AO⊥

), where Θ̄AO⊥
denotes the average value of

ΘAO⊥
considering each of the nHB anion–oxygen vectors

rAO around the ion. (For SCN−, we take A = N.) Distri-
butions of cos(Θ̄AO⊥

) are plotted in Fig. S9, separately
for the the bulk and interfacial portions of the periodic
slab data, with the latter partitioned using different def-
initions of the interfacial region, as in Fig. 3. Results
for I−(aq) are similar to what was reported in Ref. 11.
For both I−(aq) and SCN−(aq), we find that rAO pref-
erentially aligns towards the surface when the ion is in
the interfacial region, whereas the distribution of angles
is more isotropic when the ion resides in the interior of
the slab. However, this alignment has seemingly no ef-
fect on the VIE. This is evident from Fig. S10, which
presents a scatter plot of VIE versus cos(Θ̄AO⊥

), analo-
gous to the scatter plots in Fig. 5, and also from Fig. S11,
which plots a joint probability distribution in VIE and
cosΘAO⊥

, stripping away the averaging over first-shell
hydrogen bonds.
Listed in Table 2 are the average structural parame-

ters for I−(aq), SCN−(aq), and two other ions that ex-
hibit surface propensity (NO−

3 and ClO−

4 ), along with
one that does not (NO−

2 ) as a point of comparison. As
in the analysis above, these data are taken from periodic
slab simulations that are partitioned into bulk-like and
interfacial regions, using GDS− 3 Å to separate the two.
In addition to nHB, the structural parameters examined
in Table 2 include the average A− · · ·H hydrogen-bond
distance (r̄HB) and average H–A–O (θ̄HB). Both quanti-
ties are averages over all nHB ion–water hydrogen bonds
in a given snapshot, and then the ensemble average af-
fords the values reported as 〈r̄HB〉 and 〈θ̄HB〉 in Table 2.
Finally, 〈CN1〉 and 〈CN2〉 represent the average coordi-
nation numbers in the first and second solvation shells
of the ion. The former is defined by the first local mini-
mum in the X· · ·Ow RDF, where X is the central atom
of the ion and Ow denotes a water oxygen. (The RDFs
that are used to make this determination are plotted in
Fig. S3.) Due to the diffuse solvation structure around
many of the soft ions, the value of CN2 is not defined
by any RDF but is instead based on the number of wa-
ter molecules contained within the cutoff distance that
is needed to converge the VIE; see Section S1.4 for a
discussion.

Note that 〈CN1〉 is considerably larger than 〈nHB〉 for
each of the ions in Table 2, indicating that the first sol-
vation shell defined by the RDF includes quite a few wa-
ter molecules that are not directly hydrogen-bonded to
the ion. This difference, 〈CN1〉 − 〈nHB〉, ranges from
3.6 additional water molecules for NO−

3 in bulk water
(or 1.6 additional water molecules for NO−

3 at the inter-
face) up to 11.4 (bulk) and 7.5 (interface) in the case of
SCN−. This may explain the lack of correlation between
instantaneous values nHB(t) and VIE(t): even as hydro-
gen bonds to the ion are transiently broken and formed,
the ion maintains a larger number of inner-sphere wa-
ter molecules, polarization of which (upon ionization of
the ion) may help to counterbalance fluctuations in the
hydrogen-bonding environment.

In view of the significant difference between 〈CN1〉 and
〈nHB〉 when the ion resides in the bulk-like region of the
slab, differences in 〈CN1〉 for the bulk versus interfacial
environments seem less important. A reduction in 〈CN1〉
as the ion moves to the interface is expected, and arises
at least partly (and perhaps mostly) from reduced water
density at the interface. More significant, in our view, is
the fact that the average number of ion–water hydrogen
bonds is remarkably similar in both environments. The
value of 〈nHB〉 at the interface does decrease by about
one full hydrogen bond for I− and NO−

3 , but is essentially
unchanged for ClO−

4 and SCN−. Values of r̄HB and θ̄HB

are essentially identical in both environments, for each of
these ions. In particular, the ion–water hydrogen bonds
are just as close to linearity (θHB = 0) at the air/water
interface as they are in bulk water.

Compelling similarities between ion–water structural
parameters in the bulk and interfacial environments come
into better focus when presented in the form of radar
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Table 2: Average Structural Parameters for Aqueous Ions from Periodic Slab Simulations.a

Parameter NO−

2 NO−

3 ClO−

4 SCN− I−

bulk interface bulk interface bulk interface bulk interface bulk interface

〈CN1〉
b 11.4 8.9 9.0 8.0 14.0 11.0 14.0 10.0 11.0 7.0

〈CN2〉
c 36.5 25.7 36.0 32.0 33.0 25.0 36.0 25.0 31.0 20.0

〈nHB〉
d 5.0 4.8 5.4 4.4 6.5 6.6 2.6 2.5 6.0 5.2

〈r̄HB〉
e/Å 1.9 1.9 1.9 1.9 2.2 2.2 2.1 2.1 2.9 2.8

〈θ̄HB〉
f/deg 6.9 6.7 7.6 7.0 8.5 7.5 7.2 6.8 6.8 5.8

aInterfacial region is defined as GDS− 3 Å. bCN1 = number of first-shell water molecules, defined by the
X· · ·Ow RDF. cCN2 = number of second-shell water molecules, defined by convergence of the VIE. dn

HB

= number of ion–water hydrogen bonds. er̄
HB

is the average A−
· · ·H distance for the n

HB
hydrogen bonds

around an instantaneous configuration of the ion, with A = O for the oxyanions and A = N for SCN−.
f θ̄HB is the average H–A–O angle for the n

HB
hydrogen bonds around an instantaneous configuration of

the ion. (A value θHB = 0 indicates a linear hydrogen bond.)
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Fig. 6: Comparison of ensemble-averaged ion–water structural parameters for (a) I−(aq) and (b) SCN−(aq). Results are
shown for both the bulk and interfacial regions of a periodic slab simulation (defined based on a GDS − 3 Å partition), and
also for an isotropic bulk simulation. Numerical data can be found in Table 2 and similar plots for NO−

3 (aq) and ClO−

4 (aq)
can be found in Fig. S8.

plots; see Fig. 6 for I− and SCN−, and Fig. S8 for NO−

3

and ClO−

4 . Apart from differences in the total first- and
second-shell coordination numbers, which are manifesta-
tions of the reduced water density at the interface, the
solvation structure is remarkably similar and this imparts
a corresponding similarity upon the VIEs obtained from
bulk versus interfacial regions of the water slab. The
radar plots also compare averages obtained from bulk-
like interior region of the slab to those obtained from the
isotropic bulk simulations that have no air/water inter-
face. This comparison demonstrate that our preferred
partition of the slab (GDS − 3 Å) affords a genuinely
bulk-like region, where average structure parameters are
indistinguishable from those computed in the isotropic
simulations.
Structural parameters r̄HB and θ̄HB represent averages

over all nHB ion–water hydrogen bonds in a given snap-
shot, but Fig. 7 strips away this averaging by plotting
two-dimensional probability distributions in (rHB, θHB),

for both I−(aq) and SCN−(aq), separately for the bulk
and interfacial regions of each simulation. The distri-
butions cluster around rHB = 2.5–2.8 Å (iodide) and
rHB = 1.9–2.2 Å (thiocyanate) with θHB centered around
3–10◦ in either case, indicating nearly linear hydrogen
bonds. Quasi-linear hydrogen bonding is driven by ion–
water charge transfer,148 and in the case of SCN− it
explains the smaller value of 〈nHB〉 as compared to the
other ions (which is consistent with experiment),147 since
it would be difficult to accommodate a larger value of
near-linear hydrogen bonds around the linear SCN− moi-
ety.
Apart from a slightly longer tail in the distribution of

θHB, there is very little difference (for either ion) between
the joint probability distribution (rHB, θHB) that is ob-
tained in the interior of the slab versus that obtained at
the air/water interface. This is consistent with the simi-
larity between bulk and interfacial VIEs, despite the fact
that the latter property is sensitive to the short-range
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Fig. 7: Joint probability distributions in (rHB, θHB) that characterize the hydrogen bond environment around I−(aq) and
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hydrogen bonding evironment, as indicated by our con-
vergence tests (Fig. 1). The present results support the
idea that local solvation structure is hardly affected by
the presence of the interface, even for surface-active ions
such as I−, SCN−, NO−

3 , and ClO−

4 . Local solvation
structure around these four anions spans a range from
〈nHB〉 = 2.6 for SCN−(aq) to 〈nHB〉 = 6.5 for ClO−

4 (aq),
suggesting some generality to the conclusion that short-
range solvation structure of small inorganic ions is not
much affected by the presence of the air/water interface.

One might hypothesize that the lack of any pronounced
difference in the short-range hydration structure around
an interfacial ion, relative to that in bulk water, arises be-
cause the putative “interfacial” ion is in reality enveloped
by a layer of water even when dGDS is small. This hy-
pothesis is readily dismissed upon examination of the MD
trajectories, which reveal that both I− and SCN− at the
air/water interface spend a significant amount of time in
“air-exposed” configurations; see Fig. S6. Other stud-
ies have also concluded that interfacial iodide ions reside
primarily in the topmost layer of the solvent,38 and that
the presence of various Hofmeister ions disrupts the wa-
ter network only in the first solvation shell.21,118,149,150

The role of ion-induced water–water correlations in ex-
plaining ionic strength effects on water’s surface tension
has been specifically highlighted.151,152

An explanation for the structural similarities that is

consistent with the air-exposed solvation motifs that we
observe is that hydration of soft anions involves strong
hydrogen bonds on only one side of the ion, even in bulk
water, with a hydrophobic pocket emerging on the op-
posite side. This idea has been put forward previously
with regard to I−(aq),141 IO−

3 (aq),
144 and SCN−(aq),144

and in particular the structural anisotropy around I−(aq)
that is reported in Ref. 141 is reproduced by the simu-
lations reported here; see Fig. S12. As such, the air-
exposed configurations of the interfacial ion are not sol-
vated very differently as compared to the same ion in
bulk water. Other studies have also pointed to asymmet-
ric solvation environments around anions (more so than
cations), even in bulk water.153–156 Our results suggest
that the solvation environments of various soft anions
are asymmetric both in bulk water and at the air/water
interface, leading to VIEs that are essentially indistin-
guishable.

4 Conclusions

The present work investigates ionization energies of in-
organic anions in the aqueous phase, with particular fo-
cus on similarities between hydration motifs in bulk wa-
ter versus hydration at the air/water interface. Liquid
microjet photoelectron spectroscopy, which can measure
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the VIEs of these species in water, is mostly performed
at photon energies where the attenuation length of the
outgoing photoelectron is 1–10 nm,59,63 suggesting that
the experiments are more sensitive to solutes at the in-
terface. However, there has been little prior investigation
of whether the VIEs themselves are sensitive to interfa-
cial solvation, which is an especially relevant question for
soft anions that are known to partition preferentially at
the air/water interface. Our calculations suggest that
differences between bulk and interfacial VIEs are incon-
sequential, which we attribute to similarities in first-shell
hydration structure in both environments. These striking
similarities serve as a reminder that although the struc-
ture of the air/water interface may be modified by the
presence of dissolved ions, the hydration shell around
a given solute may or may not be different than what
it is in bulk aqueous solution. Whereas liquid microjet
photoelectron spectroscopy may be surface-sensitive, our
results strongly suggest that the observable that it mea-
sures is not surface-sensitive.

This work also reports a new computational protocol
for aqueous VIEs. The existing conventional wisdom
is that a prohibitively large number of explicit water
molecules is needed to obtain converged VIEs in aque-
ous solution,87–92 but with an appropriate choice of con-
tinuum boundary conditions we find that convergence is
achieved with two solvation shells. VIEs reported here
are within 0.2–0.3 eV of experimental values, even for
polyvalent anions. This is comparable to the accuracy
of the best existing periodic DFT calculations of the
same quantities,86 but without the complexities posed
by the periodic treatment when the number of electrons
changes.128–135 The protocol reported here is also readily
extensible to wave function-based quantum chemistry.

Rapid convergence of the VIE in our cluster-continuum
protocol suggests that this quantity is mostly sensitive
to short-range solvation structure, with the continuum
boundary conditions making a large but non-specific con-
tribution at longer range. Similarities in bulk and in-
terfacial VIEs result from similarities in the short-range
hydration environment. Our results are therefore consis-
tent with the presumed surface-sensitivity of liquid mi-
crojet photoelectron spectroscopy, but also reveal that
these values can likely be taken seriously as VIEs for bulk
aqueous solutes. The latter are important parameters for
the solution-phase theory of electron transfer.157–159

Observed similarities in the solvation structure of
bulk versus interfacial anions sets up another interest-
ing conundrum, namely, how to reconcile these obser-
vations with shifts in the O–H stretching band of wa-
ter are detected (using surface-selective vibrational spec-
troscopy) when soft ions are present at the air/water
interface.22,23,49–55 Our results suggest that this is likely
a second-shell (or possibly third-shell) solvation effect,
resulting from subtle changes in the network of water–
water hydrogen bonds that are induced by the presence
of the ion, rather than resulting directly from changes in
ion–water hydrogen bonds at the interface. The surface

sensitivity of soft anions is itself known to be a rather
subtle effect, difficult to ascribe to changes in any single
energetic term in the interaction potential,36,38 and at
least partly driven by entropic considerations.32,38 The
present work supports the idea that surface activity is
likely a result of ion-induced changes in the structure of
water itself,55 adding an aspect of nonlocal specificity to
Hofmeister specific-ion effects.
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