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ABSTRACT: Reaction rates in heterogeneous catalysis are predicted using the free energy profiles 

of elementary reactions. Conventionally, the energetics are computed from critical points of the 

potential energy surface, with harmonic free energy corrections. Here we use ab initio molecular 

dynamics and neural network-assisted enhanced sampling simulations to directly calculate the free 

energy landscape of a prototypical heterogeneous catalysis reaction, the dissociation of molecular 

nitrogen on ruthenium. We show that accelerating force- and frequency-based enhanced sampling 

using neural networks can characterize reactive phenomena at density functional theory-level 

accuracy. A previously reported molecularly adsorbed metastable state is found in the potential 

energy surface but is absent in the free energy surface. The potential of mean force for the 

dissociation reaction shows significant temperature-dependent effects beyond the standard 

harmonic approximation. We demonstrate that these thermodynamic effects can be important for 

elementary reactions on transition metal surfaces. 
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 Reactions of molecules on solid surfaces are the basis for many industrial chemical 

processes, including semiconductor processing, corrosion, electrochemistry, and heterogeneous 

catalysis.1–3 A prototypical reaction for understanding key concepts in heterogeneous catalysis is 

the catalytic synthesis of ammonia, a large-scale industrial reaction worldwide.4,5 On ruthenium, 

one of the most active catalysts for ammonia synthesis, the rate-determining step is the dissociation 

of molecular nitrogen.6 There have been numerous experimental and theoretical studies on the 

energetics of this process. Surface science techniques such as reactive scattering, molecular beam, 

and laser-assisted associated desorption have measured dissociation probabilities and energy 

barriers of N2 on Ru(0001).7–15 For these surface catalytic reactions, density functional theory 

(DFT) is widely used to predict reaction energies and activation barriers.2,14,16–23  

Early DFT studies of N2 on Ru(0001) have computed dissociation free energy barriers on 

the basis of normal mode analysis with the harmonic approximation (HA) and showed reasonable 

agreement with thermal rate experiments.6 These calculations require the predetermination of local 

minima and transition states of the potential energy surface (PES) and do not capture anharmonic 

contributions. A standard practice within surface science is to use a single, lowest-energy 

configuration for each intermediate state and the normal modes of only the adsorbate atoms to 

predict free energies. However, recent theoretical and experimental investigations of larger 

reacting molecules or structurally complex catalytic materials, like metal organic frameworks 

(MOFs), have reported appreciable entropic contributions to the reaction barriers and rates beyond 

standard HA, such as configurational multiplicity and anharmonicity.24–28 These findings suggest 

that extending free energy calculations beyond the conventional harmonic approach is essential 

for predicting free energy barriers and determining the reactive configurations.  
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While the free energies of surface reactions at finite temperature and pressure can in 

principle be directly calculated from dynamical simulations using DFT, i.e., ab initio molecular 

dynamics (AIMD), these simulations are computationally demanding (e.g., several hundred 

electrons) and limited to short-time scales (e.g., tens to hundreds of picoseconds). Recent works 

on N2 on Ru and other molecule-surface reactions have circumvented this problem by replacing 

DFT with neural network-based potentials18,19,29 or empirical interatomic potentials30–32. Here we 

develop and apply an enhanced sampling approach to map the free energy landscape of N2 

undergoing molecular dissociation on Ru using AIMD, where forces and energies are computed 

directly from DFT.  

Enhanced sampling methods enable the efficient calculation of the potential of mean force 

(PMF) or the free energy surface (FES) along the reaction coordinate by accelerating dynamic 

simulations. Adaptive enhanced sampling methods, such as metadynamics and adaptive biasing 

force (ABF), explore the configurational space by adding an adaptively computed bias to the 

original dynamics. Until recently26,33–42, these approaches focused on classical systems43–45 with few 

surface chemistry applications. In the last two years, machine learning-assisted enhanced sampling 

methods have been introduced to accelerate sampling efficiency over existing methods.46–51 The 

combined-force frequency (CFF) approach47 uses Bayesian regularized artificial neural networks 

(BRANN) to represent the bias based on the PMF and its gradient, combining several concepts 

from existing methods, such as metadynamics and ABF. However, the generalizability of these 

emerging methodologies to reactive systems on materials modeled with electronic structure 

calculations has not yet been demonstrated.   

In this work, we present a DFT description of the PMF for dissociation of N2 on Ru(0001) 

using a neural network-based enhanced sampling method called CFF with AIMD (i.e., CFF-
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AIMD). We show that neural networks accelerate enhanced sampling simulations to predict the 

long-timescale surface reaction phenomenon using AIMD. We find that the entropies of the 

intermediate states affect the topology of the FES, which consequently deviates from the PES. We 

use several variants of HA to show that the computed PMF using CFF-AIMD captures 

temperature-dependent contributions to the free energies that are not included in conventional HA 

methods, such as the effects of multiple dissociated states, configurational degeneracies, and 

vibrational entropy of surface atoms.  We demonstrate that these entropic effects can be critical 

for predicting the energetics of elementary reactions on metal surfaces.  

 Free energy calculations with enhanced sampling simulations are less computationally 

demanding using unbiased AIMD but can require a large number of DFT calculations to converge 

sampling statistics and quantify statistical uncertainties. Therefore, we adopt a computationally 

efficient DFT model, consisting of a 2 × 2 unit cell of an N2 molecule on a two-layer Ru(0001) 

surface (Figure 1A) (see Computational Methods). In CFF-AIMD simulations, we use two-

dimensional (2D) collective variables (CVs) to describe the bond breaking/formation and 

adsorption/desorption processes for the dissociation of N2 on Ru: the N-N distance	(𝑟) and the 

molecule-surface distance (𝑍) (Figure 1A). An ensemble of final dissociated states (2N*) can be 

sampled because there are two stable N* adsorption sites: hexagonal close-packed (HCP) hollow 

and face-centered cubic (FCC) hollow sites, which differ in the presence of a ruthenium atom in 

the layer below the HCP hollow site (Figure 1B). In total, we performed ~500 ps of enhanced 

sampling simulations using multiple walkers, amounting to ~17 million timesteps (see Table S2 

for a summary of simulations performed in this work).  
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Figure 1. Schematic of the molecular dissociation on Ru(0001). (A) The system is modeled as a 
nitrogen molecule on a 2x2 unit cell of two-layer Ru(0001) slab with 3D periodic boundary 
conditions. Two CVs are used to perform enhanced sampling simulations: 𝑟 (N-N distance) and 𝑍 
(molecule-surface distance projected along the 𝑧-coordinate). (B) There are two stable adsorption 
sites for nitrogen atoms: HCP and FCC hollow sites. These two sites give rise to an ensemble of 
possible 2N* states, including HCP-HCP, FCC-FCC, and HCP-FCC configurations.  
 
 
 
 As demonstrated in Figures 2A-2C, CFF-AIMD successfully samples the configurational 

space describing the nitrogen dissociation reaction. Using 16 walkers at 1400 K, CFF-AIMD 

identifies the initial (N2*) and final states (2N*) of the surface reaction, respectively. By applying 

the nudged elastic band (NEB) method52 to the BRANN-fitted FES (Supporting Information), we 

find the minimum free energy path (MFEP) between the adsorbed molecular state (N2*) minimum 

at (𝑟, ℎ) = (1.1, 2.7) Å, where the molecular axis is nearly perpendicular to the surface (the on-top 

configuration), and the dissociated atomic state (2N*) minimum at (𝑟, ℎ) = (2.7, 1.1) Å, where 

nitrogen atoms adsorb to predominantly HCP hollow sites. This MFEP has a sharp curvature with 

a narrow passage through the transition state (TS) (Figure 3C).  
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Figure 2. Comparison of two similar enhanced sampling simulation methods with and without 
neural networks (CFF and ABF). (A-C) 2D FES data from a CFF-AIMD simulation at 1400 K. 
White and blue circles represent the final converged minima of the N2* state and the instantaneous 
free energy minima during the simulation, respectively. CFF correctly identifies the two minima 
(N2* and 2N*) within 16 ps of simulation time and is terminated after 35 ps using 16 walkers once 
the CV space is fully sampled and the root-mean-squared (RMS) error of less than 0.1 eV is 
reached (see panel G). The final FES reveals a dissociation pathway having a narrow transition 
region and a sharp curve, indicated by the MFEP (white dashed line). (D-F) 2D FES data from a 
ABF-AIMD simulation at 1400 K. ABF predicts the minimum for the N2* state incorrectly within 
the same simulation time as CFF. (G) Changes in the RMS error in free energies, relative to a long 
independent simulation, over the simulation time (see Supporting Information for the details). CFF 
converges several times faster than ABF, showing that the use of neural network representation 
accelerates sampling. (H, I) Biased distributions from CFF and ABF simulations. ABF samples 
insufficiently samples configurations inside the entrance region (inside the black box), leading to 
an incorrect N2* minimum in panel F. In contrast, CFF samples configurations more uniformly 
inside the entrance region that ABF underperforms.  
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To demonstrate how neural networks accelerate free energy calculations for surface 

reactions, we perform another set of enhanced sampling simulations using ABF. ABF is chosen as 

a reference due to the local nature of the mean force at a given point. The potential of mean force 

is a global property related to the probability distribution of configurations, but the mean force at 

a given point is independent of other regions within the CV space. For this reason, ABF can refine 

the estimate locally even when the diffusion through the phase space is slow, making it 

advantageous for AIMD, as seen in recent studies.53,54 As illustrated in Figure 2G, CFF converges 

faster than ABF,  reaching an error of ~0.1 eV in the last timestep. Initially, ABF maps out the 

general FES topology of two minima and a saddle point (Figures 2D-2F). Surprisingly, ABF 

simulation does not finish sampling the CV space even after a more extended simulation period 

(~102 ps) (Figure S6C).  

The main difference between the two methods lies near the N2* region in the FES outlined 

in Figures 2H and 2I.  This region, conventionally known as the “entrance channel,” is particularly 

narrow, such that even a small perturbation in 𝑟 (from 1.1 to 1.5 Å) results in a large change in 

free energy (~2 eV). The configurational space at the entrance channel from the CFF simulation is 

sampled more uniformly, relative to the ABF simulation. This sampling discrepancy arises due to 

how the bias is defined in each method. In ABF, biasing forces are calculated only in visited 

regions and are set to zero in unvisited regions. Thus, there is a strong discontinuity in the force 

and free energy estimates between the visited and unvisited region near the entrance channel. On 

the other hand, neural networks in CFF provide a smooth and continuous representation of the 

bias. This bias is interpolated over the entire CV space, including regions where data used to train 

the neural networks (local mean forces and the histogram of the visited configurations) are absent. 

Accordingly, the neural network-representation of the bias helps the system escape from the 
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narrow valley defined by the N2* minimum. These findings highlight the potential of this method 

for sampling free energy landscapes containing narrow valleys and sharp curvatures, which are 

common in molecular dissociation on surfaces. 

In order to understand the dissociation reaction mechanism, we analyze the trajectories 

from CFF-AIMD simulations. Snapshots of the surface dissociation reaction process are shown in 

Figure 3A, and the full process is shown in Movie S1. Initially, the molecular nitrogen adsorbs to 

the metal with its molecular axis nearly perpendicular to the surface, with an average tilt angle of 

𝜙=16° (state N2*), as seen in the angular distribution,	𝑃(𝜙), plotted in Figure 3B. Thermal rotation 

causes this on-top configuration to bend toward the surface (state A) and lie flat as 𝜙=90° (state 

M). As the N-N bond stretches, the adsorbate reaches a transition state, where, on average, one 

nitrogen atom is near an HCP hollow site, while the other approaches the closest FCC hollow site. 

The other nitrogen atom diffuses to an empty hollow site and the N-N bond breaks. At 700 K, 

nearly all dissociated nitrogen atoms adsorb to HCP hollow sites (HCP-HCP), the lowest-energy 

2N* state predicted from DFT calculations. However, as temperature increases to 1400 K, the 

nitrogen complex at the transition state dissociate into other 2N* states as well, such as HCP-FCC 

and FCC-FCC configurations. The fraction of HCP-FCC and FCC-FCC configurations that 

overlap with the 2N* state minimum increases with increasing temperature, based on calculations 

using a Delaunay triangulation-based adsorption site analysis55,56 (Figure S9). These results 

suggest that there are multiple reaction pathways for N2 dissociation on Ru(0001) at high 

temperatures. 
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Figure 3. The free energy landscape for the dissociation reaction and its dependence on 
temperature. (A) A series of snapshots from part of a CFF-AIMD trajectory at 700 K showing 
changes in the adsorbate configuration as the nitrogen molecule dissociates on Ru(0001): the on-
top molecular state (N2*), tilted adsorbed state (A), flat-lying molecular state (M), transition state 
(TS), and dissociated state  (2N*) at the free energy minimum. (B) Probability distributions of the 
title angle between the N-N bond and the surface normal (see details of the calculation in the 
Supporting Information). Molecularly adsorbed states rotate about the molecular axis at high 
temperatures.  (C) 1D free energy, enthalpic, and entropic profiles, referenced to the 2N* state. 
Entropies of adsorbates states are non-uniform along the reaction coordinate. Reaction free 
energies (at q=N2*) and surface reaction barriers (at q=TS) change with the reaction temperature. 
The local minimum in Δ𝐻(𝑞) corresponding to state M is absent in Δ𝐺(𝑞). 
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 To compute the barrier for dissociative adsorption, i.e., Δ𝐺 = 𝐺(TS) − 𝐺(N2 gas),14,23 we 

reference relative free energies of adsorbed states from CFF-AIMD to the gas phase, assuming 

ideal gas behavior for the reference state and HA for the 2N* state (see Supporting Information). 

Increasing the reaction temperature appreciably raises the dissociation adsorption free energy 

barrier from 2.02 ± 0.12 eV at 700 K to 2.75 ± 0.09 eV at 1400 K, mainly because the gas phase 

has higher entropy than the adsorbed state. Laser-assisted associative desorption experiments have 

reported a barrier of ~2.1 eV with 48 % nitrogen coverage.14 A recent quasi-classical simulation 

study based on DFT has determined that a barrier of 1.8 eV with 22 % nitrogen coverage yields 

agreement with scattering experiments.18 Notably, our results are predictions for a surface with 50 

% nitrogen coverage. Calculated barriers using CFF-AIMD at 700 K are in reasonable agreement 

with available experimental data within a few tenths of eV. Uncertainty arises because the barrier 

is known to depend on the exchange-correlational functional in DFT57 and on the surface converge 

of nitrogen atoms.14 

In designing catalysts and reaction processes using microkinetic models, energetics of 

intermediates and transition states are used to predict chemical kinetics58. The computed 1D- and 

2D-PMFs for the surface dissociation reaction and the enthalpic and entropic contributions are 

shown in Figures 3C and 4. The surface reaction free energy, ∆𝐺4 = 𝐺(2N*) − 𝐺(N2*), increases 

from -0.14 eV to 0.43 eV as temperature increases from 700 K to 1400 K. At low temperature, the 

surface dissociation reaction favors the product (2N*) while at high temperature, the equilibrium 

is shifted towards the reactant (N2*). The predicted activation energy for associative desorption, 

Δ𝐺‡ = 𝐺(TS) − 𝐺(2N*), decreases from 1.94 eV at 700 K to 1.66 eV at 1400 K. The transition 

state has higher entropy than the 2N* state (Δ𝑆‡ > 0), while the activation enthalpy (Δ𝐻‡ ) 

decreases with temperature due to the greater population of higher-enthalpy dissociated states with 



 12 

increasing temperature.  Therefore, the combined effect from enthalpic and entropic contributions 

causes  Δ𝐺‡ to decrease at higher temperature.   

 

 

Figure 4. Intermediate states and minimum energy paths of the potential and free energy surfaces. 
(A) 2D PMF, Δ𝐺(𝑟, 𝑍), relative to the 2N* state, computed from CFF-AIMD simulations at 700 
K. Only three critical points (N2*, TS, and 2N* states in white square markers) are identified along 
the MFEP (white line). (B) Average potential energy or enthalpic contribution to the free energy, 
Δ𝐻(𝑟, 𝑍), of the same system as in panel (A). Critical points on the PES found from energy 
minimization and transition state search methods (in red circles) coincide well with the topology 
of Δ𝐻(𝑟, 𝑍), The minimum potential energy path computed from Δ𝐻(𝑟, 𝑍) indicates that the TS 
on the PES (in red circle) lies closer to the surface than the TS on the FES (in white square marker). 
Inset figures are zoomed views near state M predicted from energy minimization. While a local 
minimum corresponding to state M is found in Δ𝐻(𝑟, 𝑍), it is absent in Δ𝐺(𝑟, 𝑍). The energy 
difference between successive contour lines is 0.2 eV in main figures and 0.05 eV in inset figures. 
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In addition to the energetics, we find differences in the critical points between FES and 

PES. Critical points on the PES were identified using energy minimization and transition state 

search methods (see the Computational Methods). A shallow local energy minimum corresponding 

to state M, also predicted from energy minimization, is seen ~1 eV above the N2* state in averaged 

potential energy (or enthalpic) profiles computed from CFF-AIMD (Figures 3C and 4B). This 

intermediate state has been described in previous works as an additional metastable molecularly 

adsorbed state.10,17 Interestingly, this minimum is absent in 1D- and 2D-PMFs (Figures 3C and 

4A). Thus, state M is not a true metastable state within our model at the temperatures studied.  We 

also find that entropy causes a shift in the MFEP (Figure 4A) relative to the minimum potential 

energy path (Figure 4B). Consequently, the transition state found from PES (see Computational 

Methods) lies closer to the Ru surface than the prediction from CFF-AIMD by 0.1 Å.  Methods 

using critical points of the PES to predict free energy diagrams assume that entropy plays a minor 

role in determining intermediate and transition states. Our findings suggest the merit of directly 

identifying critical points from the FES, especially for systems with significant entropic effects.  

 To understand the origins of temperature-dependent contributions to the energetics of the 

reaction process, we compare findings from CFF-AIMD simulations to those from HA (Figure 5), 

which uses critical points of the PES and captures the vibrational entropy and enthalpy based on 

normal-mode analysis, zero-point vibrational energy (ZPE) effects, and configurational entropy 

(see Computational Methods). As seen in Table S1, there is a good agreement in HA results using 

quantum and classical harmonic approximation for this reaction at the temperatures studied in this 

work, providing evidence that quantum effects such as ZPE do not substantially affect the 

comparisons made in this work.  
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Figure 5. Comparison of thermodynamic quantities computed using CFF-AIMD and several 
different HA methods (SC-, MC-, and MCS-HA). (A) Effect of temperature on the free energy 
(top), enthalpy (middle), and entropy (bottom) of the associative desorption of N2, Δ𝐸‡ =
𝐸(TS) − 𝐸(2N*). (B) Same as panel (A) but on the surface reaction energy, ∆𝐸4 = 𝐸(2N∗) −
𝐸(N2*). The largest deviations between the two methods are seen using SC-HA.  There is a good 
agreement between MCS-HA and CFF-AIMD, showing that additional temperature-dependent 
effects captured by CFF-AIMD can be explained by configurational degeneracy, thermal 
averaging of multiple adsorbed states, and vibrational entropy of surface atoms. 

 

Similar to previous DFT studies of molecular dissociation on metal surfaces,6 we first 

consider HA calculations using the single lowest-energy configuration for each state (N2*, TS, and 

2N*) and only the normal modes of the adsorbate (N atoms) without the surface atoms. This is the 

most conventional usage of HA in the context of surface science, and we term this approach “single 

configuration HA” (SC-HA).  As shown in Figure 5, there are large deviations in free energies 

between SC-HA and CFF-AIMD in the associative desorption barrier and the surface reaction 

energy, which are also statistically significant. Surprisingly, the two methods predict opposite 
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trends for the temperature-dependence of Δ𝑆‡(𝑇). The 𝑇Δ𝑆‡(𝑇) term is nearly zero and shows a 

decreasing trend with temperature in SC-HA, while it is much greater than zero and increases with 

increasing temperature in CFF-AIMD. 

There are several possible sources of entropic effects beyond SC-HA in CFF-AIMD, 

including the anharmonicity, configurational entropy of adsorbates, and vibrational entropy due to 

mobile surface atoms. The analysis on vibrational anharmonicity demonstrates that 2N*, N2*, and 

TS states are mostly harmonic (Figure S5), though there can be other types of anharmonicity, such 

as the rotational entropy. Based on multiple 2N* states observed in CFF-AIMD simulations, we 

consider an ensemble of adsorbate configurations in HA, which we refer to as “multiple 

configuration HA” (MC-HA), (see Supporting Information). As illustrated in Figure 3, CFF-

AIMD demonstrates better agreement in  Δ𝐺‡(𝑇) with MC-HA than with SC-HA, especially in 

the temperature-dependence of Δ𝑆‡(𝑇). However, there is a minor change in ∆𝑆4(𝑇) between MC-

HA and SC-HA because configurational entropies of N2* and 2N* states are comparable. To 

understand the remaining discrepancy between HA and CFF-AIMD, we also include the 

vibrational entropy from the mobile surface atoms, called “multiple configurations with surface 

atoms” (MCS-HA). Comparing MCS-HA and CFF-AIMD results, we find a good agreement 

between the two methods even at higher temperatures. This finding shows that the change in 

vibrational entropy of the surface atoms in elementary reactions can be substantial, although this 

effect is often neglected in studies of reactions on transition metal surfaces.  

 We computed the free energy landscape of a prototypical metal catalyzed reaction, the 

dissociation of N2 on Ru(0001), using a neural network-based enhanced sampling method, CFF-

AIMD.  We find that the PMF for the adsorbed N2 dissociating on the metal contains two deep 

minima with a narrow transition pathway, and that the energetic barriers are consistent with 
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experiments. Our neural network-based method adaptively refines under-visited regions of the 

FES by estimating the mean forces and frequencies of visits, thus accelerating enhanced sampling 

simulations. The predicted enthalpic energy surface shows a previously reported molecularly 

adsorbed intermediate state that is absent in the FES, which may not be predicted using harmonic 

PES-based methods alone. Results from several variants of HA show that there are significant 

differences in temperature-dependent thermodynamic quantities between CFF-AIMD and the 

standard harmonic approximation because of the configurational entropy, thermal averaging of 

multiple states, the surface atom vibrational modes, and possible anharmonic contributions, all of 

which are captured automatically by the CFF-AIMD method. These findings suggest that the free 

energy of the adsorbed states can depend on the entropic contributions of both the adsorbate and 

the metal surface atoms, even for the case of a diatomic species dissociating on a solid transition 

metal catalyst.  

Generalizable, efficient free energy methods are key for studying surface reactions that 

exhibit appreciable entropic effects to reaction energies, such as those involving large adsorbates, 

solvent-electrolyte species, and soft or porous surfaces such as MOFs. Machine learning-assisted 

enhanced sampling approaches, such as CFF-AIMD, can discover and elucidate the reaction 

mechanisms for these complex systems. 

 

COMPUTATIONAL METHODS 

System Setup. DFT was used to model N2 dissociation reaction on Ru(0001). DFT calculations 

were carried out using the Perdew-Burke-Ernzerhof (PBE) exchange-correlational functional59 as 

implemented in the Qbox code.60,61 The system was modeled as a nitrogen molecule on a 2x2 unit 

cell of two-layer Ru(0001) slab with periodic boundary condition in 3D (Figure 1A). A vacuum 
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spacing of 10 Å in the direction normal to the surface plane was included to avoid interaction 

across periodic images. The ion cores were described using Optimized Norm-Conserving 

Vanderbilt pseudopotentials from the SG15 library62,63, and a plane-wave basis for the valence 

electrons was used with an energy cutoff of 50 Ry, 2 × 2 × 1	 𝑘-point mesh, and Fermi smearing 

with electronic temperature of 1090 K.  PBE tends to over-bind adsorbates to surfaces by a few 

tenths of eV57, and combined with our DFT benchmark studies (Supporting Information),  an 

overall DFT error in predicted barriers  can be on the order of  tenths of eV.  

Enhanced Sampling Simulations.  CFF-AIMD47 and ABF-AIMD64 were used to compute 

the PMF or the FES for the dissociation reaction using the SSAGES software package65 coupled 

to the AIMD software Qbox. AIMD and enhanced sampling simulations were performed at the 

NVT ensemble using the Bussi-Donadio-Parrinello thermostat67 with a time step of 0.483 fs at 

each temperature setting (700 K, 1000 K, and 1400 K).  Adsorbate complexes with varying N-N 

bond lengths were equilibrated at finite temperature using 5 ps-long AIMD simulations. Two CVs 

(r, Z) were chosen to compute free energies (Figure 1A). A 2D non-rectangular CV grid is used to 

avoid unphysical, high energy regions (> 4 eV) (Figure S6). The FES was evaluated by integrating 

mean forces over the CV grid to directly compare CFF and ABF. To provide statistical 

uncertainties of the PMF, we averaged over three independent enhanced sampling simulations and 

calculated the standard deviation. Descriptions of CFF-AIMD simulations are in the Supporting 

Information.  

Harmonic Approximation. In free energy calculations using HA, initial and final states of 

the reaction were determined using energy minimization, and transition states were identified via 

the fixed bond length method,68 which was benchmarked against the climbing image nudge elastic 

band method.69 The thermochemistry module in the Atomic Simulation Environment (ASE)70 was 
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used to perform temperature-dependent corrections to energies of adsorbed states (HA) and the 

gas phase (ideal gas approximation at pressure of 150 bar). Supporting Information includes 

descriptions of HA and transition state search calculations.  
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