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Abstract 

The emergence of life on the earth has attracted intense attention but the 

mechanism of it still remains an unsolved question. A key problem is that it has 

been left unclear why a living organism, which is regarded as an open reaction 

system, can demonstrate dynamic self-organization leading to highly-ordered 

structures and adaptive and evolutionary behavior. This paper shows by com- 

puter simulation that an open reaction network, which is characterized as a 

network of flexible constituent elements and irreversible processes, is converted 

to a self-organized system with adaptive and evolutionary ability when it has 

reached a fully-balanced stationary state. Strikingly, this result indicates that 

dynamic self-organization spontaneously emerges in a prebiotic chemical 

system placed under constant thermodynamic forces according to the second law 

of thermodynamics, not against it. The dynamic self-organization has potential 

for producing highly ordered chemical structures through evolution and is 

expected to have played a fundamental role in the emergence of life on the 

primitive earth. 
 

 

Introduction 

The emergence of life on the earth is one of the most important topics in recent 

scientific research. A great number of studies has been made and a lot of interesting 

findings has been reported about this issue.1-6 However, no sufficiently convincing 

explanation has still been given to the mechanism of it.4 

A key problem is that it has been left unclear why a living organism, which is regarded 

as an open reaction system, can have autonomous self-organizing ability leading to the 

production of highly-ordered structures and the emergence of adaptive and evolutionary 

behavior. Some of scientists say that the emergence of life on the earth happened by lucky 

accidents under favorable conditions7 but such an idea is too optimistic. It cannot give a 

meaningful probability of the emergence of life because it needs repeated occurrence of 

lucky accidents until the first living organism emerges. Moreover, the idea can never 

explain the emergence of free independent spirit in living organisms because a reaction 

system studied under this idea is in an entirely passive state against an attack of the 

external world and has no ability to organize itself. 

Thus, it is indispensable to clarify how dynamically self-organizing ability emerged 
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in a prebiotic chemical system. In fact, many approaches have been proposed for this 

purpose, such as general systems theory,8 the autopoiesis system,9 hypercycle,10 

synergetics,11 dissipative structures,12,13 and complexity science.5,14-16 For example, a 

large number of studies have been made on dissipative structures but phenomena studied 

till now are still fairly far in quality and character from self-organization in living 

organisms. A diversity of theoretical models has also been constructed in complexity 

science such as logistic equation, cellular automaton, and network theory. However, the 

adaptive and evolutionary behavior of complex systems in complex science arises from 

algorithm in theoretical models and it remains unclear how such algorithm can be 

explained by physicochemical laws in real substances. 

The present work investigates the behavior of an open reaction network by computer 

simulation. The aim is to clarify whether it can demonstrate dynamic self-organization 

with adaptive and evolutionary ability. As an open reaction network is regarded as a 

fundamental structure of living organisms, this issue should be of critical importance. 

However, almost no attention has been paid to it. This is most probably because there has 

been intense belief that the emergence of dynamic self-organization needs a special 

mechanism for overcoming disturbances by the second law of thermodynamics such as 

synergetics,11 autocatalysis,12,13 the edge of chaos,14-16 etc. Certainly, it appears that a 

simple open reaction network has no such special mechanism. However, an open reaction 

network can be converted to a self-organized system with adaptive and evolutionary 

ability when it has reached a stationary state and therefore has potential for producing 

highly ordered chemical structures through evolution. This finding has opened a 

possibility that an open reaction network played a fundamental role in the emergence of 

the primitive life on the earth. 

 

Results 

Recent studies of the origin of life have disclosed a promising possibility that the first 

living organism emerged in a small 

inorganic compartment in the vicinity of 

hydrothermal vents in a primitive deep 

sea.17,18 If various chemical substances, 

discharged from a hydrothermal vent 

and produced by following reactions in 

a deep sea, diffused into such a small 

inorganic compartment, they will have 

formed an open reaction network there. 

Figure 1 shows a model of such an open 

reaction network in a small inorganic 

compartment, used for computer 

simulation. Circles stand for chemical 

substances, different numerals referring 

to different chemical sub- stances. A 

pair of arrows shows a chemical 

reaction. Now, a chemical substance 

indicated by a numeral 𝑖 in Figure 1 is 

hereafter described as R𝑖. Thus, Figure 

1 shows that R1  and R2  react and 

 

 
 

Figure 1. A simulation model of an 

open reaction network.  
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produce R7 and R8, and so on. All reactions in Figure 1 are assumed to be elementary 

reactions and thus their rate ℛr can be expressed by second-order rate equations. For ex- 

ample, the rate of a reaction of R1 and R2, producing R7 and R8, is given as follows 

ℛr = 𝑘f𝐶1𝐶2 − 𝑘b𝐶7𝐶8        (1) 

where 𝐶𝑖 refers to the concentration of R𝑖 and 𝑘f and 𝑘b are rate constants for the 

forward and the backward processes of reaction, respectively. On the other hand, the rate 

of inflow or outflow, ℛd𝑖, for a chemical substance R𝑖 can be approximately expressed, 

based on Fick’s law of diffusion, as follows. 

ℛd𝑖 = 𝑘d𝑖(𝐶𝑖
ex − 𝐶𝑖

in)      (2) 

where 𝑘d𝑖 is the rate constant for the inflow or outflow of R𝑖, and 𝐶𝑖
ex and 𝐶𝑖

in are the 

concentrations of R𝑖  in the exterior and the interior (i.e. an open reaction network), 

respectively. (The superscript “in” for 𝐶𝑖
in is omitted in case no confusion happens.) The 

diffusion of organic molecules in an aqueous solution is in general much faster than their 

reactions in the absence of effective catalysts and thus it can be assumed that organic 

molecules in an open reaction network have a uniform spatial distribution. 

Figure 2 shows time courses of the concentrations of chemical substances, obtained by 

using an ODE (= ordinary differential equation) solver in MATLAB software 

(MathWorks). Calculation conditions are as follows: the external concentrations (con- 

centrations in the exterior) of chemical substances entering an open reaction network (R1 

to R6 and R13) range between 2 and 810-3 M (M = mol dm-3), while those of outgoing 

reaction products (R43  to R49 ) are 510-4 M for all. These concentrations are kept 

constant and therefore an open reaction network is placed under a constant thermo- 

dynamic force, as explained later. The initial concentrations of chemical substances in an 

open reaction network are chosen to be 110-3 M for all. The rate constants 𝑘f  for 

reactions vary between 0.6 and 1.1 M-1 s-1, with 𝑘f 𝑘b⁄  ranging from 1.4 to 2.6, while 

the rate constants 𝑘d𝑖 for inflows or outflows of chemical substances are chosen between 

0.94 and 1.010-3 s-1. 

We can see from Figure 

2 that the concentrations of 

chemical substances in an 

open reaction network 

initially change in a 

complex way but gradually 

approach constant and 

finally be- come constant, 

indicating that an open 

reaction net- work reaches 

a stationary state. Figure 3 

shows a concentration 

profile of chemical 

substances in a stationary 

state, obtained at a time of t 

= 5×105 s. 

 Calculations were done 

under various conditions. A 

stationary state was 

 

 

Figure 2. Time courses of the concentrations of 

chemical substances in an open reaction network 

of Figure 1. 
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achieved in all cases thus far 

investigated, including a case in 

which all chemical substances (R1 

to R49) can diffuse out of a reaction 

network. A concentration profile of 

chemical substances in a stationary 

state little depended on parallel in-

creases or decreases of the external 

concentrations of source substances 

but largely depended on changes in 

their relative concentrations. Simi-

larly, a concentration profile in a 

stationary state little depended on 

parallel increases or decreases in 𝑘f 

and 𝑘d𝑖  but largely depended on 

changes in their relative values. 

Interestingly, a concentration profile 

in a stationary state was kept 

unchanged even when the initial 

concentrations of chemical sub-

stances in an open reaction network 

were decreased to zero, indicating 

that an open reaction network of Figure 1 has ability to reproduce itself. 

To investigate how an open reaction network reaches a stationary state and what 

properties a stationary state has, we calculated the rate of entropy production 𝜎 by using 

the following equations.13 

𝜎 = 𝜎1 + 𝜎2        (3) 

𝜎1 = ∑ 𝑘d𝑖𝑉(𝐶𝑖
ex − 𝐶𝑖

in) (𝜇𝑖
ex  −  𝜇𝑖

in)  𝑇⁄𝑖     (3a) 

𝜎2 = ∑ 𝑗(𝐴𝑗 𝑇⁄ )𝑗        (3b) 

where 𝜎1 refers to the rate of entropy production by inflows and outflows of chemical 

substances, while 𝜎2 does that by chemical reactions in an open reaction network. In 

equation (3a), 𝜇𝑖
ex and 𝜇𝑖

in are chemical potentials of R𝑖 in the exterior and the interior 

(an open reaction network), respectively. 𝑉 is the volume of an open reaction network 

system and 𝑇 the temperature. On the other hand, 𝑗 in equation (3b) refers to the rate 

of the 𝑗-th reaction, defined by 

𝑗 = 𝑑
𝑗

𝑑𝑡⁄ = 𝑑(𝑛𝑗𝑝 𝑗𝑝⁄ ) 𝑑𝑡⁄      (3c) 

where 
𝑗
 is the degree of extent of the 𝑗-th reaction, d𝑛𝑗𝑝 a change in the amount of 

substance for a chemical substance R𝑝 by the 𝑗-th reaction, and 𝑗𝑝 the stoichiometric 

coefficient for R𝑝  in the 𝑗 -th reaction (𝑗𝑝  is defined as negative for reactants and 

positive for products). According to this definition, ℛr in equation (1) is expressed as 

 𝑉⁄  . The quantity 𝐴𝑗  in equation (3b) is the affinity of the 𝑗 -th reaction,13 given as 

𝐴𝑗 = − ∑ 𝑗𝑝𝜇𝑝
 
𝑝 . For example, the affinity 𝐴 of a reaction of R1 and R2, producing 

R7 and R8, is given as 

𝐴 = (𝜇1 +  𝜇2) − (𝜇7 +  𝜇8) = 𝑅𝑇 ln(𝑘f𝐶1𝐶2 𝑘b𝐶7𝐶8⁄ )   (3d) 

where 𝑅  is the gas constant. The absolute value of the affinity, 𝐴 , decreases as a 

 
Figure 3. A concentration profile of 

chemical substances in a stationary state 

at t = 5×105 s. Numerals in squares 

correspond to those in Figure 1. 
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reaction approaches equilibrium, and 𝐴 = 0 at equilibrium. The reaction rate 𝑗 can be 

expressed by using 𝐴𝑗 as follows13 

𝑗 = 𝑗f{1 − exp(− 𝐴𝑗 𝑅𝑇⁄ )}       (3e) 

where 𝑗f is the rate of the forward process of the 𝑗-th reaction. Equation (3e) indicates 

that 𝑗 is in proportion to (𝐴𝑗 𝑇⁄ ) when 𝐴𝑗 𝑅𝑇 ≪ 1⁄ , where (𝐴𝑗 𝑇⁄ ) is the thermo- 

dynamic force for the 𝑗-th reaction. Thus, we can say that the 𝑗-th reaction is in a near-

equilibrium linear region when 𝐴𝑗 𝑅𝑇 ≪ 1⁄ .13 The thermodynamic force for a whole 

open reaction network 𝑋RN is given by 

𝑋RN = (∑ 𝐴d𝑖
 
𝑖 + ∑ 𝐴𝑗

 
𝑗 ) 𝑇⁄        (3f) 

where 𝐴d𝑖 = 𝜇𝑖
ex  −  𝜇𝑖

in  is the affinity for the inflow or outflow of R𝑖 . A simple 

consideration shows that the quantity (∑ 𝐴d𝑖
 
𝑖 + ∑ 𝐴𝑗

 
𝑗 ) for an open reaction network is 

determined by the chemical potentials (or the concentrations) of entering and outgoing 

chemical substances in the exterior and is constant under the condition of Figure 2. Thus, 

an open reaction network of Figure 2 is placed under a constant thermodynamic force, as 

mentioned earlier. 

Figure 4 shows time courses of entropy-production rates, 1, 2 and , in an open 

reaction network of Figure 1 at 293.15K, obtained simultaneously with those of concen- 

trations of chemical substances shown in Figure 2. 1  initially increases and then 

decreases and becomes constant, while 2 starts from a high value and decreases and 

then increases and becomes constant. Thus, the sum of them,  = 1+2, monotonously 

decreases with time and becomes constant. This result can be explained as follows. Under 

the calculation conditions of Figure 2, the reaction rates of chemical substances in an open 

reaction network, ℛr, are slightly higher than the rates of their inflows, ℛd, at 𝑡 = 0. 

Therefore, chemical substances in an open reaction network first start to react with one 

another, and hence the 2 value starts from a high value and decreases by a decrease in 

their concentrations, as mentioned above. Then, inflows of chemical substances happen, 

accompanied by an increase in the 1  value. Such inflow soon reaches a peak and 

decreases because the concentrations of entering chemical substances in an open reaction 

network increase and 

come close to those in the 

exterior. Thus, the 1 

value also reaches a peak 

and decreases. Finally, 

resultant increases in the 

concentrations of enter-

ing chemical substances 

in an open reaction net-

work lead to an increase 

in the 2  value because 

of increases in reacting 

chemical substances in an 

open reaction network. 

In general, the 1 , 

2 and  values change 

in a rather complex man- 

 

 
Figure 4. Time courses of the entropy-production 

rates, 1 , 2  and  , in an open reaction 

network of Figure 1 at 293.15K, obtained 

simultaneously with those of concentrations of 

chemical substances shown in Figure 2. 
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ner, especially in the initial stage, because they are strongly affected by increases and 

decreases in entering and outgoing chemical substances and reacting ones, as men- tioned 

above. Thus, these values often increase along a convex curve just before they finally 

become constant, as seen in the 2 value of Figure 4. An important point is that they 

become constant in every case after the lapse of a sufficiently long time. The attainment 

of constant 1 , 2  and   means the achievement of constant reaction and diffusion 

rates, again indicating that an open reaction network finally reaches a stationary state. 

We investigated the behavior of open reaction networks with different structures from 

Figure 1. All systems thus far investigated, including systems of a small size and those in 

which all reactions are catalyzed by chemical substances in it, showed similar behavior 

to an open reaction network of Figure 1, indicating that results of Figure 2 to 4 are typical 

of the behavior of an open reaction network. 

 

Discussion 

The time evolution of an open reaction network is described by a set of nonlinear 

differential equations, each consisting of a combination of equations (1) and (2). A 

problem is that such a set of differential equations is in general complex and actually 

impossible to solve analytically. Thus, in the present work we investigated the behavior 

of an open reaction network by computer simulation. As displayed in Figure 2, computer 

simulation clearly shows that an open reaction network such as Figure 1 spontaneously 

changes and finally reaches a stationary state, at which the concentrations 𝐶𝑖 of chemical 

substances are all kept constant everywhere 

𝑑𝐶𝑖 𝑑𝑡 = 0⁄ .        (4) 

The same result was obtained for an open reaction network in which all chemical 

substances can diffuse out of it and for one in which all reactions are catalyzed by 

chemical substances in it, as mentioned earlier. Accordingly, we can say that open reaction 

networks of various types reach a stationary state. 

Why can an open reaction network reach a stationary state? This problem can be 

explained qualitatively based on equations (1) and (2) as follows. The concentration of a 

chemical substance at a high-concentration site in a reaction network continues to 

decrease because such a site is in general surrounded with a negative concentration 

gradient in the outward direction. On the other hand, the concentration of a chemical 

substance at a low-concentration site continues to increase because such a site is in 

general surrounded with a negative concentration gradient. Such a decrease and an 

increase continue until they are balanced with one another. 

The attainment of a stationary state in an open reaction network can also be seen from 

the achievement of constant entropy production rates (1 , 2  and  ) in large 𝑡 , as 

shown in Figure 4. In relation to this result, there is an important point to be noted. As 

mentioned earlier, the 1, 2 and  values indeed finally become constant but often 

increase just before they become constant, as is exemplified in the 2 value of Figure 4. 

Computer simulation shows that such behavior is observed, irrespective of whether an 

open reaction network is in a near-equilibrium linear region or not. On the other hand, it 

is well known that Prigogine reported that the entropy production rate  in a closed or 

open system placed under constant thermodynamic forces, lying in a near-equilibrium 

linear region, spontaneously decreases and takes a minimum at a stationary state.13 Thus, 

here is a clear discrepancy. 

This can be explained as follows. At first, an increase in the entropy-production rate 
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2 for a chemical reaction can be explained in the following. For a chemical reaction 

described as R1 + R2 → P1 + P2, the entropy-production rate (𝐴 𝑇⁄ ) can be expressed 

from equation (3b) as follows, 

2 = 𝑅𝑉(𝑘f𝐶r1𝐶r2 − 𝑘b𝐶p1𝐶p2) ln(𝑘f𝐶r1𝐶r2 𝑘b𝐶p1𝐶p2⁄ )   (5) 

where 𝐶r1  and 𝐶r2  are concentrations of reactants R1  and R2  while 𝐶p1  and 𝐶p2 

are those of products P1 and P2. Thus, the progress of a chemical reaction leads to de- 

creases in 𝐶r1 and 𝐶r2 and increases in 𝐶p1 and 𝐶p2 and hence leads to a decrease in 

the 2 value for this reaction. However, the progress of a chemical reaction leads to 

increases in the concentrations of reactants of following reactions and decreases in the 

concentrations of products of preceding reactions, and thus leads to increases in the 2 

values for these reactions. Inflows of chemical substances from the exterior also lead to 

increases in in the 2 values. Accordingly, if the latter contribution exceeds the former 

in an open reaction network, the 2 value increases. This happens even in a final stage 

at which the 2 value just becomes constant. A similar argument applies to an increase 

in the 1 value. Nevertheless, the above argument is not necessarily in contradiction to 

Prigogine’s conclusion. This is because the above argument also indicates that reaction 

and diffusion processes always happen in the direction of approaching equilibrium and 

hence they have approached equilibrium to the largest extent after a stationary state (or a 

full balance) has been attained. This means that the entropy production rate takes a 

minimum in a stationary state, in agreement with Prigogine’s conclusion. Note here that 

this conclusion never means that we can say that an open reaction network changes so 

that the entropy production rate decreases and reaches a stationary state. 

 The fact that an open reaction network reaches a stationary state indicates that a 

stationary state is stable. The above conclusion that the entropy production rate takes a 

minimum in a stationary state also means that a stationary state is stable. The stability of 

a stationary state of an open reaction network can be further confirmed by the Lyapunov 

method.13 Let us consider a function 𝐿 = ∑ 𝛿𝐶𝑖
2 

𝑖  , 𝛿𝐶𝑖 = 𝐶𝑖 − 𝐶𝑖
s , where 𝐶𝑖  and 𝐶𝑖

s 

are the concentration of a chemical substance R𝑖 in a fluctuated state and in a stationary 

state, respectively. It is obvious that 𝐿 is positive.  

𝐿 = ∑ 𝛿𝐶𝑖
2 

𝑖 > 0        (6a) 

In addition, rate equation (1) indicates that when 𝐶𝑖  becomes higher than 𝐶𝑖
s  by a 

fluctuation, the rate of a decomposition reaction of R𝑖  increases, namely when 𝐶𝑖 −
𝐶𝑖

s > 0 , 𝑑𝐶𝑖 𝑑𝑡 < 0⁄   because 𝑑𝐶𝑖 𝑑𝑡 = 0⁄   in a stationary state. Similarly, when 𝐶𝑖 

becomes lower than 𝐶𝑖
s  by a fluctuation, the rate of a decomposition reaction of R𝑖 

decreases, namely when 𝐶𝑖 − 𝐶𝑖
s < 0 , 𝑑𝐶𝑖 𝑑𝑡 > 0⁄  . The same argument holds for 

diffusional motion, which follows rate equation (2). Thus, we obtain  

𝑑𝐿 𝑑𝑡⁄ = ∑ 2(𝐶𝑖 − 𝐶𝑖
s) 𝑑𝐶𝑖 𝑑𝑡 < 0⁄ 

𝑖      (6b). 

Equations (6a) and (6b) indicate that the function 𝐿 meets the conditions of Lyapunov 

stability, i.e. a stationary state of an open reaction network is stable. 

Now, it has become clear that an open reaction network spontaneously reaches a 

stationary state and a stationary state is stable against a fluctuation. This conclusion has 

various important meanings. Firstly, this conclusion means that a stationary state has a 

self. A stationary state incessantly interacts with the surroundings and chemical sub-

stances in it always change but nevertheless a stationary state keeps a full balance between 

inner processes unchanged. This means that a fully-balanced state acts as a self of a 

stationary state. 
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Secondly, the above conclusion that a stationary state is stable against a fluctuation 

means that it has ability to organize itself. Namely, when a stationary state fluctuates by 

an attack of the surroundings, such a destabilized stationary state can return to the original 

stationary state. A stationary state is stabilized by a network of irreversible chemical 

processes and realizes a harmonious state with the surroundings. 

Thirdly, if a stationary state has ability to organize itself, the attainment of a stationary 

state means the production of a new organized thing. In general, reaction and diffusion 

processes in a chemical system only follow individual laws about reactions and diffusion 

and happen rather independently. On the other hand, reaction and diffusion processes in 

a stationary state not only follow such individual laws but also behave so that they 

maintain a fully-balanced state as a whole. Otherwise, a stationary state could not be 

stable. This means that chemical substances in a stationary state have acquired new ability 

to stabilize a stationary state as a whole. The attainment of a stationary state can thus be 

regarded as emergence. There is a jump between a non-stationary state and a stationary 

one. Interestingly, in contrast to chemical substances in a stationary state, constituent 

elements of a machine such as a computer and a humanoid robot in general only follow 

individual rules and has no ability to stabilize a machine as a whole. 

There is another important point to be noted. If a destabilized stationary state has 

ability to organize itself, as mentioned above, this means that a stationary state has ability 

to adapt itself to a new environment and evolve. The self-organizing ability of an open 

reaction network leads to adaptive and evolutionary behavior. 

In conclusion, the foregoing arguments have revealed that an open reaction network, 

even a simple one consisting of non-catalyzed secondary reactions, spontaneously 

reaches a stationary state and comes to have self-organizing ability. The self-organizing 

ability leads to adaptive and evolutionary behavior, similar to that of living organisms,19 

and has large potential for producing a diversity of ordered structures. Moreover, an open 

reaction network investigated in the present work is easily formed in a prebiotic chemical 

system under common conditions and is expected to have played a fundamental role in 

the emergence of life on the primitive earth. 
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