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Introduction 
 
The creation of hybrid organic-inorganic 
interfaces is an important aspect of many 
technological applications. Some prominent 
examples include the combination of established 
silicon-based technology with the emerging 
approach of molecular electronics [1-4], 
encapsulation of organic solar cells or organic 
light emitting diodes (OLED) [5, 6] and 
(biomedical) sensing [7]. The goal of advancing 
miniaturization leads to a relative increase in size 
of the surface-area with respect to the bulk. This 
increases the importance of surface properties. 
To analyze and understand these properties, 
interfaces have to be uniform and defect free. 
Such quality requirements can only be fulfilled 
with molecular-scale control during synthesis 
while remaining compatible with established 
clean-room manufacturing techniques. One 
promising approach is the build-up of layered 

organic films on a solid inorganic semiconductor 
surface using well-tailored molecular building 
blocks [8]. Here, the most critical step is the 
attachment of the first layer since pristine 
semiconductor surfaces are generally highly 
reactive [9] resulting in low selectivity. In order 
to increase selectivity, attachment should be 
covalent which has the added benefit of being 
self-limiting to one layer once the substrate is 
fully covered. Subsequent deposition of a 
different building block on top of the first layer 
then offers fine control over thickness and 
composition of the organic material. This 
approach shares some ideas with molecular 
layer deposition (MLD) [10, 11] and layer-by-
layer (LbL) [12] methods for polymer films [13]. 
However, the focus of this work is not on growth 
of bulk materials but the reactivity of the crucial 
interface region shown in Figure 1. 
 

Computational modeling of organic interface formation on semiconductors poses a challenge to a 

density functional theory-based description due to structural and chemical complexity. A hierarchical 

approach is presented, where parts of the interface are successively removed in order to increase 

computational efficiency while maintaining the necessary accuracy. First, a benchmark is performed 

to probe the validity of this approach for three model reactions and five dispersion corrected density 

functionals. Reaction energies are generally well reproduced by GGA-type functionals but accurate 

reaction barriers require the use of hybrid functionals. Best performance is found for the model system 

that does not explicitly consider the substrate but includes its templating effects. Finally, this efficient 

model is used to provide coverage dependent reaction energies and suggest synthetic principles for 

the prevention of unwanted growth termination reactions for organic layers on semiconductor 

surfaces. 
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Figure 1. The interface model investigated in this work is comprised 
of a solid substrate in slab geometry and up to two layers of an 
organic material in contact to vacuum or a solvent. The organic 
layers are covalently linked to the substrate and each other by 
functional groups A and B. The computational challenges arising 
from this model are printed in blue. 
 
Commonly, interface formation on solid 
semiconducting substrates is studied in ultra-
high vacuum (UHV) [14]. However, synthetic 
routes towards organic layers are often first 
investigated and optimized in solution [15]. 
Computations can thus help to assess the 
question of transferability of wet-chemical 
schemes to UHV before performing time-
consuming experiments. This can be done with 
modelling techniques that go beyond 
supplementing experimental research towards 
suggesting new avenues of investigation. 
Furthermore, interface characterization based 
on electronic structure methods can lead to a 
deeper understanding of the physicochemical 
origins of various material properties. 
The computational challenges of interface 
modelling stem from the large system sizes often 
with large conformational freedom, the various 
types of bonding interactions involved and the 
chemical environment that needs to be 
considered while weighing accuracy against 
efficiency (Figure 1). We will use different 
density functionals, sampling via simulated 
annealing [16] and the semi-empirical density 
functional tight binding (DFTB) [17] method and 
solvent effects via a polarizable continuum 
model (PCM) [18]. 
We note in passing that additional synthetic 
challenges such as double adsorption of 
bifunctional molecules are still not fully 
overcome. These issues are also under 
investigation but not further discussed in this 
study [19, 20]. However, attachment of 

molecules in the second organic layer could 
recently be demonstrated [21]. 
With this work we are aiming at deriving an 
accurate yet efficient computational model 
based on density functional theory (DFT) for 
studying hybrid interfaces and their growth 
processes. The proposed model is then validated 
with three experimentally significant reaction 
schemes. 
 
The model reactions 
 
We validate our computational protocol for 
organic layers by selecting a suitable test set. 
Common synthetic approaches for organic layers 
are derived from the concept of “click-
chemistry” [22]. Those were initially developed 
for biochemical applications but are also 
increasingly employed in material science [23-
25]. Click reactions must be fast (i.e. low barriers) 
and produce excellent yields with high selectivity 
(i.e. highly negative reaction energies). In 
addition, reactions should proceed without a 
catalyst, produce as few side products as 
possible and be largely independent of solvent 
environments [10]. Application of click-
chemistry in interface synthesis under UHV 
conditions constrains possible precursors further 
to be simultaneously volatile and thermally 
stable. The three reaction schemes chosen for 
investigation in this article are introduced briefly 
in the following (Figure 2).  
The first reaction is a variant of the azide-alkyne 
1,3-dipolar cycloaddition (AAC) [26]. This 
reaction can be considered a prototypical click 
reaction and has shown excellent performance 
when combined with a Cu(I) catalyst in organic 
solvents [27]. However, the catalyst cannot be 
applied in UHV conditions and is thus not 
considered here. The second model reaction 
shown in Figure 2 is an acyl-chloride mediated 
esterification (ACE) [28]. The reaction provides a 
low kinetic barrier even in the gas phase and 
could therefore be an alternative to the AAC 
when concerns about precursor stability limit 
the use of elevated temperatures. As a side-
note, the by-product HCl could initiate undesired 
side-reactions with the substrate or other 
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precursor molecules – a problem we are not 
further investigating here. Finally, an inverse 
electron demand Diels-Alder (IEDDA) reaction 
utilizing a tetrazine derivative as the diene [15] 
has been recently proposed. As part of our test 
set we limit our investigation to the rate-
determining first synthetic step [29]. An 
advantage of this reaction is the tolerance of the 
strain promoted AAC (SPAAC) [30] variant which 
allows for sequential execution in an interface 
building approach.  
 

 

Figure 2. Selection of interface building schemes chosen as model 
systems in this work. (1) Cu-free azide-alkyne cycloaddition (AAC). 
The mono-functional variant of alkyne 2 is investigated here. The 
bi-functional form is discussed at the end of this article. (2) Acyl 
chloride mediated esterification (ACE). The azide moiety indicates 
the possibility of attaching a third layer via AAC. (3) Inverse electron 
demand Diels-Alder (IEDDA) reaction. We focus on the first 
reaction step leading to 9 here. Reaction energies and energy 
barriers taken from Table 1 (PBE-D3). 

 
 

Defining the system 
 
The substrate 

 
As a model for interface formation between a 
semiconductor surface and a layered organic 

material (Figure 1), silicon and its (001) facet are 
an obvious choice due to their technological 
prevalence and versatility in forming covalent 
bonds [31]. Even though novel materials such as 
III/V compound semiconductors or transition 
metal dichalcogenides are increasingly 
incorporated in devices, the “post-silicon” age is 
only just appearing at the horizon [4]. Si-based 
technology is very mature and will, for the 
foreseeable future, remain an important part of 
nanoelectronic devices. However, the 
methodology used in this study is built upon first 
principles and insights should therefore be 
transferable to other substrates. Other 
combinations of substrates and adsorbates thus 
might require a computation of the full system 
for an accurate description. 
 

 

Figure 3. Top view of the c(4×2) reconstruction of the Si(001) 

surface. Dark blue: sub-surface atoms. Light blue: buckled surface 

dimers with Sidown (small circle) and Siup atoms (large circle). Inset: 

side view of a buckled dimer with simplified frontier orbital sketch. 

 
A model of the Si(001) surface is given in Figure 
3. Upon cleavage from the single crystal, each 
surface atom has two unpaired electrons 
(dangling bonds). The surface energy is lowered 
by those atoms reconstructing into rows of tilted 
dimers which share a single bond. Furthermore, 
the Sidown atom transfers its remaining electron 
to Siup resulting in an unoccupied p-orbital and a 
non-bonding electron pair respectively (Figure 3 
inset). In order to reduce repulsion between lone 
pairs, dimers tilt alternatingly along a row. 
Between rows, trenches are formed across 
which the tilt also alternates. The resulting 
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c(4×2) reconstruction is the most stable under 
UHV conditions at low temperatures [31]. 
 

The organic adsorbate 
 
Cyclooctyne solves many questions of low 
selectivity at the Si(001) surface. Due to the 
release of about 80 kJ/mol of ring strain energy 
(Figure S1) the triple bond reacts barrierless with 
a single surface dimer via a 2+2 cycloaddition 
[32]. This markedly improves selectivity with 
respect to other functional groups [33]. Thus, 
cyclooctyne is an ideal platform molecule for 
interface build-up [34]. After some optimization 
of the molecular design, bicyclic derivatives of 
cyclooctyne (Figure 4) have emerged as 
preferred building block candidates due to 
increased rigidity, restriction of conformational 
space and limiting of side reactions [34-36]. 
 

 

Figure 4. [(1R,8S)-bicyclo[6.1.0]non-4-yne] (CCO, R = R’ = H) 

platform molecule with chiral centers at carbons one and eight. 1: 

R = -C≡CH, R’ = -CH3 4: R = -CH2-OH, R’ = -CH3 7: R = -CH=CH-OMe, 

R’ = H. 

 
All organic layers investigated in this work and 
shown in Figure 2, are thus based on [(1R,8S)-
bicyclo[6.1.0]non-4-yne] (CCO) [27]. Apart from 
the strained triple bond, the molecule contains 
two additional substituents R (functional group) 
and R’ (aliphatic group or H). As a consequence 
of its specific molecular structure, group R is 
forced to point in the direction of growth where 
the next layer can be attached. 
 

The first layer 
 
In previous work, parent cyclooctyne was shown 
to block two surface dimers due to tilting of the 
backbone [36]. The first adsorbed molecule 
steers the next one through dispersion 
attraction towards adjacent sites [36]. Hence, an 
ordered first layer is formed on Si(001) [14] with 
a maximum coverage of Θ = 0.5 monolayers (ML) 
CCO with a complete ML being defined as one 
adsorbate per surface dimer. 
Here, we model the experimental system by 
considering an idealized CCO/Si(001) interface 
that is uniform and defect free. During the 
creation of our interface model we took both the 
steric demand and the inherent symmetry of the 
molecule into consideration. Since CCO has two 
chiral centers, several possibilities exist for the 
adsorption of more than adsorbate. Two 
neighboring molecules can either face the same 
direction or be positioned ‘back-to-back’. 
Assuming a random distribution of N molecules, 
2N possible arrangements emerge. In order to 
calculate the relative energies of different 
arrangements, a 4×4 supercell containing eight 
dimers and four CCO derivatives 1 (R= -C≡CH and 
R’= -CH3) was chosen (see Figure 5). 
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Figure 5. Structure of the most favorable arrangement of CCO 1 on 
Si(001)c(4x2) at full coverage. Molecules within a row point in the 
same direction while molecules in adjacent rows point in the 
opposing direction. Alternating rows are offset by one dimer (see 
Figure S2 for discussion of alternative configurations). 

 
Consequently, there exist 24=16 possible 
configurations of four CCO molecules in the 4×4 
supercell. This number is doubled when a shift by 
one dimer is applied to every second row. 
Through the exploitation of symmetry 
operations, the number of unique structures is 
reduced to nine (see Figure S3). In this setup, the 
computational demand is still feasible while all 
possible nearest neighbor interactions between 
adsorbate molecules are sampled. 
Relative energies of these nine structures are 
listed in Table S1. Evidently, even the least 
favorable configuration is only 7 kJ/mol less 
stable than the most favorable one depicted in 
Figure 5. Energy differences of this magnitude 
are smaller than the overall accuracy of DFT [37] 
and all configurations can therefore be 
considered isoenergetic. Thus, a random 
arrangement of molecules on the macroscopic 
scale appears likely.  
 

The computational models – a 
hierarchical approach 
 
The central question of this study is how to 
create an accurate structural model of hybrid 
organic-inorganic interfaces that can be 
efficiently computed. As mentioned in the 
section on computational challenges, accurate 
reaction barriers and energies based on highly 
accurate approaches quickly become 
unattainable for such systems. Thus it is 
imperative to develop means to minimize 
computational complexity while maintaining 
acceptable accuracy for properties of interest. 
We propose to reduce the complexity of an 
interface model based on the assumption that 
bond cleavage and formation are predominantly 
local phenomena. Thus, it stands to reason that 
only the immediate chemical environment 
exerts a noticeable influence on the shape of a 
PES. In the following, we test this hypothesis by 
comparing the energetic signatures of the 
reactions shown in Figure 2 with those obtained 
from structurally increasingly simplified model 
systems. For this purpose, a hierarchical system 
(Figure 6) is introduced and benchmarked with 
respect to the full interface model which is 
assigned rank 1 (see Figure S7 for structures). 
The computational speedup achieved by the 
hierarchical approach is shown for the AAC 
reaction in the supporting information (Figure 
S8) and approximately scales with the number of 
atoms in the model. 
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Figure 6. Hierarchically designed model systems of an interface 
between a semiconductor surface and an organic layer. Rank 1 
(black): Full system containing the substrate and an organic layer. 
Rank 2 (red): The substrate is removed while the organic layer is 
structurally constrained to mimic the substrate template. Rank 3 
(blue): Substrate same as rank 1 with a single adsorbed molecule. 
Rank 4 (green): A single molecule confined to surface-accessible 
geometry. 

 
Rank 1. The full system contains the surface slab, 
which is constructed as described in the methods 
section, and the desired number of organic 
layers at complete coverage. No structural 
approximations besides the supercell size and 
slab thickness are made. 
Rank 2. At the first rank of simplification, the 
substrate is removed. Whenever a covalent 
bond must be cut during system size reduction, 
dangling bonds are saturated with hydrogen 
atoms. Thus, rank 2 models explicitly capture 
intra-layer effects in the organic layer but 
disregard influence of the interface. However, 
template effects of the inorganic substrate are 
included by freezing positions of some atoms in 
the first organic layer. One advantage of rank 2 
systems is the option of using cluster approaches 
instead of periodic boundary conditions (see 
methods section for details). Speedup of factor 
2-6 is achieved w.r.t. rank 1 for the AAC reaction. 
Rank 3. The opposite route to rank 2 is taken 
with rank 3 approximations. Here, effects at the 
interface are explicitly included. A reduction in 
computational effort is achieved by diluting the 
surface coverage to a single adsorbate. 
Consequently, all coverage and intra-layer 
effects cannot be captured with rank 3. Speedup 
of factor 1.5-2 is achieved. 
Rank 4. The simplest possible system is just the 
individual molecule without surface. There are, 
however, two possible ways in which one can 
design this model. Without prior knowledge of 
the surface structure, all molecular degrees of 
freedom have to be explored in order to find the 
minimum energy path connecting reactants and 
products. This model is assigned the rank 4b. On 
the other hand, some degrees of freedom are 
constrained when one of the reactants is 
immobilized on the substrate. Here, the gas 
phase minimum energy path might be 
inaccessible. Some mechanism-altering effects 

of the surface are therefore already contained in 
a rank 4 model. For instance, the cycloaddition 
of the AAC reaction cannot be initiated from 
below when the alkyne is attached to the 
surface. Speedup of up to a factor of 50 is 
achieved. 
 

 
Methods 
 
Rank 1-4. Structure optimizations of all systems 
were performed with the Vienna Ab initio 
Simulation Package (VASP 5.4.4 [38-40]) 
compiled with the transition state tools by 
Henkelman et al.[41, 42]. The conjugate gradient 
algorithm for structural optimization was 
considered converged with forces smaller than 
10-2 eV/Å. For gas phase calculations, stationary 
points found were verified by calculation of the 
Hessian matrix. The GGA-based exchange-
correlation density functional proposed by 
Perdew, Burke and Ernzerhof (PBE) [43] was 
used to calculate the electronic energy and 
forces. 
The inclusion of dispersion interaction 
corrections is important for the performance of 
semi-local density functionals (DFs) [44]. 
Benchmarks for low-density solids show good 
accuracy for bond lengths, angles, volumes and 
lattice constants.[45] In this study, dispersion 
effects were captured with the DFT-D3 scheme 
including the improved Becke-Johnson damping 
function [46, 47] for PBE and the rPBE [48] 
functional. Furthermore, the range-separated 
hybrid functional HSE06 [49] which is based on 
PBE and includes 25% Hartree-Fock exchange at 
short distances was also paired with D3 in order 
to quantify improvements on reaction barriers. 
For comparison, the dispersion correction 
scheme by Tkatchenko and Scheffler (TS) [50] 
was applied to the PBE functional. With optB88 
[51] a third approach to capture dispersion 
effects was investigated. 
The planewave energy cutoff was set to 400 eV 
for all calculations and “standard” pseudo 
potentials for all atoms (version PBE5.4) [52] 
were applied in conjunction with the projector-
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augmented wave (PAW) method. The precision 
tag was set to accurate and a total energy 
difference of at most 10-5 eV was applied for self-
consistent field (SCF) convergence. The Si(001) 
surface was described with a six-layered slab-
supercell model with periodic boundary 
conditions (PBC). The theoretically optimized 
lattice parameter (a=5.418 Å) was determined 
previously [35]. The surface opposite to the 
organic layer was saturated with two hydrogen 
atoms per Si atom using the silane (SiH4) bond 
length (1.480 Å) [53] while the bottom two layers 
were frozen at their bulk positions during 
relaxation. The thickness of the vacuum layer 
between periodically repeated units was at least 
10 Å. Electronic levels around the Fermi-energy 
are smeared out by σ=0.05 eV with Gaussian 
functions to accelerate SCF convergence. 
Momentum space was sampled by a 2×2 
Γ-centered k-point mesh for calculations 
including the substrate and Γ-only otherwise. 
This computational setup has yielded accurate 
results for molecular adsorbates in the past [35]. 
Organic layers were constructed by removal of 
the Si slab from the optimized system. Cleaved 
Si-C bonds were capped with H atoms on relaxed 
atomic positions while keeping all other atoms 
fixed. In all subsequent optimizations, the 
capping H atoms and directly attached C atoms 
were frozen. In order to calculate reaction 
barriers, transition state structures were 
optimized with the dimer method [41] after pre-
determination with the nudged elastic band 
(NEB) [42] method. 

Effects of solvation were modelled by using 
VASPsol [54] that implements a PCM-like [55] 
model. Here, the electrostatic solute-solvent 
interaction can be efficiently described through 
a generalized Poisson equation. The only free 
parameter is the relative permittivity εr which is 
solvent-dependent and quantifies the rate at 
which a medium screens charges with respect to 
the vacuum (εr=1 per definition). The dielectric 
constant is applied to the continuum region 
outside the solute cavity depending on an 
isodensity cutoff nc. In order to prevent 
numerical instabilities due to a sharp change of 
the electrostatic potential around the cavity a 
diffuse region of width σ is introduced in which 
the relative permittivity is smoothly varied from 
1 to ε. The solvation energy can be corrected for 
the destabilization due to cavitation by scaling 
the cavity shape function with the surface 
tension τ of the solvent. Default values for nc and 
σ were applied with all other settings kept 
identical to the non-solvated case.  
Due to repetition of the unit cell perpendicular 
to the slab plane, finite size effects caused by the 
presence of a net dipole moment can occur. The 
resulting errors to the energy and forces can be 
corrected by applying a linear potential 
counteracting the dipole moment [56]. In our 
test, using this dipole correction did not result in 
any total energy changes of a H-saturated, bare 
slab and was thus not applied to the interfaces 
investigated. 
The simulated annealing (SA) molecular 
dynamics approach can be used to find minimum 
structures when the initial guess is poor. We 

Table 1. Benchmark of several density functionals and wavefunction-based methods in comparison to CCSD(T) data. Gas phase 
structures (rank 4) were optimized at the PBE-D3 level. Reaction energies for the three model reactions AAC, ACE and IEDDA 
are listed in the first part. From these three data points mean absolute errors (MAE) and mean signed errors (MSE) are calculated. 
In the second half of the table reaction barriers and their errors are listed. 

Rkt. CCSD(T)[a] CCSD[a] MP2[a] 
PBE-
D3[b] 

PBE-
D3[c] 

PBE-
TS[c] 

rPBE-
D3[c] 

HSE06-
D3[c] 

optB88[c] 

∆E⁰(AAC) -289 -291 -292 -291 -297 -293 -295 -334 -286 
∆E⁰(ACE) -88 -95 -80 -66 -65 -59 -75 -80 -63 
∆E⁰(IEDDA) -64 -66 -60 -48 -51 -54 -39 -59 -54 
MAE(⁰) / 3.6 4.9 13.4 14.8 14.3 14.9 19.2 13.0 
MSE(⁰) / -3.6 3.1 12.4 9.6 12.2 11.0 -10.4 13.0 
          
∆E‡(AAC) 96 117 72 65 63 69 60 83 61 
∆E‡(ACE) 55 74 15 27 26 34 17 39 25 
∆E‡(IEDDA) 99 112 86 71 69 73 73 90 66 
MAE(‡) / 17.7 26.0 28.9 30.5 24.8 33.2 13.0 32.8 
MSE(‡) / 17.7 -26.0 -28.9 -30.5 -24.8 -33.2 -13.0 -32.8 

Energies and errors in kJ/mol; [a] basis set: cc-pVTZ; [b] basis set: def2-TZVPP; [c] planewave basis set (Ecutoff = 400 eV). 
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used this approach to find minima when 
manually generated structures were poor initial 
guesses. Calculations were performed with CP2K 
5.1 [57] and the solution to the electronic SCF 
was given by the semi-empirical SCC-DFTB 
method with the “mio-1-1” parameter set [58] 
for elements H, C, N. Dispersion interactions 
were here included with a simplified D3 
correction. We employ a three-step procedure 
where the system is first equilibrated in an NVT 
ensemble at T = 1500 K using a Nosé-Hoover 
thermostat for 1.25 ps with a time step of 0.5 fs. 
The high temperature does not lead to bond 
cleavage in a tight binding approach but ensures 
that the system explores a larger subsection of 
the configuration space. In the second step, the 
temperature is decreased slowly to 300 K with a 
cooling rate of 0.1% per step. Lastly, the 
structure found is crudely optimized (conjugate 
gradient algorithm, 10-3 Eh/a0) to the closest local 
minimum before the final optimization is 
performed with VASP as described above. 
Rank 2 & 4. Additional single-point and gas 
phase calculations with a cluster approach were 
performed with TURBOMOLE 7.2 [59] using PBE-
D3. The basis set def2-TZVPP [60] was used 
together with a fine integration grid (m4) and the 
SCF energy convergence criteria set to 10-8 Eh. 
Clusters are constructed by simply removing PBC 
from a rank 2 supercell leading to saturated 
clusters. The number of atoms is thereby 
retained. 
For the benchmark of gas phase energies, the 
orbital-specific virtual pair natural orbital 
coupled-cluster (CC) method implemented in 
TURBOMOLE 7.3 was employed [61]. Here, the 
correlation-consistent cc-pVTZ basis set 
including auxiliary functions was used while the 
energetic convergence criterion was lowered to 
10-7 Eh in order to speed up the calculation. 
 
 

Results and Discussion 
 
Functional benchmark 
 
Before quantifying the model error introduced 
by the ranking approach, it needs to be 

disentangled from the systematic error of the 
functional. In Table 1, we assess the perfor-
mance of five density functionals (DF) including 
dispersion corrected by benchmarking against 
the wavefunction based “gold standard” CCSD(T) 
[61]. However, due to the size of the investigated 
molecules and current unavailability of coupled 
cluster methods for periodic systems, only rank 
4 is benchmarked. Due to the varying accuracy of 
DFs with respect to minimum structures and 
transition states, reaction energies (∆E⁰ = ∆Eprod - 
∆Ereac) and barriers (∆E‡ = ∆ETS - ∆Ereac) are 
discussed separately. All reported energies were 
determined from single point calculations on the 
PBE-D3 optimized structure. 
Furthermore, the mean signed error (MSE) is 
calculated in addition to the mean absolute error 
(MAE) to evaluate systematic trends of over- and 
underestimation of energies. 
 
We begin with the comparison of different 
dispersion corrected GGA functionals for ∆E⁰. As 
shown in Table 1, all DFs give rather similar 
errors with optB88 showing the smallest MAE, 
followed closely by PBE-D3, PBE-TS and rPBE-D3. 
While the deviations between the DFs are small 
for the AAC reaction, larger deviations are found 
for ACE and IEDDA. For the barriers, ∆E‡, MAE 
and MSE values are identical in absolute terms 
suggesting a systematic error of the chosen DFs. 
While for DFT and MP2 too small barriers are 
found (negative MSEs), CCSD overestimates 
them (positive MSE). The PBE-TS functional gives 
smaller errors than the other GGA functionals by 
6-8 kJ/mol but errors are about two times larger 
than for the reaction energies. 
Notably, range-separated hybrid DF HSE06-D3 
shows the largest MAE for ∆E⁰ which is probably 
caused by a failure to correctly describe the 
product of the AAC reaction. This behavior is a 
systematic error since similar reaction energies 
are also yielded for ranks 1-3 (see Table S6). A 
likely explanation is the overestimation of 
Hartree-Fock exchange for the triazole-ring as 
the similarly constructed PBE0-D3 functional 
yields a reaction energy of -336 kJ/mol 
(compared to the -334 kJ/mol of HSE06-D3). 
Concerning the barriers, HSE06-D3 shows the 
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best agreement with the CCSD(T) reference 
value as is often found for hybrid functionals that 
typically suffer less from delocalization errors of 
stretched bonds [62].  
Thus, the conclusion drawn from this small 

benchmark fits the general notion that GGAs 
perform reasonably well for reaction energies 
while accurate reaction barriers require hybrid 
functionals. Overall, mean errors introduced by 
the choice of the DF are below 15 kJ/mol but 
larger deviations of more than 30 kJ/mol are 
found for some reactions. Notably, errors caused 
by the change from an atom-centered to a plane 
wave basis set together with the application of 
periodic boundary conditions are much smaller 
with at most 6 kJ/mol (compare columns PBE-D3 
and PBE-TS of Table 1). Unless noted otherwise, 
PBE-D3 is employed for all further calculations 
since it is the least parametrized functional while 
performing comparable to others and being 
computationally much more efficient than 
HSE06-D3. 
 
Geometry changes with respect to model ranks 
 
Systematic reduction of the system size has 
some influence on the geometry of the organic 
molecules which in turn leads to energetic 
differences. Removal of the substrate in rank 2 
causes the organic layer to be slightly 
compressed due to missing steric repulsion 
between it and the topmost silicon atoms (Figure 
S4). Steric repulsion is also present between 
molecules of the first and second organic layers. 
Removal of all surrounding molecules in rank 3 
causes the single azide molecule (2) to stick out 
less towards the vacuum. This effect is 

somewhat compensated by the absence of 
dispersion attraction between substrate and 
adsorbate. The single molecule therefore stands 
more upright than in rank 1 (see Figure S5). 
Lastly, comparison of optimized geometries of 
rank 3 and 4 leads to the same local minimum 
and reveals no discernible differences. 
 
 
Model error 
 
Next, we investigate the influence of the ranking 
approach on barriers and reaction energies as 
well as on reaction paths. For this purpose, the 
dataset of the AAC reaction, found in Table 2 and 
plotted in Figure 7, is discussed in detail.  
 
Afterwards, comparison to the other two 
reactions, ACE (Figure 8) and IEDDA (Figure 9), 
are made.  
At rank 1, the reaction energy and barrier of the 
AAC reaction are found to be -297 and 59 kJ/mol 
respectively. These results are not significantly 
changed at rank 2 since the precomplex and 
product as well as the TS are shifted slightly 
downwards in energy with respect to the 
isolated reactants. Further analyzing the relative 
energies without dispersion correction (Table 
S13) reveals that purely electronic effects are 
captured with cluster models just as well as with 
slab models. Thus, cluster calculations can be 
used in cases where no PBC implementation of a 
method is available. For rank 3, relative energies 
of the stationary points are shifted upwards by 
30-40 kJ/mol, resulting in a ∆E⁰ of -304 kJ/mol. A 
similar shift upwards in relative energies is also 
determined for rank 4 which presents the 
surface-anchored structure. Here, the reaction 
energy agrees with rank 1. Relaxing all structural 
constraints imposed by the layer or substrate 
leads to additional angles of attack becoming 
available for the reaction at rank 4b. Thus, 
considering otherwise inaccessible interface 
structures in the gas phase model results in a less 
good agreement of rank 4b with the more 
elaborate models. We will thus not consider this 
approach further. 
 

Table 2. Energies of stationary points on the AAC reaction 
path with respect to the isolated reactants as well as 
reaction energies and barriers. Model systems of ranks 1-4 
are compared.  

 
rank 

1 
rank 

2 
rank 

3 
rank 

4 
rank 
4b 

Precomplex -39 -48 -7 -8 -32 
TS 20 9 51 55 31 
Product -336 -340 -311 -306 -310 
      
∆E⁰ -297 -292 -304 -297 -278 
∆E‡ 59 57 58 63 64 

PBE-D3 energies in kJ/mol. 
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Figure 7. Energies (PBE-D3) of stationary points on the AAC 

reaction path from Table 2. Inset: The model systems show 

clustering of ranks 1 & 2 and 3 & 4 due to intra-layer attraction. 

Further splitting of ranks is caused by surface effects on layer and 

molecule. 

In conclusion, reaction energies and barriers are 
only moderately affected by the rank of the 
model system. However, this observation only 
holds true provided structural information is 
carried over from previous ranks. Otherwise, 
changes in mechanism are possible in the 
simplified models as shown in column “rank 4b” 
of Table 2. From the data at hand, two dominant 
structural effects can be identified. The larger 
one, called intra-layer effect (Figure 7), causes a 
clustering of values for ranks 1 & 2 as well as 3 & 
4. Due to the more crowded environment of the 
complete first organic layer, rank 1 & 2 
structures are stabilized by dispersion 
interactions with respect to 3 & 4. The smaller 
surface effect (Fig. 7) caused by restricting 
reaction possibilities through the surface as 
template is responsible for the remaining 
difference between ranks 1 & 2 and to a lesser 
extent between 3 & 4. Its influence can mostly 
be attributed to the presence of steric repulsion 
between the silicon surface and the first layer of 
molecules. This conclusion is supported by 
analyzing the energy diagrams of the ACE (Figure 
8) and the IEDDA (Figure 9) reactions with 
respect to the clustering of ranks. However, the 
impact of the different ranks on ∆E⁰ and ∆E‡ is 
not uniform, as shown in Table S5. While the 
reaction energy increases for ACE it decreases 

for IEDDA and stays approximately constant for 
AAC. 

 

 

Figure 8. Energies of stationary points on the ACE reaction path 
from Table S3 at the PBE-D3 level. 

 

 

Figure 9. Energies of stationary points on the IEDDA reaction path 
from Table S4 at the PBE-D3 level. 

 
Quantifying the model error introduced as a 

consequence of increasing computational 

simplicity is an important guideline for the 

decision whether an approximation is 

acceptable. We therefore calculated the 

reaction energies and barriers of ranks 1-4 for all 

three reactions with the same five functionals 

benchmarked in Table 1. The full dataset is found 

in Tables S2-S9 of the supporting information. In 

Figure 10, the model error of ranks 2-4 for 

reaction barriers and energies is plotted as the 

MAE with respect to rank 1. 
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Figure 10. Model errors of different DFs with respect to the total 

system (rank 1). Mean absolute errors (MAE) of the barriers (∆E‡) 
are plotted in the upper part while reaction energy errors 
(∆E⁰) are shown in the bottom part. 
 
Independently of functional, models of rank 2 
(Fig. 10, red bars) perform very well for reaction 
energies with mean errors relative to rank 1 
consistently below 5 kJ/mol. In contrast, 
reaction energy MAEs for ranks 3 & 4 (Fig. 10, 
blue and green bars) are found to be significantly 
larger even surpassing 10 kJ/mol for optB88. A 
similar trend is present for the reaction barriers 
where rank 2 significantly outperforms 3 & 4 
with the exception of rPBE. Taking a closer look 
at the functionals investigated clearly shows 
differing responses to the reduction of model 
complexity. The performance of rPBE is 
somewhat erratic as the functional has the 
lowest MAEs for ranks 3 & 4 but the highest for 
the barrier of rank 2. In light of these findings the 
usefulness of rPBE for the ranking approach is 
put into question. In terms of the three 
investigated dispersion correction schemes, 
DFT-D3 is slightly superior to the DFT-TS scheme 
while optB88 shows the largest errors. 
Surprisingly, the hybrid functional HSE06-D3 
does not lead to significant improvements w.r.t. 
PBE-D3.  
 
However, in rank 2, HSE06 and optB88 show 
lower MAEs for reaction energies and barriers 
respectively. 
We note that the statistical analysis performed 
here can only be understood as preliminary since 
a set of three reactions is subject to strong 
perturbance by outliers. An example is the low 
accuracy of rank 3 reaction energies over rank 4, 

which can be attributed to an outlier in the AAC 
reaction. Nonetheless we will discuss some 
implications in the following since the reactions 
are highly representative for interface 
chemistry. 
Interplay of XC and model error. Model errors 
for reaction energies are smaller than those 
caused by the choice of the electronic structure 
method. We thus prioritize identifying a 
dispersion-corrected functional that well 
describes the chemistry at hand across different 
models. When calculating reaction rates which 
depend exponentially on the barrier model rank 
2 should be considered. Interestingly, HSE06-D3 
performs best for the reaction energy at rank 2 
while having the largest error for the same 
quantity in the functional benchmark. The same 
is true for the barrier calculated with optB88. At 
this point we are unable to determine if these 
findings are correlated or by chance. 
On the other hand, when the property of interest 
is not exponentially dependent on the error, gas 
phase models (rank 4) are suitable alternatives 
to rank 2. Their performance is only slightly 
worse than that of single molecule adsorbates 
(rank 3), at drastically reduced computational 
demand. Here, PBE-D3 convinces with a good 
overall performance and consistent error 
statistics across different model ranks. It is 
necessary though to compute the complete 
interface at rank 1 before resorting to simplified 
models. 
 

Solvation effects 
 
In the last part of this benchmark study, we use 
the PCM approach to investigate the influence of 
increasingly polar solvents on each model rank. 
The ACE reaction is discussed here since the 
observed effects are most pronounced for its 
polar groups. 
Relative energies of TS, pre- and postcomplex at 
rank 1 are listed in Table 3. The cavitation 
correction is neglected for the comparison of 
solvents since we aim to decrease the number of 
parameters by ignoring surface tension (τ=0). 
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Table 3. Stabilization of the ACE reaction path (rank 1) by 

different solvents. The solvation is treated implicitly (ε in 

brackets). Positive values indicate destabilization w.r.t. the 

computations without solvent. All values at rank 1. 

 
DCM 
(9.1) 

Acetone 
(20.7) 

CH3OH 
(32.7) 

H2O 
(80.1) 

∆E Precomplex 15 19 21 24 
∆E TS 11 15 17 21 
∆E Postcomplex 20 25 27 31 
∆E ∑ Products [a] 9 11 12 13 
     
∆∆E⁰ 5 6 6 7 
∆∆E‡ -4 -4 -4 -3 

Energies in kJ/mol without the cavitation energy. 
[a] Sum of the individual product energies after separation 
of the postcomplex. 

 
Inclusion of the solvent correction results in the 
destabilization of adsorbed structures with 
respect to the isolated reactants. This effect 
becomes stronger as solvent polarity increases. 
The postcomplex is destabilized more than the 
precomplex which is in turn less destabilized 
than the TS. However, the effect on reaction 
energies and barriers with varying polarity from 
9.1 to 80.1 is small with energy changes of 3-7 
kJ/mol.  
Next, the behavior of implicit solvent modelling 
when applied to different model ranks is 
investigated (Table 4). For this part of the study 
the cavitation energy is included since its shape 
will be different for each rank. The cavitation 
energy is a destabilizing contribution to the 
solvation energy. Its effect is most pronounced 
for isolated reactants and products since the 
combined cavity volume is largest. Reduction of 
the volume upon formation of a precomplex has 
therefore a stabilizing effect on relative energies 
(Table S10). 

 
Table 4. Stabilization of the ACE reaction path by implicit 

solvation (H2O). Model system ranks 1-4 are compared. 

Positive values indicate destabilization w.r.t. the 

computations without solvent. 

 1 2 3 4 

∆E Precomplex 20 17 11 11 
∆E TS 16 13 -1 -1 
∆E Postcomplex 25 24 13 13 
∆E ∑ Products [a] 10 10 -5 -6 
     
∆∆E⁰ 5 7 2 2 
∆∆E‡ -4 -4 -12 -11 

Energies in kJ/mol including the cavitation energy. 
[a] Sum of the individual product energies after 
separation of the postcomplex. 

 
The previously noted clustering of results for 
model ranks 1 & 2 and 3 & 4 is also found for the 
solvation correction. This suggests a rather weak 
influence of the substrate but strong influence of 
the organic layer. This behavior is expected since 
the organic layer reduces the solvent accessible 
surface by blocking the substrate-facing 
hemisphere. Thus, adsorbing molecules need to 
shed a larger part of their solvent sphere before 
being able to react, resulting in an energetic 
penalty. This observation is generalizable as 
shown in Tables S11 & S12. 
We note that the accuracy of the PCM model for 
interfaces cannot be judged with great 
confidence at this point since experimental data 
is scarce. Some computational parameters, 
especially concerning cavity construction might 
need to be reevaluated in the future. 
 
 

Applying the model 
 
After having determined that a rank 2 model, 
containing just the organic layer, well 
reproduces the full interface system while 
significantly reducing computational demand, 
we now apply it to two typical questions in 
interface research (Figure 11). 
The first question concerns the coverage 
dependence of adsorption energies. With 
increasing coverage, attraction between 
adsorbates rises, thus increasing the adsorption 
energy. This effect can also lead to a steering of 
subsequent molecules to adsorb close to those 
already present on the surface [36]. At higher 
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coverages, the adsorption energy falls again due 
to steric repulsion experienced in more crowded 
environments [63]. Knowledge of the adsorption 
energy profile with respect to coverage is 
important to monitor the deposition progress.  
The second question treated concerns unwanted 
termination reactions of bifunctional molecules 
which negatively impact growth rates and 
interface uniformity. Thus, identifying means to 
prevent terminations is of high interest for 
organic surface functionalization. In a 
termination reaction, a single molecule reacts 
twice with the previous layer, effectively 
decreasing the number of reactive sites by two 
[66]. After a certain number of deposition cycles 
no reactive sites remain and growth comes to a 
halt. This problem is primarily observed for 
molecules carrying two identical functional 
groups. However, those molecules are still 
preferred for layer-by-layer synthesis since only 
two steps per growth cycle are required there. 
Furthermore, every additional different 
functional group in a molecule increases the risk 
of side reactions. Therefore, an approach to 
increase the selectivity of bifunctional molecules 
proposed earlier [65] is computationally 
examined here. The idea is to increase the steric 
demand of one functional group by attaching 
bulky carbon moieties in its vicinity (i.e. linkers 
11 and 15 in Figure 12). Extending this idea, we 
present additional functional groups to suppress 
these termination reactions. 
Both of these research questions cannot be fully 
addressed with gas phase or single adsorbate 
models as they cannot capture coverage effects. 
Hence, they lend themselves as showcases for 
the periodic, organic layer model (rank 2). 
 
 

 

Figure 11. Lewis structure representation of the complete first 
organic layer after AAC reaction with a single molecule attached in 
the second layer. This molecule can perform a termination 
reaction. In the 4×4 supercell, three possible reaction modes for a 
second molecule (N3-L-N3) exist (2a, 2b, 2c). L is a linker group (see 
Figure 12). 

 

Coverage dependent reaction energy 
 
Based on the idealized interface model of one 
CCO molecule per two surface dimers as 
introduced above in Figure 5, the smallest unit 
cell allowing the study of coverage contains four 
reactive sites in the first organic layer. This cell 
can accommodate four possible coverages: Θ = 
0.25, 0.5, 0.75, 1 ML. Representative structures 
were generated from simulated annealing 
molecular dynamics simulations as described in 
the methods section. The results are given in 
Table 5. 
The reaction energy of the first molecule 
(0.25 ML, 340 kJ/mol) has been reported in 
column “rank 2” of Table 2. For a coverage of 
0.5 ML, the average reaction energy per 
molecule falls off considerably (-313 to -
319 kJ/mol) before rising again for values of 0.75 
and 1 ML. When increasing the coverage from 
0.25 to 0.5 ML three modes are possible (2a-2c, 
Figure 11). A molecule reacting at the 
neighboring position across the Si-dimer trench 
(2a) has a reaction energy of -286 kJ/mol. Within 
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a dimer-row (2b) the reaction is slightly more 
favorable at -295 kJ/mol. 
 

Table 5. Influence of pre-coverage on energies of AAC 

reaction of 1 and 2 leading to 3 (Figure 2). Θ / ML: 

Coverage (4×4 cell). ∆Ereac(Θ): Sum of reaction energies 

as a function of Θ, average energies per molecule in 

brackets. ∆∆Ereac(Θ): reaction energy of the last attached 

molecule. ∆∆Ereac(disp): dispersion contribution to the 

energies in column “∆∆Eads(Θ)”. 

Θ / ML ∆Ereac(Θ) ∆∆Ereac(Θ) ∆∆Ereac(disp) 

0.25 -340  -340 -63 
0.5 [a] -626 (-313) -286 -64 
0.5 [b] -635 (-317) -295 -26 
0.5 [c] -638 (-319) -298 -55 
0.75 -972 (-324) -334 -101 

1 -1320 (-330) -348 -70 

PBE-D3 energies in kJ/mol for rank 2 models. 
[a] Configuration 2a (Figure 11). 
[b] Configuration 2b (Figure 11). 
[c] Configuration 2c (Figure 11). 

 
Notably, the dispersion contribution for case 2a 
(-63 kJ/mol) is almost the same as for the first 
molecule (-64 kJ/mol), while it is less for the 
intra-row case 2b (-26 kJ/mol). This is due to 
space constraints disfavoring relaxation into a 
flattened structure of two neighboring 
molecules within a row (see Figure S6). In the 
case of two molecules being attached along the 
diagonal (2c), a similar behavior to 2a is found 
with a relatively high dispersion contribution to 
the reaction energy. 
For the third incoming molecule (0.75 ML), only 
one unique configuration exists. Its reaction 
energy rises again to -334 kJ/mol (relative to 2c) 
with dispersion attraction contributing strongly 
(30%). 
The fourth molecule (1 ML) has the highest 
reaction energy (-348 kJ/mol). Here, the 
dispersion contribution amounts to 20%. 
In summary, reactions with directly neighboring 
sites are electronically less favorable while 
dispersion attraction stabilizes higher coverages. 
Due to the small number of reactive sites per 
area in the second layer, additional molecules 
always react exothermically until full coverage is 
reached. In order to validate the performance of 
the rank 2 model, the value for the reaction of 
the fourth molecule is re-calculated at rank 1. 
Here the reaction energy is on average -342 
instead of -330 kJ/mol. Two thirds of this 
increase can be attributed to additional 

dispersion attraction of the substrate. An 
absolute error of 12 kJ/mol is acceptable for 
applications where correct trends are the 
primary concern. 
 

Prevention of terminating reactions 
 
In the following we assess the success of 
different modifications to a molecular building 
block for reducing the thermodynamic driving 
force of a termination reaction shown in Figure 
11. As a test case the AAC reaction is used where 
the two functional groups of the azide precursor 
are differentiated. In Figure 12a two neighboring 
CCO derived molecules are terminated by a 
bisazide molecule. Through variation of the 
linker group L the thermodynamic termination 
energy is calculated with respect to reaction at a 
single site [∆Eterm = ∆Eads(2)-∆Eads(1)] and listed in 
Table 6. We focus here on links across the 
trench, however, the same approach could also 
be applied to termination reactions within a row. 
 

 

Figure 12. a) Termination of two alkyne reactive sites by a bisazide 
molecule in the AAC scheme. b) Linker groups L altering the 
reactivity of the bisazide through steric demand, strain and 
electron withdrawing groups. 
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Table 6. Differences in growth termination reaction 

energies caused by the chemical modification of linker 

groups L in bisazide molecules. Relative reaction energies 

∆∆Eterm are calculated with respect to linker 11. 
Linker (L) ∆Eterm / kJ/mol ∆∆Eterm / kJ/mol 

11 -274 0 
12 -263 10 
13 -171 102 
14 -275 -1 
15 -256 18 
16 -258 16 
17 -167 107 
18 -177 97 

 

 
The modifications made to the bisazide are 
rationalized by one or more of the following 
design principles. Molecule 11 is structurally 
similar to reactant 2 of the AAC reaction but 
contains two azide moieties, one of which is 
sterically encumbered by methyl groups. In 
order to further reduce the termination energy, 
steric demand is increased by replacing both 
methyl groups with tert-butyl groups in linker 15. 
An alternative to steric demand is strain 
engineering, with successively shorter linkers 
(11>12>13>18) or more rigid backbones (14). 
Lastly, the option of chemically tuning the linker 
through adding electron withdrawing groups 
(EWG) on the dienophile is explored. This last 
approach might be combined with the other 
ideas by exchanging -CH3 with -CF3 groups (16) or 
fluorine substitutions at the benzene ring (17).  
Steric effect. The reaction energy of 11 with only 
the less sterically hindered azide group 
(-346 kJ/mol) is similar to that of 2 (-340 kJ/mol). 
Termination of a neighboring reactive site is 
energetically less favorable by 72 kJ/mol, 
however a thermodynamic driving force 
of -274 kJ/mol remains, indicating the 
insufficiency of two methyl groups to increase 
selectivity. Comparing this value at rank 2 to rank 
1 (-280 kJ/mol) shows a small deviation 
of -6 kJ/mol.  
The thermodynamic driving force is decreased 
by just 18 kJ/mol when using linker 15. This 
suggests that steric demand can only slightly 
inhibit termination and other avenues should be 
pursued instead. 
Strain effect. Removal of a single -CH2- unit 
leading to 12 has only a small effect of 10 kJ/mol 

while removal of two (13) results in a large 
destabilization of 102 kJ/mol. Replacing the 
phenyl ring with an alkyne 18 has a similar 
influence on the termination energy (97 kJ/mol). 
However, such a molecule is only a hypothetical 
option due to cross reactivity between the azide 
and alkyne moieties within the same molecule. 
Therefore, we conclude that the length of L is a 
successful indicator for the thermodynamic 
stability of termination products. 
Simply increasing the rigidity by introducing a 
second ring (e.g. 14) appears to not decrease 
reactivity, however higher growth rates per cycle 
can be expected [66].  
Electronic effect. This effect is quantifiable but 
rather small with 6 kJ/mol for CF3 groups in 16 
and 5 kJ/mol decreased reactivity for 17.  
In summary, strain is the most promising 
approach for the prevention of termination 
reactions using thermodynamic control. This 
assessment can be expanded to low 
temperature kinetic control by invoking the Bell-
Evans-Polany principle stating a linear 
correlation between reaction energy and barrier. 
The optimal length of linker groups is system-
dependent due to templating effects of the 
underlying substrate. In the case of Si(001), 
inter- and intra-row dimers distances must 
therefore be taken into consideration. This is 
possible within the efficient rank 2 interface 
model. 
 
 

Conclusions 
 
We investigated the modeling of organic layers 
on semiconductor surfaces with a hierarchy of 
structural models on the density functional 
theory level. The assumption that chemical 
reactions involving only localized bonds can be 
accurately described by a limited model that 
mimics structural constraints imposed by the 
substrate could be supported by a small 
benchmark set of three different reactions. It 
was furthermore shown that intra-layer 
interactions such as dispersion attraction and 
steric repulsion are crucial to obtain accurate 
barriers and reaction energies. For the latter 
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case the least parametrized GGA functional PBE 
performs the most consistently while a hybrid 
functional description improves on barrier 
heights. We note however that due to the small 
size of our test set, statistical evaluation should 
be taken with caution. Additional calculations 
should be performed in the future to 
supplement existing data. 
We have also expanded the theoretical 
description of attachment processes on organic 
layers to the wet-chemical domain. Here, 
implicit models like PCM offer an efficient means 
of including electrostatic solvent interactions. 
Again, models abandoning the substrate in favor 
of computational simplicity perform well since 
the shape of the solvent shell is mostly 
determined by the geometry of the previous 
organic layer. 
Application of the model was then showcased 
with two typical questions of interface research. 
Both the variation of reaction energy in the 
second layer with coverage and the 
thermodynamics of termination reactions 
require a periodic model of the previous layer. 
For the latter question, a correlation between 
the length of the linker molecule and strain 
induced decrease of reaction energy was found. 
Steric demand and chemical tuning seem to be 
inferior means of inhibiting termination. 
Lastly, we offer recommendations for preferred 
use cases of the four introduced model ranks 
(summarized in Table 7). The full system of rank 
1 originally shown in Figure 1 is best employed to 
generate reference data to benchmark the other 
models. Furthermore, it is used to determine 
template effects such as lattice spacings and 
coverages. Finally, one may be forced to include 
the substrate when actual interface properties 
are of interest. A rank 2 model should be 
considered as the main method to study the 
chemistry within the organic layers. The rank 3 
model is a common choice to investigate 
adsorption energies and reactivity on the 
substrate. Finally, the gas phase model (rank 4) 
can be used for benchmarking against more 
accurate approaches or quickly screening 
molecular building blocks before employing rank 
2. 

 
Table 7. Recommendations for model systems addressing 

common research questions in the study of organic-

inorganic interfaces. 
Model Description Research question 

Rank 1 Full system Benchmarks, template 
effects, interface properties 

Rank 2 Organic layer Energies and barriers, layer 
effects, bonding analysis 

Rank 3 Substrate +  
1 molecule 

Adsorption energies, 
adsorption modes 

Rank 4 Gas phase High level methods,  
quick screening 

 
It remains open for investigation how fast 
template effects decay with the number of 
layers. Disorder increases in the second layer as 
molecules become free to explore the 
configurational space. It is therefore highly likely 
that structural properties of a layered organic 
system change quickly from an ordered interface 
to an (amorphous) bulk. In that case 
computational tools developed for polymer 
research [67] including (semi-)classical force 
fields and potential of mean force approaches 
can be applied. This opens up an opportunity to 
implement a multi-scale approach where the 
inorganic semiconductor and the interface is 
treated with high level methods while very 
efficient semi-empirical methods are applied to 
the organic bulk. Hence, the computation of 
macroscopic properties such as the elastic 
modulus and thermal stability may become 
feasible. 
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GRAPHICAL ABSTRACT 
 

Jan-Niclas Luy, Mahlet Molla, Lisa Pecher, and 
Ralf Tonner 
 
Efficient hierarchical models for reactivity of 
organic layers on semiconductor surfaces 
 
A hierarchical approach for modeling organic 
interface formation on semiconductors is 
presented. The largest model system (rank 1) 
constituting the full interface is computationally 
very demanding. By removing parts of the 
interface such as substrate or neighboring 
molecules from computations, properties of 
interest can be more efficiently calculated while 
retaining acceptable accuracy. 
 

 


