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Testing the free energy simulation results when using different integrators for the equations of motion: 

A comparison between the leapfrog (LF) integrator and the leapfrog-middle (LF-middle) scheme.  

Benchmark tests are performed on three systems. In the first two systems including the NMA system 

(ACE-NME) and an AT tract (A7-T7), the conformational change of dihedral flipping is simulated. In the last 

system malonaldehyde, the intramolecular proton transfer is investigated. The LF integrator is the default 

option used in various molecular dynamics (MD) packages including AMBER1. We used Langevin dynamics 

for temperature regulation. In this case, the integrator widely accepted to have better stability and efficiency 

is the BAOAB method,2-4 which could be generalized to other thermostats and named as the middle scheme.5, 

6 The algorithm is named as LF-middle when the method is coupled to the LF integrator. The simulation is 

performed at 300 K with a 5 ps-1 friction coefficient for the thermostat. We used isotropic position scaling and 

the Berendsen barostat to regulate the pressure in NPT simulations. The SHAKE algorithm7, 8 is an influencing 

factor of the simulation speed and the time step acceptable. In the current test, the simulation is performed 

with and without the SHAKE constraints. The SHAKE constraint constrains only the bonds involving 

hydrogen.  

 



 

Fig. 1. Model system (ACE-NME). The backbone C-C-N-C dihedral is used as the reaction coordinate 

describing the dihedral flipping. In multiscale quantum mechanics (QM)/ molecular mechanics (MM) 

simulations, the atoms depicted with the stick type are described with QM Hamiltonians, while the line-type 

atoms are described with MM potentials. Namely, the whole solute in included in the QM region, while the 

water molecules are represented by the MM force field.  

 

1. ACE-NME with all-atom force field 

We use the model system (ACE-NME) shown in Fig. 1 as an example to test the time step and integrator 

dependence of the free energy profile. The NMA system is biologically relevant and simple enough to achieve 

a sufficient level of sampling convergence with moderate amounts of computational resources.9-11 The small 

two-residue peptide is described with AMBER99SB12 and solvated in TIP3P water13, 14 in an octahedron box 

of 2814 atoms (934 water molecules). The cutoff for non-bonded interactions in the real space is set to 8 Å 

(AMBER default) and the long-range electrostatics are treated with the PME method.15 Therefore, there is no 

finite-size effect influencing the simulation outcome. The umbrella sampling16-18 method is used to enhance 

the sampling efficiency due to its simplicity and accuracy in producing highly accurate estimates of the free 

energy results. The parameters for the umbrella sampling simulation are 72 windows equally spaced between 

0 º and 360 º and a force constant of 100 kcal/(mol·rad2), which has been successfully employed in various 

dihedral flipping cases.19-24 The sampling interval of the backbone dihedral is 1 ps, which is longer than the 

autocorrelation time according to our previous calculations.9, 11 Potential of mean force (PMF) are obtained 

from the perturbation-based variational free energy profile (vFEP)25 reweighting. 

 



 

Fig. 2. Free energy profiles in kcal/mol along the dihedral flipping pathway obtained from different simulation 

protocols with a) the LF integrator and b) the LF-middle scheme without the SHAKE constraint. The time 

step used is represented by dt=n in the legend. NPT and NVT simulations are represented by ntp and ntb 

keywords, respectively. When the LF-middle integrator is employed, only NVT simulations are performed. 

The word ‘direct’ in the legend means that the simulation initiates from newly generated configurations under 

the target Hamiltonian (i.e., nonequilibrium pulling and then equilibration), while the other simulations are 

initiated from equilibrated structures from ‘amber ntp dt=1’. 

 

1.1 No SHAKE. 

We first check the results obtained without SHAKE. In each window, 100 ps simulation is performed and 

the sampling interval is 1 ps. Therefore, there are 100 points in each window. Simulation speeds with the LF 

integrator and the LF-middle scheme are almost identical, as the force-evaluation step is the most time-

consuming calculation limiting the simulation speed.  

As the LF integrator is the default option in AMBER, we use amber in the legend to describe the LF 

results. Also, as the ntb flag is used to define the periodic boundaries and the ntp flag is for pressure regulation, 

we use them to represent NVT and NPT ensembles, respectively. The PMFs obtained with the LF integrator 

are shown in Fig. 2a. Simulations with time steps larger than 1 fs (i.e. 2 fs and 4 fs) collapse due to particle 

exceeding the velocity limit in the equilibration step (i.e. the system blows up). The free energy profiles 

obtained from 1 fs time step in NVT and NPT simulations agree with each other, but the results obtained with 

larger time steps are completely wrong. Thus, without SHAKE, with the LF integrator, the time step should 

not be larger than 1 fs.  

Then, we check the results obtained with the LF-middle integrator. The direct simulation from a single 

structure and those initiated from the equilibrated structure in previous NPT simulations are performed, and 

the results are shown in Fig. 2b. Obviously, with the LF-middle scheme, without the SHAKE constraints, the 

time step still cannot be larger than 1 fs.  



We compare the PMFs obtained with the LF and LF-middle integrators in Fig. 3. We notice that the PMFs 

are similar, and the fluctuations originate from the fluctuation in the statistics and insufficient sampling, which 

is not the focus of the current research. Thus, we conclude that without SHAKE, for both integrators, the time 

step should be no larger than 1 fs. In another systematic test presented in the following part, we observe that 

1.5 fs is also usable for both integrators, but normally we would like to use time steps as integers (e.g., 1 fs or 

2 fs).  

 

 

Fig. 3. Comparison between the free energy profiles (kcal/mol) obtained with the LF and LF-middle 

integrators without the SHAKE constraint. The time step is represented by dt=n in the legend. NPT and NVT 

simulations are represented by ntp and ntb keywords, respectively. When the LF-middle integrator is employed, 

only NVT simulations are performed. The word ‘direct’ in the legend means that the simulation initiates from 

newly generated configurations under the target Hamiltonian, while the other simulations are initiated from 

equilibrated structures from ‘amber ntp dt=1’. 

  

1.2 With SHAKE. 

In practical MD simulation for complex systems, the phenomena of interest are relevant to large-scale 

motions of biomolecules, which are often decoupled from the high-frequency bond-stretching movement. 

Therefore, the SHAKE constraint is favored to enable the use of a larger time step. We then tested the 

performance with SHAKE to check how long the time step could be in practical simulations. In each window, 

1 ns simulation is performed and the sampling interval is 1 ps. Therefore, there are 1000 points in each window. 

With the LF integrator, the PMFs from NVT and NPT simulations and different time steps shown in Fig. 

4a are very similar, which indicates that the NVT and NPT conditions do not influence the simulation results, 

and the time step as long as 4 fs could be used with the SHAKE constraints. The results obtained with the LF-

middle integrator with different time steps shown in Fig. 4b are also similar, which indicates that the simulation 



results with the LF-middle integrator are also independent of the time step. For both integrators, the simulation 

collapses when dt is set to 8 fs, which indicates that the LF-middle integrator does not really touch the available 

magnitude of the time step. 

 

 

Fig. 4. Free energy profiles in kcal/mol along the dihedral flipping pathway obtained from different simulation 

protocols with a) the LF integrator and b) the LF-middle scheme with the SHAKE constraint. The time step 

used is represented by dt=n in the legend. NPT and NVT simulations are represented by ntp and ntb keywords 

in the legend, respectively. When the LF-middle integrator is employed, only NVT simulations are performed. 

 

We compare the free energy profiles obtained with the LF and LF-middle integrators at different time 

steps in Fig. 5a and 5b. In Fig. 5a, only the NVT results are shown, as the PMFs from NVT and NPT 

simulations are extremely similar. We can see that there is no significant difference between the LF PMFs and 

the LF-middle results under different time steps, which indicates that the LF integrator is already accurate 

enough and the LF-middle scheme does not really touch the thermodynamic profile. In Fig. 5b, PMFs from 

all protocols are compared. We can see that the PMFs obtained from all protocols with SHAKE constraints 

are very similar, which again indicates that the LF-middle scheme neither change the thermodynamics, nor 

change the acceptable time step. 

 



 

Fig. 5. Comparison between the free energy profiles with the LF integrator and LF-middle with the SHAKE 

constraints. In a), only results from LF NVT simulations and LF-middle NVT simulations are provided, as 

there is no obvious difference between the NVT and NPT results, while in b) results from all protocols are 

compared. The time step used is represented by dt=n in the legend. NVT simulations are represented by the 

ntb keyword in the legend. 

  

 Another comparison performed but not shown here is the comparison between the SHAKE-on and 

SHAKE-off PMFs. The PMFs are very similar, which indicates that the SHAKE option could be preferably 

on when dealing with dihedral flipping.  

 We performed longer simulations (6 ns in each window) to achieve a better level of convergence and the 

results are summarized in Fig. 6. A quick visual inspection of the free energy profiles obtained with the two 

integrators at different time steps does not really give hints on their difference, which again indicates that the 

time-step-dependence is minimal. This time-step-induced systematic error is quantified to be about 0.1 

kcal/mol for large time steps such as 4 fs with the SHAKE constraint, but the time-step-related error is 

negligible with the recommended value for time steps (e.g., 2 fs with the SHAKE constraint). This shifted free 

energy difference relates to the perturbation of the distributions in the simulated ensemble.  In the appendix, 

we performed some analyses on the potential energy terms and related distributions to investigate the 

contributions from various interaction terms. A main observation from the energy comparison is that the 

simulation is actually exploring the perturbed ensemble, thus leading to perturbed/shifted results. The 

perturbed distribution could be corrected by reweighting with the shadow work performed during the system-

thermostat coupling,26-28 but with the recommended value of time steps (i.e., 1 fs without SHAKE and 2 fs 

with SHAKE) this seems unnecessary, as the statistical error for complex systems (~kBT) is much larger.  

 



 

Fig. 6. The free energy profile along the flipping dihedral obtained with the LF and LF-middle integrators at 

different time steps. 

 

2. ACE-NME with the semi-empirical QM Hamiltonian Parametrized Model number 6 (PM6)  

The simulations in section 1 are repeated with the semi-empirical QM Hamiltonian PM629 to check the 

Hamiltonian-dependence of the time step (and the effect of the multi-scale treatment). The solute ACE-NME 

is described with PM6 while the TIP3P water is described with MM. The QM region does not use SHAKE in 

any simulations, while the SHAKE option could be on or off for MM regions. The results are similar to those 

in section 1. As the QM region does not use SHAKE under any circumstances, there are some differences but 

the main conclusions remain unchanged. Thus, we just briefly discuss them.  

 

2.1 No SHAKE. 

In Fig. 7, the comparison between PMFs obtained with different integrators in NVT and NPT simulations 

without the SHAKE constraints is given. Only 1 fs time step is acceptable and longer time steps result in 

system collapse. The PMFs obtained from different simulation protocols are very similar.  

 



 

Fig. 7. Under the PM6 Hamiltonian, the comparison between the free energy profiles with the LF and LF-

middle integrators without the SHAKE constraints. The time step used is represented by dt=n in the legend. 

NPT and NVT simulations are represented by ntp and ntb keywords in the legend, respectively. When the LF-

middle integrator is employed, only NVT simulations are performed. 

 

2.2 With SHAKE. 

We then apply the SHAKE constraints on MM molecules (i.e., water), while the QM region does not 

include constraints. This leads to a little different behaviors of the system, compared with the previous 

SHAKE-off section. Specifically, as the time step acceptable for the solute differs from that for the solvent, 

the minimum of them determines the largest time step usable. The simulations with 1 fs and 2 fs time steps 

could be run, while 4 fs time step is too large for stable dynamics. Comparing this phenomenon with the 

previous section, we know that without SHAKE, acceptable time steps for the solute could be as long as 2 fs 

and 4 fs is a bit large, while the time step for water molecules must be as small as 1 fs. Note that in this multi-

scale case, the multiple time step (MTS)30-32 treatment of the time evolution of different degrees of freedom 

(DOFs) could be useful to accelerate the simulation. In each window, 1 ns simulation is performed and the 

sampling interval is 1 ps. Therefore, there are 1000 points in each window. The PMFs (not shown) are similar 

for different simulation protocols and thus we do not discuss the results further.  

 

  



3. AT tracts: A7-T7 

Genetic codes are deposited in biopolymers as the sequence of nucleotides, specifically in the base pairs.33 

As the most widely observed form of DNA in cell, the duplex structural motif features the inner hydrogen 

bond interactions connecting the two strands and the outer phosphate and 5-membered sugar rings.34-37 The 

functionality of the DNA systems could be activated by the base flipping event, where the base-pair hydrogen 

bonds are broken and the base flips outward to be solvent-exposed. As a result, the bases are made accessible 

to external agents, which enables the occurrence of crucial biological processes such as repair, replication, 

transcription and recombination,38-43 DNA methylation,44-47 melting,48-57 bubbling,58, 59 and protein-DNA 

binding.33, 60-65 The model system A7-T7 shown in Fig. 8 is a short DNA duplex with sufficient biological 

relevance and complexity to test the time step dependence of the two integrators. We use the bsc166 force field 

to describe the DNA duplex. The system is solvated with TIP3P water molecules and Na+ cations67, 68 are added 

for neutralization. The resulting system contains 10511 particles. The octahedron box is replicated with 

periodic boundary conditions. The length of each dimension is about 51 Å.  

The pseudo-dihedral defined by four centers of mass (COM) is chosen as the collective variable (CV) 

describing the base flipping event, which has been successfully applied in various computational studies.19-24 

The four groups include the flipping base of A4, the sugar moiety of A4, the sugar moiety of A5 (the 3’ side 

of A4) and the bases of the base pair A5-T10, as shown at the bottom of Fig. 8. The window spacing and force 

constant parameters are the same as the previous backbone dihedral case. The starting configurations are 

obtained from our previous works on the AT tracts (the last configurations in each umbrella window under the 

bsc1 force field).19 Therefore, no long equilibration is performed. In each window, 4 ns simulation is 

performed and the sampling interval is 2 ps, which is similar to the autocorrelation time of the flipping dihedral 

according to our previous autocorrelation analyses.19, 21, 22 Therefore, there are 2000 points in each window. 

According to our previous benchmark test on the convergence time of base flipping simulations, this length 

of sampling time is already long enough for converged estimates of the free energy profiles along the base 

flipping pathway.19 PMFs are obtained from vFEP reweighting. 

 



 

Fig. 8. Illustration of base flipping in the A7-T7 duplex. The COM dihedral is used as the reaction coordinate.  

  

3.1. No SHAKE. 

Without SHAKE, the bonds are not constrained and all degrees of freedom could be freely relaxed. A time 

step of 1 fs is used to propagate the dynamics, while larger time steps result in the termination of simulation. 

In Fig. 9, we compare the PMFs obtained with and without the SHAKE constraints. Obviously, the PMFs 

obtained with the 1 fs time step and without SHAKE constraints are very similar to those obtained with the 2 

fs time step and SHAKE constraints. Therefore, in base flipping simulations, it is safe to turn the SHAKE 

option on and use 2 fs time steps. The results obtained from different integrators (i.e., LF and LF-middle) are 

also similar, which indicates that the simulation result is insensitive to the integrator used. It is worth noting 

that although the LF-middle scheme is shown to have higher accuracy in integrating the dynamics, it helps 

nothing in the size of time steps when the SHAKE option is off. Therefore, using LF-middle in simulations 

without SHAKE seems unnecessary.  

 

 

Fig. 9. Free energy profiles in base flipping with and without the SHAKE constraints. For simulation without 

SHAKE, only 1 fs time step is usable, while larger time steps result in unstable dynamics.  



 

3.2. With SHAKE. 

We then turn the SHAKE option on and check the simulation results below.  

In Fig. 10a, we compare the 2 fs and 4 fs results obtained with the LF and LF-middle integrators. For the 

LF integrator, 2 fs results with different integrators are very similar, while the 4 fs time step in NVT and NPT 

ensembles provide wrong results, deviating from the true expectation. The simulations in many windows stop 

due to unstable dynamics. Therefore, for the LF integrator, 2 fs should be used in base flipping simulations. 

For the LF-middle integrator, 2 fs and 4 fs results are very similar and are consistent with the LF results. 

However, the simulations with the LF-middle integrator and 4 fs time step sometimes crash due to unstable 

dynamics. This phenomenon indicates that the simulation could be run under such conditions, but the 

algorithm is not stable in some phase space regions explored. Therefore, for either integrator, the 2 fs time 

step is recommended for the stable propagation of dynamics.  

In Fig. 10b, we compare the results obtained with the LF-middle integrator and 1 fs time step with those 

obtained with 2 fs time step and different integrators. The results are similar, which indicates that the 2 fs time 

step could be safely used without a sacrifice of accuracy, compared with smaller time steps. 

 

 

Fig. 10. Free energy profiles along the base flipping pathway obtained with the SHAKE constraints. a) 

Comparison between 2 fs and 4 fs results with different integrators in different ensembles. b) Comparison 

between 1 fs and 2 fs time steps obtained from different integrators.  

 

  



4. Intramolecular proton transfer in malonaldehyde in vacuo 

 

Fig. 11. Illustration of the intramolecular proton transfer case malonaldehyde.  

 

The intramolecular proton transfer case shown in Fig. 11 serves as a good test case for molecular 

simulation techniques. The intramolecular fluctuation of the proton between the two oxygen atoms is an 

essentially QM effect, which needs to be treated with ab initio or semi-empirical QM methods. Here, due to 

efficiency consideration, the electronic structure calculation is performed at the semi-empirical PM629 level 

and no solvent molecule is added. Two distances including d(O1-H4) and d(O2-H4) are involved in the bond 

rearrangement, and the one-dimensional CV defined by the difference between these two distances could be 

used. However, as our aim here is to provide an example for high-dimensional complex processes, to make 

our simulation protocol more generally applicable to more complex systems, both of the two distances are 

chosen as the CVs to bias the simulation. Thus, two-dimensional enhanced sampling simulations are 

performed in this case. As the proton transfer involves the rearrangement of bonds involving hydrogen atoms, 

the SHAKE constraint is not used. Umbrella sampling is still used to bias the sampling. As for the window 

spacing scheme, we put windows from 0.8 Å to 1.8 Å with 0.1 Å increments in each dimension, and a force 

constant of 100 kcal/(mol*Å2) is employed. The sampling time in each window is 900 ps and the sampling 

interval is set to 0.12 ps. The reweighting procedure is performed with the weighted histogram analysis method 

(WHAM).69, 70 The simulation is performed in vacuo at 300 K.  

 

  



 

 

Fig. 12. With 1 fs time step, a) the two-dimensional free energy surface on d(O1-H4) and d(O2-H4) obtained 

with the LF integrator and b) that obtained with the LF-middle integrator. c) The data points sampled from all 

umbrella windows. 



 

In Fig. 12, the 2D PMFs projected on the two distance CVs obtained with 1 fs time step and different 

integrators are shown. As the two ends of the proton transfer reaction are chemically equivalent, their 

thermodynamic stabilities are identical. A quick visual inspection of the free energy landscapes again indicates 

that the thermodynamics obtained with different integrators are the same. When checking the statistical data, 

we locate the free energy minima at (1.061773, 1.707163) and (1.707163, 1.061773). The saddle point satisfies 

the relationship y=x, i.e. d(O1-H4)=d(O2-H4), and is found to be the point (1.290142, 1.290142). Due to the 

data binning in reweighting, the exact position of free energy minima and the saddle point could differ from 

the above positions, but the magnitude would be minimal. The data points sampled from all umbrella windows 

are scattered also on the d(O1-H4) - d(O2-H4) surface in Fig. 12c, from which we can see that the sampling 

has covered all of the important regions for the intramolecular proton transfer.  

The free energy difference between the global minimum and the saddle point (i.e., the free energy barrier 

of the proton transfer reaction) could be calculated to quantify this time-step-dependence. A summary of the 

results is that the time-step-induced perturbation of the free energy barrier is minimal for smaller time steps 

(e.g., 0.5 fs and 1 fs), but could be statistically non-negligible for larger time steps (e.g., ~ 0.1 kcal/mol for 2 

fs), but is still much smaller than the normal range of statistical errors from sampling the configurational space 

in complex systems (~ 0.6 kcal/mol).  

 

 

  



A summary of the conclusions for the time step usable. 

We then summarize the conclusion for the choice of time steps used in MD simulations.  

In Table 1, the maximum acceptable time steps for the test systems are shown. A general conclusion for 

simulation without the SHAKE constraints is that a time step of 1 fs should be used. Larger values would 

result in unstable dynamics.  

For simulations with the SHAKE constraints, for the simple ACE-NME system, 4 fs is usable for MM-

only simulations, while 2 fs could be used for multiscale QM/MM simulations. In practical QM/MM 

simulations for complex systems, it is still recommended to use the 1 fs time step, as the SHAKE constraint 

is often not used for the QM region. For the DNA AT-tract, with the SHAKE constraints, 2 fs time step is 

usable for the LF integrator and 4 fs is usable for the LF-middle integrator. However, the dynamics with LF-

middle and 4 fs time step is not as stable as those with LF and 2 fs time step. Therefore, it is still recommended 

using 2 fs time step. The choice of integrator seems not a key problem here and can be determined according 

to personal preference.  

 

Table 1. Acceptable time steps in MD simulations for the test systems.  

System SHAKE on hydrogen Integrator dt_max 

ACE-NME-MM 

off 
LF 1 

LF-middle 1 

on 
LF 4 

LF-middle 4 

ACE-NME-PM6/MM 

off 
LF 1 

LF-middle 1 

on 
LF 2 

LF-middle 2 

DNA7-bsc1 

off 
LF 1 

LF-middle 1 

on 
LF 2 

LF-middle 4 but still recommend 2 

 

  



Appendix. A test of the time-step-dependence of the potential energy with the LF and LF-middle 

integrators for the NMA system.  

 The increase of the time step leads to perturbations of the energy distributions of the system. As the total 

energy is decomposable, we then investigate the time-step dependence of different energy components. We 

performed unbiased simulations for the NMA system with the MM force field and the PM6/MM Hamiltonian 

(i.e., the multi-scale QM/MM simulation) without the SHAKE constraint to investigate the contributions of 

various energy terms. In the MM-only simulations, the potential energy could be decomposed into the bond, 

angle, dihedral, electrostatic and vdW terms. By contrast, in the QM/MM case, the potential energy of the QM 

region is extracted as a new term named PM6ESCF, which gives the potential energy of the solute. As the 

TIP3P model is treated as rigid water with only bond-stretching simulated explicitly in AMBER, solvent 

molecules do not have contributions to the angle and dihedral terms. Note that although these two terms are 

zero for water molecules, the values of the H-O-H angle at different time steps are similar. These two terms 

of the solute are included in the QM potential of PM6ESCF. As a result, these two stiff DOFs are both zeros 

in the QM/MM case. Therefore, under the PM6/MM Hamiltonian, the total potential energy could be 

decomposed into water bond-stretching, PM6 energy function, and intermolecular electrostatic and vdW 

interactions, as presented in Fig. A1. We can see that the energy of the solute changes very small with the 

increase of the time step, the contributions from the intermolecular interactions to the change of the total 

energy are also small, and the largest contribution to the increase of the total potential energy comes from the 

intramolecular bond-stretching in water. Due to the large number of solvent molecules, the increase of the 

bond term in each water molecule is accumulated to be a large number, which leads to the highly time-step-

dependent behavior of the bond-stretching potential energy. Aside from the mean of various potential energy 

terms, a more straightforward view of the time-step-induced perturbation is the distributions of the total 

potential energy. As shown in the last subplot of Fig. A1, the time-step perturbation could be very large for the 

distribution of the potential energy when using large time steps (e.g., 1.5 fs in the absence of the SHAKE 

constraint). The sampling results from these perturbed distributions are thus dependent of the magnitude of 

the time step. The LF-middle integrator gives much better stability of the potential energy on the variation of 

the time step. 

We performed the unbiased simulations with the SHAKE constraint for the NMA system to mimic the 

system setup in practical biomolecular simulations. We investigate the behavior of various observables in the 

MM-only system. Here, we choose the backbone dihedral, the electrostatic and vdW components of solute-

solvent interaction energy, and the electrostatic interaction energy between one water molecule and the other 

particles in the system. In Fig. A2, the distributions of various observables are similar for different setups, i.e., 

integrator and time step. Therefore, the time-step-induced perturbation is small when investigating the local 



interaction patterns, and the merit of using the LF-middle scheme could be limited. This is in agreement with 

our test on the free energy profile, where the relative probabilities of different states show negligible variations 

upon the increase of the time step. 

 

  

  



 

Fig. A1. Under the PM6/MM Hamiltonian and without the SHAKE constraint, the time-averaged potential 

energies and its various compositions including the electrostatic, vdW and PM6ESCF terms and the 

distribution of the total potential energy obtained with LF and LF-middle integrators at different time steps.  

 

  



 

 

Fig. A2. Under the MM Hamiltonian and with the SHAKE constraint, the distributions of the backbone 

dihedral, the electrostatic interaction energy between one water molecule and the other in the system, and 

the electrostatic and vdW components of solute-solvent interaction energy obtained with LF and LF-middle 

integrators at different time steps. 

 

Version Details 

 The current note is an altered version of the part A of the technical notes VI. The full manuscript of the 

technical note could be accessed in personal communication.  
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