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Abstract 
We have investigated the correlation between the 
photophysical properties and the excited-state detailed 
characteristics in a multiple-resonance-type thermally 
activated delayed fluorescence (TADF) molecule, 
DABNA-1, using time-resolved infrared vibrational 
spectroscopy. In comparison of the distinctive 
vibrational spectra in the fingerprint region, 1000 - 
1700 cm-1, to the simulated spectra by density 
functional theory calculations, we found the best 
calculation condition. On the basis of the calculations, 
we determined the excited-state geometries and 
molecular orbitals of the lowest excited singlet (S1) and 
triplet (T1) states as well as the ground state (S0). We 
revealed that the similarity of the potential surfaces 
between T1 and S0 suppresses the nonradiative decay 
and causes the high fluorescence quantum yield via 
TADF process. 

Introduction 
Thermally activated delayed fluorescence (TADF) 

molecules received tremendous attention due to their 
unique ability to improve the efficiency of organic 
light-emitting diodes (OLEDs)1–5. TADF molecules 
can convert excitons in the lowest triplet state (T1) to 
the lowest singlet excited state (S1) via reverse 
intersystem crossing (RISC) driven by thermal 
excitation. To understand their detailed mechanism, a 
lot of experimental6–9 and theoretical10–12 studies have 
been performed. However, there are few spectroscopic 
data to be compared to the theoretical calculations 
besides the energy gap between S1 and T1 states 
(EST )13,14. Vibrational spectra in the wavenumber 
region less than 1700 cm-1, called fingerprint region, 
varies distinctively to reflect molecular characters. 
Thus, they are one of the ideal spectroscopic data to 
compare theoretical calculations 15–17. Because there 
are not many methods to characterize a molecule in 
excited states, time-resolved infrared vibrational 
spectroscopy (TR-IR) is a variable method to explore 
photo-excited processes such as TADF with a high 
temporal resolution (< 1 ps). 

To achieve an efficient RISC process in the room 
temperature, EST should be sufficiently small (<0.2 
eV). The basic design strategy for obtaining small EST 

is to separate the highest occupied molecular orbital 
(HOMO) from the lowest unoccupied molecular orbital 
(LUMO). Many TADF molecules achieve this HOMO 
and LUMO separation by connecting electron donor 
(D) and electron acceptor (A). However, D-A type 
TADF molecules exhibit broadband emission because 
they have a CT character in the excited states and a 
large structural fluctuation. This would become a 
problem to realize commercial products although they 
have high external quantum efficiency. 

Recently, Hatakeyama's group proposed a novel 
approach to separate HOMO and LUMO utilizing 
multiple resonance (MR) effect18–22. 5,9-diphenyl-5,9-
diaza-13b-boranaphtho[3,2,1-de]anthracene (DABNA-
1, the inset in Figure 1) is the first such TADF 
moleucle19. This molecule contains a triphenyl-boron 
framework, and the neighboring phenyl group is 
connected through two nitrogen atoms. The multiple 
resonance effects of boron and nitrogen atoms make 
HOMO and LUMO significantly separate and EST 
small ~0.2 eV 19. Unlike typical D-A type TADF 
molecules, MR-type TADF molecules exhibit high 
EQE and narrowband emission due to more rigid 
molecular structure. 

Many MR-type TADF molecules with high 
emission quantum yield and high color purity have been 
actively investigated and developed23–31. The sharp 
emission and large oscillator strength of these 
derivatives are expected from rigidity of structure due 
to multiple resonance effects. However, the 
experimental evidence of this is only the small Stokes 
shift (<25 nm)19. TADF activity is also expected to be 
modulated by molecular geometry dynamics32,33. Thus, 
more experimental and theoretical studies in the excited 
states are highly demanded. 

Here, we have investigated the excited-state 
geometries and molecular orbitals in DABNA-1 using 
TR-IR in conjugation with density functional theory 
(DFT) calculations and time-dependent (TD-) DFT 
calculations. Using the same method, we reported the 
correlations between structural dynamics and TADF 
activities34,35. Because the results of TD-DFT 
calculations strongly depend on a choice of 
functionals36, comparison to experimental data is 
essential. Thus, we evaluated the reliability of used 
functionals by comparing the calculated vibrational 
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spectra by (TD-)DFT to the observed vibrational 
spectra in the fingerprint region. And then we obtained 
the geometries and molecular orbitals by the 
calculations using the conditions including the 
functional which best reproduced the observed spectra. 
On the basis of these results, we discuss the correlation 
between the photophysical properties and the excited-
state geometries and molecular orbitals.  

 
Experimental 
Sample Preparation 

DABNA-1 was purchased from Lumitec, Inc. and 
used after purification. We prepared solutions of the 
purified molecules in dichloromethane (DCM) 
purchased from Kanto Kagaku. 

 
Fourier transform infrared (FT-IR) spectroscopy 

The infrared vibrational spectra in the ground state 
were recorded with an FT-IR spectrophotometer 
(Shimadzu, IRPrestige-21). The samples were 
measured in the KBr pellets, which were prepared by 
mixing the sample with KBr powder at a ratio of 1:100 
and using a hydraulic press. KBr purchased from Kanto 
Kagaku. 

 
Raman spectroscopy 

The Raman spectra in the ground state were 
recorded with a microlaser Raman spectroscope 
(Horiba, LabRAM ARAMIS). The samples were 
measured in powder. 
 
TR-IR spectroscopy 

The experimental setup for the pump-probe type 
TR-IR measurements has been reported previously37–39. 
Briefly, a broadband mid-IR pulse for a probe light 
(pulse duration: 120 fs, bandwidth: 150 cm-1, tunable 
range: 1000-4000 cm-1) was generated by difference 
frequency generation (DFG) between signal and idler 
from an optical parametric amplifier (OPA) pumped by 
output of a Ti:sapphire regenerative amplifier. The 
pump pulse was obtained by an optical parametric 
oscillator (central wavelength: 440 nm, pulse duration: 
3 ns) pumped by output of a nanosecond Nd:YAG laser 
(EKSPLA NL220). The time delay between the pump 
pulse and probe pulses was generated using a digital 
delay/pulse generator (Stanford Research Systems, 
DG645). The polarization angles of the pulse for the 
pump and probe pulses were set to the magic angle. The 
pump pulse fluence was approximately 1.27 mJ/cm2. 
The sample solutions were continuously circulated 
through an IR cell equipped with BaF2 windows with 
an optical path length of 0.1 mm. A probe pulse passed 
through the IR cell was dispersed by a 19 cm 
polychromator, followed by detected using a 64-

channel mercury cadmium telluride (MCT) infrared 
detector array. The concentrations of the solutions were 
5 mM. All measurements were conducted after 1-hour 
bubbling using N2 gas. 

 
Quantum chemical calculations. 

Quantum chemical calculations based on the 
density functional theory (DFT) and time-dependent 
(TD-)DFT were performed using the Gaussian 16, Rev. 
A01 package.40 IR and Raman spectra were calculated 
after geometrical optimization of each electronic state. 
We adopted the three basis sets: 6-31g(d), 6-31g(d,p), 
and 6-311g(d) and the five hybrid functionals with 
different Hartree-Fock (HF) exchange percentage: 
O3LYP (12%), B3LYP (20%), PBE0 (25%), BMK 
(42%) and M062X (54%) functionals by reference to 
previous studies19,23,24. The solvent effect was 
examined using the polarizable continuum model 
(PCM) of a dichloromethane solution (dielectric 
constant: 8.93, DCM). The vibrational frequencies of 
the calculated spectra were appropriately scaled to take 
into account frequency shifts caused by anharmonicity. 
The scaling factors of 0.980, 0.975, 0.965, 0.970, and 
0.965 were adopted for O3LYP, B3LYP, PBE0, BMK, 
and M062X functionals, respectively. 

 
 

Results and discussion 
The optimized geometry in the ground state was 

examined by DFT calculations in comparison to FT-IR 
and Raman spectra. Figure 1a (PBE0) and S1 (all 
functionals) show the FT-IR spectrum and calculated 
IR spectra of DABNA-1 for the five hybrid functionals 
described in the experimental section. The calculated 
IR spectra generally well reproduce the FT-IR spectrum, 
but the spectral patterns at 1550 - 1650 cm-1 for BMK 
and M062X do not match that of FT-IR spectrum. 
Figure 1b (PBE0) and S2 (all functionals) show the 
Raman spectrum and the calculated Raman spectra. The 
calculated Raman spectra are also well consistent with 
the observed Raman spectrum, but the patterns at 1000 
- 1250 cm-1 for BMK and at 1500 - 1650 cm-1 for 
M062X are slightly different from those corresponding 
to the observed one. These results suggest that the 
O3LYP, B3LYP and PBE0 are more suitable for 
examining the optimized geometry in the ground state. 

To assign the TR-IR spectra to the electronic 
excited states, we measured the temporal evolutions of 
the TR-IR spectra. Figure 2a shows TR-IR spectra up 
to 50 ns in a dichloromethane (DCM) solution at 1120 
- 1240 cm-1 after photoexcitation. Both the transient 
absorption bands (upward) and bleach bands 
(downward) emerge immediately after photoexcitation 
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less than 1 ps. Black circles in Figure 2b represent the 
temporal profile of the transient absorption band at 
1232 cm-1. By fitting using an exponential function (red 
line in Figure 2b), we obtained a fast decay component 
~7 ns and a component that would not change up to 50 
ns (shown by dashed line in Figure 2b). 

Considering that the decrease of the bleach bands 
corresponds to the recovery of the ground state 
population, the fast component is attributed to the 
deactivation process of S1 to S0 after photoexcitation, 
and this process is dominant compared to the 
intersystem crossing from S1 to T1. This result is 
consistent with the previous study; the main component 
of DABNA-1 emission is prompt fluorescence rather 
than delayed fluorescence19. Furthermore, the time 
constant ~ 7 ns is in good agreement with the prompt 
fluorescence lifetime ~9.5 ns previously reported19.  

The relatively minor component with a much 
longer time constant than 50 ns indicates that some 
population remains in an excited state even at 50 ns 
after the fast decay. Given that DABNA-1 has TADF 
activity, the remaining component after fluorescence 
lifetime is attributed to the transient vibrational 
absorption in the T1 state. From these results, the TR-
IR spectra at 1 ns and 50 ns are assigned to the 
vibrational spectra of the S1 and T1 states, respectively. 
The fact that the spectra are not drastically changed up 
to 50 ns as shown in Figure 2a and S3 indicates that the 
molecular geometry and electron distribution are not 
much changed along with intersystem crossing (ISC) 
from S1 to T1. 

Figure 3 compares the TR-IR spectrum assigned to 
S1 at 1 ns to the calculated difference IR spectra 
between the S1 and S0 states by TD-DFT calculations 
using the five functionals. The calculated spectra using 
BMK and M062X does not reproduce the band 
positions and shapes in the TR-IR spectrum in the 
whole wavenumber regions. The calculated spectrum 
using O3LYP is rather similar to the TR-IR spectrum 

 
Figure 1. Comparison of the observed spectra (upper) and 
calculated vibrational spectra (lower) for (a) FT-IR and (b) 
Raman spectroscopy of DABNA-1. Calculated spectra 
were obtained using PBE0/6-31g(d,p). Solvent effect was 
taken into account using PCM for DCM.  (Inset of a) 
Molecular structure of DABNA-1. 

 
Figure 2. (a) Temporal evolutions of TR-IR spectra in DCM solution ranging from 1120 to 1240 cm-1 after photoexcitation with 
440 nm. (b) Temporal profile at 1232 cm-1 (black circles) and fitting curve using an exponential function (red line) 
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but the spectral pattern at 1150 - 1250 cm-1 do not 
match each other.  Compared to these calculated spectra, 
the spectra using B3LYP and PBE0 are in good 
agreement with the TR-IR spectrum in all wavenumber 
range. 

Figure S4 compares the TR-IR spectrum at 50 ns 
to the calculated difference IR spectra between T1 and 
S0 states by DFT calculation using the five functionals. 
The calculated spectra using BMK and M062X in the 
T1 state did not reproduce the spectral shape for the 
experimental spectrum in the region around 1200-1400 
cm-1, whereas the calculated spectra using PBE0 and 
B3LYP functional are in good agreement with the TR-
IR spectrum. This trend is similar to that of the S1 state 
although their calculation methods are different: TD-
DFT for S1 and DFT for T1. Figure 4 compares the TR-
IR spectra to the best agreed calculated spectra for the 
S1 and T1 states. 

The B3LYP and PBE0 functionals are hybrid 
functional with HF exchange of 20-25%. These 
functionals have also been used in the previous 
reserches19,23,24. These experimental results support that 
HF exchange percent of 20-25% is suitable for 
examining the geometries in the excited states for MR 
type molecules.  Besides, we confirmed the calculated 
spectra did not depend on the choice of basis set (Figure 

S5). Incorporation of the dielectric effect from a solvent 
using PCM showed trivial effects (Figure S6). 

We considered the detailed molecular structures in 
each electronic state on the basis of the calculations in 
the best agreement with the observed spectra. Figure 5 
shows the optimized geometries in each state, and 
Table 1 shows structural parameters: bond lengths, 

 
Figure 3. Dependence on the functional for calculated 
spectrum in the S1 state. The basis set was 6-31g(d,p) and  
solvent effect was taken into account using PCM for DCM. 

 
Figure 4. Comparison of (a,c) observed spectra and (b,d) 
calculated vibrational spectra for (a,b) S1 and (c,d) T1 states of 
DABNA-1. The range neighboring 1265 cm-1 could not be 
measured due to DCM solvent absorption. Calculated 
spectra were obtained using TD-DFT for S1 state and DFT for T1 
with PBE0/6-31g(d,p). Solvent effect was taken into account 
using PCM for DCM. 

 
Figure 5. (a, b, c) Optimized structures for each state. 
Calculations were performed using TD-DFT for S1 state and 
DFT for S0 and T1 state with PBE0/6-31g(d,p). Solvent effect 
was taken into account using PCM for DCM. (d) Atom labels. 
hydrogen atoms are omitted for clarity.  
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angles, and dihedral angles in each state. It was clarified 
that the diaza-boranaphtho-anthracene unit, which is 
the central scaffold of DABNA-1, mainly maintained 
its flatness in all states. As confirmed experimentally 
from the TR-IR spectra, the structural changes along 
with ISC are very small. These results are consistent 
with the previous report19,23. We confirmed the excited 
state geometries and its rigidity with the experimental 
evidence.  

These structural features are entirely different 
from typical D-A type TADF molecules we already 
reported34,35 in which the structural change is small in 

the excited state. This rigidity must bring about the high 
oscillator strength and a narrow FWHM with a small 
Stokes shift of DABNA-1. Table S1-S4 show the 
structural parameters obtained from the other 
functionals. While the results of B3LYP and PBE0 
functionals show similar geometries, the results of the 
other functionals show a slight difference in the helical 
twisting of the main skeleton in the excited state. 

Although the main skeleton of DABNA-1 does not 
change drastically in the excited states, there is a slight 
difference in geometry between the ground and excited 
states. Focusing on the bond lengths neighboring the 
boron and nitrogen atoms, they are changed slightly in 
the excited states. As shown in Figure 6, the area where 
HOMO was distributed became longer in the excited 
states, and the area where LUMO was distributed 
became shorter in the excited states. These changes 
were caused by the change in the orbital distribution 
due to electronic excitation. Furthermore, focusing on 
the diaza-boranaphtho-anthracene unit, the helical 
twisting in the excited states was slightly relaxed than 
in the ground state. The distance between carbon atoms 
on the edges of the two phenazaborines (C1-C15 in 
Figure 5) increases, and the dihedral angle between the 
two phenazaborines decreases. This means that the 
skeleton becomes flatter in the excited states. The 
tendency of these slight structural changes is observed 
for the other functionals that reproduced the 
experimental spectra. 

Table 1. Structural parameters with optimized geometries for S0, S1, and T1 states. Calculations were 
performed using TD-DFT for S1 state and DFT for S0 and T1 states with PBE0/6-31g(d,p). Solvent effect 
was taken into account using PCM for DCM. Atom labels are shown in Figure 5d 

 

 
Figure 6. HOMO and LUMO in S0, S1, and T1 states. 
Calculations were performed using TD-DFT for S1 state and 
DFT for S0 and T1 state. The functional and basis set was PBE0 
and 6-31g(d,p), respectively. Solvent effect was taken into 
account using PCM for DCM. 
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There is a very little but significant difference in 
geometry between the S1 and T1 states. We compare the 
amount of change in each structural parameter from the 
S0 state to the S1 and T1 states. The normalized values 
of the variation from S0 to S1 and T1 ((T1-S0)/(S1-
S0)) were calculated and are shown in Table 1. If this 
value is less than unity for the most structural 
parameters, meaning that the geometry in the T1 state 
was closer to that in the S0 state than that in the S1 state. 
This indicates that the potential surfaces of the S0 and 
T1 states are almost the same each other. In this case, 
the Franck-Condon factor for the nonradiative decay 
between the S0 and T1 states becomes very small, and 
the nonradiative process is highly suppressed (the 
energy gap law). A previous study reported that the 
lifetime of TADF for DABNA-1 was ~94 s19, which 
is consistent with this speculation.  

The bands are shifted in the TR-IR spectrum even 
though the geometries in the excited states are not 
changed drastically from the ground state. Because the 
structural change in the ground state and the excited 
states is suppressed, the normal vibrational mode 
should be the same in each state. We assigned the 
vibrational modes to some major peaks on the basis of 
the DFT calculations (Figure S7-9). It was revealed that 
most of the vibrational modes in the excited states were 
red-shifted than those in the ground state (Figure 7). 
This result indicates that the potential in the excited 
state is slightly shallower than that in the ground state, 
which causes the IR spectral change in the excited 
states. 

 
Summary 

We investigated the molecular geometries and 
molecular orbitals in the lowest singlet (S1) and triplet 

(T1) excited states as well as the ground state (S0) in the 
TADF molecule using multiple resonance effects, 
DABNA-1, using FT-IR, Raman, and TR-IR 
spectroscopies. By comparing these spectra to the 
calculated spectra by DFT or TD-DFT calculations, we 
determined the best calculation condition. We found a 
little spectral change from the S1 to T1 states, indicating 
that the structural change along with intersystem 
crossing is very small. We carefully examine the 
difference in geometry between the states on the basis 
of the calculations, and found that similarity in 
vibrational potential between the S0 and T1 states causes 
the long lifetime and efficient TADF process of the T1 
state. 
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Table S1-S4 

Table S1. The structural parameter with optimized structures for each state. Calculated using TD-DFT for S1 state and DFT for S0 and 
T1 state with O3LYP/6-31g(d,p). Solvent effect was taken into account using PCM for DCM. 

 
 
Table S2. The structural parameter with optimized structures for each state. Calculated using TD-DFT for S1 state and DFT for S0 and 
T1 state with B3LYP/6-31g(d,p). Solvent effect was taken into account using PCM for DCM. 

 
Table S3. The structural parameter with optimized structures for each state. Calculated using TD-DFT for S1 state and DFT for S0 and 
T1 state with BMK/6-31g(d,p). Solvent effect was taken into account using PCM for DCM. 
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Table S4. The structural parameter with optimized structures for each state. Calculated using TD-DFT for S1 state and DFT for S0 and 
T1 state with M062X/6-31g(d,p). Solvent effect was taken into account using PCM for DCM. 
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Figure S1-S9 

 

 

Figure S1. Comparison of FT-IR spectrum (red) and calculated spectra (black). FT-IR spectrum was measured 

with KBr pellet. Calculated spectra were obtained with optimized structure by each functional. The scaling factors 

of 0.975, 0.970, 0.965, 0.980, and 0.965 were adopted for B3LYP, BMK, M062X, O3LYP, and PBE0 functionals, 

respectively. 
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Figure S2. Comparison of Raman spectrum (red) and calculated spectra (black). Raman spectrum was measured 

with powder samples. Calculated spectra were obtained with optimized structure by each functional. The scaling 

factors of 0.975, 0.970, 0.965, 0.980, and 0.965 were adopted for B3LYP, BMK, M062X, O3LYP, and PBE0 

functionals, respectively. For calculated spectra, the regions below 800 cm-1 were multiplied by 5 for visibility. 
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Figure S3. Comparison of TR-IR spectra at S1 and T1 states. The spectrum at S1 and T1 states was recorded at 1 ns and 50 

ns after photoexcitation with 440 nm, respectively. 
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Figure S4. Dependence on the choice of functional for calculated spectrum in T1 state. The basis set was 6-31g(d,p) 

in each case. Solvent effect was taken into account using PCM for DCM. 
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Figure S5. Dependence on the choice of basis set for calculated spectrum in (a) S1 and (b) T1 state. The B3LYP 

functional was used in each case. Solvent effect was taken into account using PCM for DCM. 
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Figure S6. Dependence on the presence(blue)/absence(black) of solvent effects for S1  (upper) and T1 state (lower) 

in the quantum chemical calculations. The functional and basis set was B3LYP/6-31G(d,p) in each case. We tested 

the solvent effects of using the PCM of the solvent DCM. TR-IR spectra are shown in red for comparison. 
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Figure S7. Vibrational assignment of DABNA-1 in S0 state. Calculated with PBE0/6-31g(d,p) level. Solvent effect 

was taken into account using PCM for DCM. The scaling factors of 0.965 were adopted. 
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Figure S8. Vibrational assignment of DABNA-1 in S1 state. Calculated with TD-PBE0/6-31g(d,p) level. Solvent 

effect was taken into account using PCM for DCM. The scaling factors of 0.965 were adopted. 
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Figure S9. Vibrational assignment of DABNA-1 in T1 state. Calculated with PBE0/6-31g(d,p) level. Solvent effect 

was taken into account using PCM for DCM. The scaling factors of 0.965 were adopted. 

 

 

 


