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ABSTRACT   

An ultrafast structural, Jahn-Teller (JT) driven, electronic coherence mediated quantum 

dynamics in the CH4+ and CD4+ cations that follows a sudden ionization by an XUV attopulse, 

exhibits a strong isotope effect. The JT effect makes the methane cation unstable in the Td 

geometry of the neutral. Upon the sudden ionization the cation is produced in a coherent 

superposition of three electronic states that are strongly coupled. On the ground state of the 

cation the few femtosecond structural rearrangement leads first to a geometrically less distorted 

D2d minimum followed by a reorganization to a shallow C2v minimum. The dynamics is 

computed for an ensemble of 8000 ions randomly oriented with respect to the polarization of 

the XUV pulse. The ratio, about 3, of the CD4+ and CH4+  autocorrelation functions, is in 

agreement with experimental measurements of the high harmonic spectra. The high value of 

the ratio is attributed to the faster electronic coherence dynamics in CH4+.  
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Introduction 

The Jahn-Teller (JT) effect causes the methane cation ground state (GS) to be unstable in the 

Td geometry that corresponds to the equilibrium geometry of the neutral molecule. A sudden 

ionization of the neutral methane molecule is therefore immediately followed by a structural 

rearrangement of the cation. The sudden ionization leads to a superposition of the three 

electronic states that are degenerate at the Td geometry. The ultrafast, few femtosecond (fs) 

non adiabatic dynamics  triggered by the JT effect restructures the non equilibrium electronic 

density thereby making the structural nuclear rearrangement a test case for the role of electronic 

coherences in attochemistry. The first 2-3 fs of the rearrangement have been experimentally 

probed by high harmonic generation (HHG) spectroscopy1, 2. A strong isotopic effect on the 

CD4/CH4 harmonic spectra has been reported, CD4 leading to a higher yield in emitted 

harmonics than CH4 by about a factor 3 after 1.6 fs. 1, 2 The proposed explanation was that 

because of the slower motion of the nuclei, the time autocorrelation function, |C(t)|2, falls more 

slowly for CD4+ than for CH4+ at the time when the electron recollides with the cation.3 In 

addition, the isotope effect in CD4/CH4 was found to be larger than in D2/H2 which is not simply 

consistent with the changes in reduced mass. 

We report here a computational study on the early, few fs, time structural quantum dynamics 

in CH4+ and CD4+ upon sudden ionization by an XUV attopulse. Our aim is to determine the 

sequence of primary changes and the reason for the large ratio of the autocorrelation functions 

of CD4+ and CH4+. The Franck Condon (FC) region is centered on the Td geometry of the 

ground state of the neutral which is unstable in the cation. The equilibrium geometry of the 

ground state cation corresponds to a very shallow C2v minimum that is quasi degenerate with 

a D2d minimum. 4, 5, 6, 7 Is the less distorted D2d configuration populated before the C2v minimum 

in the very early time dynamics? This is physically reasonable since only the HCH angles need 

to be significantly modified during the Td to D2d rearrangement which requires a smaller 
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structural distortion. What is the role of the non equilibrium dynamics and of the JT non 

adiabatic coupling (NAC) in the large isotope effect on the high harmonic yields as measured 

experimentally 1, 2? Is there indeed clear evidence for a role of non equilibrium electronic 

density in the very early times? 

 

Figure 1: A. Geometries of the GS of the cation : Td geometry and the orientation of the 

laboratory frame, D2d  and C2v equilibrium geometries. B. A 3D plot of the 2-dimensional PES 

of the three lowest electronic states of the cation : Green : GS; blue first excited state, S1; red 

second excited state, S2, together with the GS of the neutral (grey). The plot is vs. two reduced 

coordinates: q1, pointing to the C2v minimum and q2 pointing to the D2d minimum of the GS 

cation respectively. 

 

In the passage to the D2d geometry the four C-H bond lengths essentially remain equal and 

only the valence HCH angles change with respect to the Td geometry of the neutral while in 

the C2v geometry, both angles and bond lengths are substantially modified, see figure 1A. The 
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C2v and D2d geometries are in the vicinity of the FC region that is defined by the ground 

vibrational state of the neutral at its equilibrium geometry, as shown in Figure 1B. 

Patchkovskii 8 related the large isotope effect observed in the high harmonic yields of the 

methane cation compared to that of D2/H2 and its effect on the decay of the autocorrelation 

function, |C(t)|2, to the steepness and the change of curvature of the potential energy surfaces 

(PES) around the JT unstable geometry. The structural rearrangement of early time JT 

dynamics in CH4+ and CD4+ has been studied using a quasivibronic coupling scheme9 for the 3 

lowest excited states by Mondal and Varandas up to full 9 nuclear dimensions 5, 6, 7 within the 

Condon approximation, assuming photoionization matrix elements independent of the nuclear 

geometry and neglecting the dependence of the ionization yields on the orientation of the 

electric field. These computations allow identifying the key role of the e and t2 vibrational 

normal modes of the Td geometry involved in the distortion leading to the C2v minimum as 

well as the role of the t2 mode involved in the distortion leading to the D2d minimum. They 

confirm the ultrafast time scale of the isotope effect experimentally observed.1, 2 The HHG 

spectra reported by Madsen et al10 also confirm the involvement of the same modes.  

Results 

Our quantum dynamical results reveal that on the cation ground state (GS), the D2d basin is 

populated before the C2v one. The strong isotopic effect in the early 1-2 fs dynamics is found 

to be related to electronic coherences and ensuing amplitude transfers from the 1st (S1) and the 

2nd (S2) excited states to the GS of the cation. These results are robust against averaging the 

quantum dynamics over an ensemble of 8000 initial states that span the FC region on the three 

lowest excited states determined from the sudden ionization of molecules randomly oriented 

with respect to the polarization of the XUV pulse. 

To investigate the dynamics, we solve the time-dependent Schrödinger equation on a 2 

dimensional nuclear coordinate system for the three lowest states of the methane cation that 
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are non adiabatically coupled due to the JT effects (see Computational Methods and the SI for 

more details). The two coordinates,  and , are defined as a linear combination of Cartesian 

displacements that lead to the specific C2v (  ) and D2d ( ) minima shown in Figure 1B and 

include small distortions in order to span the NAC seams.  

The  coordinate has significant amplitudes on the components of the t2 and e modes involved 

in the JT distortion and the  coordinate has components of the e mode (see Table S1 of the 

SI). In addition both coordinates have small amplitudes on the a1 mode and on the other t2 mode 

of the Td geometry. Outside of the Td geometry in the FC region,  and  have amplitudes 

on the normal modes of the C2v and D2d forms involved in the NAC seams, see Tables S2 and 

S3 of the SI. The electronic structure at each grid point is computed at the SA-CASSCF (9,8) 

/6-31G++(2df,2pd) level for the three lowest states of the cation and CASSCF (10,8) /6-

31G++(2df,2pd) for the GS of the neutral using MOLPRO.11 The computed vertical ionization 

energy to the Td point is 13.61 eV. On the cation GS, the C2v minima correspond to the lowest 

energy, the D2d minimum is 0.2837 eV above in agreement with ref.4. The three potential 

energy surfaces (PES) on the 2D grid are shown in Figure 1B (see also Figure S1 for isocontour 

plots and the Computational Methods section). On the GS, in addition to the two wells that 

correspond to slightly D2d and C2v geometries at (-1.4,0) and (0,-1.12) respectively, there is 

also a third minimum close to a Cs symmetry at (1.08,1.26). We describe the geometry on a 

grid using 146 grid points for   and 184 for  which leads to 26864 grid points per electronic 

state. See Computational Methods for more details. 

 

The definition of the initial state is a crucial point in determining the short time dynamics 

resulting from sudden ionization of the GS neutral. Typically, experiments are done for 

randomly oriented molecules with respect to the polarization of the ionizing pulse. This 
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requires averaging the quantum dynamics over an ensemble of orientations with respect to the 

electric field. Another important aspect is to account for the strong variation of the 

photoionization cross sections to the three electronic states of the cation as a function of the 

geometry on the FC region of the neutral ground state. The amplitudes of the initial states on 

the three electronic states of the randomly oriented CH4+/CD4+ ions are weighted by the 

amplitude of the neutral vibrational ground state, , on the 2D grid and defined as 

, see Computational Methods for the details. In , m represents a 

given orientation, , of the electric field of the ionizing pulse with respect to the 

laboratory frame shown in Figure 1A and ig is the index notation for electronic state i and grid 

point g.  is the transition dipole from the GS neutral to the continuum of the ith electronic 

state at grid point g integrated over the solid angle  with  the kinetic energy of the 

photoelectron computed at grid point ig.  is the density of photoelectron states. The norms 

of the initial states,  are proportional to the total angularly resolved 

photoionization yields. The computed photoionization angular maps are plotted for CH4+ in 

Figure 2, separately for each electronic state. The plot is a heatmap on the unit sphere. In order 

to investigate the role of the multistate dynamics on the isotope effect, we selected two carrier 

frequencies for the ionizing XUV pulse, corresponding to the 9th and the 11th harmonic 

produced by HHG with 800nm laser pulse: =13.95 and 17.05 eV respectively. 

Photoionization by the  pulse builds a non stationary wave packet on the cation with 54% 

population in the GS,  41% in the S1 state and a small amount of population in S2 (5%). On 

the other hand, all three states of the cation are accessed by the  which leads to  26% of 

population in the GS, 37% in S1 and37% in S2. Overall, the total ionization yield for the  
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pulse is 14% higher than for  one. There is no significant differences in the main features 

of the angularly resolved yields computed for CD4+ shown in Figure S2 of the SI since the 

energetics of the electronic states is the same for the two ions and the total yields in the three 

electronic states are in the same ratios. However, the isotope substitution affects the spreading 

of the ground vibrational state of the neutral which is narrower in the case of CD4+. This leads 

to a smaller extension of the FC region. As we discuss below, this isotope effect has important 

consequences for the localization of the initial states and on the subsequent multistate 

dynamics. 

 

Figure 2 : Heatmaps of the angularly resolved photoionization yields plotted separately for 

each electronic state (  with i = GS, S1 and S2) computed for CH4+ and two carrier 

frequencies of the ionization XUV attopulse (  = 13.95 eV and = 17.05 eV). The 

heatmaps are computed by drawing 8000 random orientations, , of the electric field. 
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(X,Y,Z) represent the Cartesian coordinates of the unit vector  with respect to the 

laboratory frame shown in Figure 1A. Note how for the S2 state, the yield is very small for the 

9th harmonic while it is comparable to the lowest states for the 11th one. See figure S2 of the SI 

for the photoionization yields of CD4+. 

The vectors, , of the initial states on the grid define an ensemble with a density matrix 

, , which is the sum of the M pure case density 

matrices, . M is the number of orientations of the electric field of the ionizing pulse with 

respect to the laboratory frame shown in Figure 1A. M needs to be quite large in order to get 

an accurate sampling of the orientations. We use M = 8000 for computing the heatmaps shown 

in Figure 2 above. We show in the Computational Methods that the  matrix is very 

rank deficient and possesses only three non zero eigenvalues. Its spectral representation then 

takes the form: . This feature leads to a considerable saving of 

computer time for getting an accurate ensemble averaging of the quantum dynamics over 

orientations. The time evolution of each component, , of the ensemble density matrix is 

unitary and therefore the ensemble density matrix, , will also evolve under a unitary 

transformation. To describe the ensemble dynamics, it is therefore numerically strictly 

equivalent to solve the time-dependent Schrödinger equation on the grid for the three 

eigenvectors , r =1,2,3, of the ensemble density matrix that correspond to a non zero 

eigenvalue or to solve it for the 8000 vectors. More details can be found in Computational 

Methods.   
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We show in Figure 3 the initial localization in the Franck-Condon region of the diagonal 

elements of ,  on the 2D grid points g 

separately for the three electronic states, i = GS, S1 and S2, computed for CH4+ for the two 

wave lengths of the ionizing pulse,  in the top row and  in the bottom one. The 

localization patterns of the initial state on each electronic state exhibit the same features for 

the two pulses, but the features obtained for the  pulse are more spread. The localization 

of the initial state is asymmetrically distributed along the  =   diagonal for the GS and 

the S2 states. The initial localization on the GS (left column in Figure 3) has a larger 

extension in the upper diagonal part, towards the D2d minimum at (0,-1.12) in the  

coordinates, while for the S2 state (right column), the initial state has a larger extension in the 

lower diagonal part, towards C2v region at (-1.4,0). The localization on the S1 state tends to 

be more evenly distributed between the two regions. The same patterns are observed for CD4+ 

shown in Figure S3, but overall the initial density is more localized around the Td region 

because the CD4 neutral vibrational ground state is less spread around the Td geometry due to 

the mass effect. 
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Figure 3 : Heatmaps of the initial population on each grid point,  on each 

electronic state i = GS (left), S1 (middle) and S2 (right), computed for CH4+ for the  (top 

row) and  (bottom row) pulses. See Figure S3 for CD4+.  

The time evolution of the total populations in each electronic state averaged over the ensemble 

are shown in Figures 4A and B for ionization by the  and  pulses respectively, in full 

lines for CH4+ and in dashes for CD4+. The GS and S1 states are about equally accessed by the 

 pulse with only a small fraction (5%) in the S2 state. The population transfers between 

the three states are rather monotonic with very little differences between the two isotopes, and 

a smooth decay from the S1 state to the GS, while the S2 state remains mostly decoupled from 

the two lowest ones during the first 24 fs dynamics. On the other hand, for the  pulse, the 

three electronic states are about equally accessed by the sudden ionization process. There is a 

rich non adiabatic dynamics between the three states at early times, with large amplitude 

oscillations of the populations in S1 and S2 and a more monotonic rise of the population in the 
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GS. The wave packets are moving over the grid with rates determined by the gradients of the 

potentials, which, as can be seen from Figure 1B and S1, are very different: The minima on the 

GS are very shallow. The gradients are larger on S1 and S2. The wells on S1 are deeper and 

located in the close vicinity of the NAC seam. S2 has a single deep well in the Td region where 

the non adiabatic couplings are the largest, see Figure S4. This topology of the S1 and S2 PES 

favors efficient population transfer from the two higher states to the GS. The oscillations of the 

populations do not occur with a definite period because of vibrational coherences on each 

potential and of the complex dynamics of the electronic coherences between the three states 

shown in Figure S5. The periods of the electronic coherences are given by the energy difference 

between the two states involved and vary with the localization of the wave packets on the grid. 

Their amplitudes are modified by the transfers between the states in the NAC regions 

couplings. Heatmaps of the NAC matrix elements on the grid, , are shown in Figure S4. 

One can see that NAC seams form a dense network of regions of efficient amplitude transfer. 

Overall the periods of the oscillations in the populations plotted in Figure 3B for the  pulse 

are about 3 fs in CH4+ (full lines) and longer in CD4+ (dashes), for which they are between 4 

and 6 fs. After ≈ 15 fs, the non adiabatic transfers are more monotonic and the isotopic effect 

less pronounced. When a wave packet involving several electronic states reaches a NAC 

region, one can show algebraically that the population transfers are governed by the electronic 

coherences.12. Such a strong isotopic effect on the population transfers due to NAC driven by 

electronic coherences have already been reported by us for N213, 14, 15 and LiH16. 

τ ij g( )

hν11
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Figure 4: A and B: Early times population dynamics of CH4+ (full lines) and CD4+(dashes) 

computed for a sudden ionization with the  pulse (panel A) and the  pulse (panel B) 

on the three electronic states of the cation (GS : green, S1: blue and S2: red). C and D : 

populations of the grid point corresponding to the D2d (red) and C2v (green) minima of the GS 

computed for CH4+ and CD4+ with the  pulse (panel C) and the  pulse (panel D). 

Movies of the localization of the wave packet on the three electronic states are available in the 

SI. 

 

The time scale and the efficiency of the transfers to the D2d and C2v regions of the GS on the 

grid result from the interplay between the localization of the initial states shown in Figure 2, 
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the motion of the wavepackets on the ground state of the cation and the network of NAC seams 

shown in Figure S4 that allow transfer from S1 and the S2 states. As we show in Figure 2, the 

localization of the initial state on the GS state is skewed towards the D2d region while it is more 

evenly spread for S1 and skewed to the C2v in S2. On the other hand, the localization of the 

network of NAC seams (Figure S4) does not favor one minimum or the other.  

The populations of the grid points that correspond to the C2v and D2d minima of the GS are 

plotted in Figure 4 C and D for ionization by the  and the  pulses respectively. One 

clearly sees that the D2d minimum (red) is visited first by the wave packet with a maximum at 

4 fs for CH4+ and 7fs for CD4+. This occurs before the rise in the C2v minimum grid point and 

the concomitant decay in the D2d one. One does not observe a significant difference in the rise 

of population in the D2d minimum for ionization by the  or the  pulses, which suggests 

that the early population of the D2d minimum results from the GS dynamics. This is supported 

by the fact that comparatively, the maximum of population in the D2d minimum is about half 

for the  pulse (figure 4D) than for the  in agreement with the smaller population in 

the GS for an ionization by the  pulse. The respective rise in the D2d and C2v minima are 

delayed for CD4+ at ≈5fs and ≈12-13fs compared to ≈ 1.5 fs and 5fs for CH4+. We show in 

Figure S6 the populations computed in larger regions (25 points) around the two minima which 

represent ≈5 to 10% of the population in the GS. For these larger regions, the population in the 

D2d regions clearly rises before that in C2v region too. For completeness, in figure S6, we also 

added the population in a region of 25 grid points in the Cs minimum. One can see that the 

onset of the rise of population in this minimum is intermediate between that of the D2d and C2v. 

The square moduli of the autocorrelation function of the initial state,  and , are 

plotted in Figure 5A. As expected because of the mass difference, the initial decay of 
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is slower than that of  and the decay rates out of the initial state are very similar for the 

two pulses up to 1.5 fs. After 3 fs, the initial decay is over and the overlap of the wave packet 

with its initial location is very small. The ratio |C(t)|D2 / |C(t)|H2 governs the yield in harmonics.1, 

2, 3 It is plotted in Figure 5B from 1 to 1.6 fs, the time range for which the experimental 

harmonic yield ratio was reported in ref. 1. For the  pulse, the computed ratio (orange) is 

in excellent agreement the ratio of the yields in high harmonics reported in ref. 1. It is equal to 

1.7 at 1 fs compared to an experimental value of the ratio of harmonic yields of 1.75 and at 1.6 

fs , the computed ratio is 2.6 compared to a value of 3 for the ratio of the harmonic yields. The 

agreement is less good for ionization by the , with a computed value of ≈ 1.5 for the entire 

range [1,1.6] fs.  This suggests that the very early time non equilibrium electronic dynamics 

involving the three electronic states of the cation plays a crucial role in leading to the large 

isotope effect at short times. The faster rise of the computed |C(t)|D2 / |C(t)|H2 ratio for the  

in the range 1 to 2 fs and its larger amplitude oscillations at 2, 4.5 and 8 fs (Figure 5C) can be 

traced to the large amplitude of the GS-S1, GS-S2 and S1-S2 electronic coherences shown in 

Figure S5 which are delayed for CD4+ compared to CH4+. Since for an ionization by  pulse, 

there are similar amounts of population in the three states, the fast oscillations of the GS-S2 

coherence in particular have a large amplitude. The longer period of the GS-S2 coherence in 

CD4+ leads to the maxima at 2 and 4.5fs in the |C(t)|D2 / |C(t)|H2 ratio (figure 5C) while there is 

only one broad peak with a max at 3 fs for the ionization by the  pulse. The first fast 

oscillations of the GS-S2 coherence also plays a role in the first 2 fs of the dynamics of the 

decay of the autocorrelation functions of the two isotopes, as can be seen in figure S7 where 

the contributions of the diagonal and off diagonal terms of the electronic coherences to the 

square modulus, 

  | C(t) |H
2
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, are plotted separately. One can see from Figure S7 that the higher ratio, |C(t)|D2 / |C(t)|H2 is 

due to the GS-S2 coherence term which decays faster for CH4+ than for CD4+. This coherence 

does not contribute much to  in the case of ionization with the  pulse, since the 

population in the S2 state is very small. The values of the ratios including and not including 

the GS-S2 and S1-S2 coherence terms in the autocorrelation functions shown in figure S8 

confirm the role of electronic coherences involving the S2 state in the isotope effect. Snapshots 

of the localization of the real part of the GS-S2 electronic coherence, , on the grid are 

plotted in Figure 5D for CH4+ and CD4+ for ionization by the  pulse. One clearly sees the 

faster delocalization of the GS-S2 electronic coherence to the D2d region by ≈ 1.6 fs for CH4+ 

while it has hardly moved out of the FC region for CD4+. Movies of the localization of the GS-

S1 and S1-S2 electronic coherences on the grid are available in the SI. They also visit the D2d 

region at very short time, before 4fs. 
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Figure 5: A. The square modulus of autocorrelation function, |C(t)|2 computed for the  

pulse in violet and for the  in orange, CH4+ in full lines and CD4+  in dotted lines. The inset 

shows the small recurrences at longer times. B. The ratio |C(t)|D2/|C(t)|H2 for the  (violet) 

and the  pulse (orange) at short time. C. The ratio |C(t)|D2/|C(t)|H2 at longer times. D. 

Snapshots of the localization of the real part of the GS-S2 electronic coherence, left CH4+, right 

CD4+ computed for the  pulse. Note how the GS-S2 coherence delocalizes towards D2d for 

CH4+ while it has not migrated yet out of the FC region for CD4+. Movies of the localization of 

the GS-S1,GS-S2 and S1-S2 electronic coherences are available in the SI. 

 

 

Discussion 

A sudden ionization produces a methane cation at the equilibrium geometry of the neutral as a 

coherent superposition of three distinct electronic states. These adiabatic states are coupled by 

a Jahn-Teller distortion. Quantum mechanical dynamical computations on accurate potential 
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energy surfaces and couplings show that electronic coherences play a key role in the early time 

evolution of the coupled electronic—nuclear states. This results in a significant isotopic 

difference between CH4+ and CD4+. The magnitude of the effect is comparable to that reported 

experimentally using high harmonic generation spectroscopy. 1 The results are robust with 

respect to the orientation of the molecule with respect to the polarization of the electric field of 

the ionizing pulses. The dynamics are computed by averaging over an ensemble of 8000 

different initial conditions corresponding to the orientation of the neutral molecule with respect 

to the laser pulse. There are however just three principal components to that ensemble and 

propagating them allows for a computationally efficient implementation. 

The strong isotopic effect in the early 1-2 fs dynamics is shown to be related to electronic 

coherences that govern the amplitude transfers from the S1 and the S2 excited states of the 

cation to its GS. On the ground state the shallow basin around the less distorted D2d geometry 

is accessed first and is followed by a rearrangement to the C2v geometry where both the bonds 

and the angles are modified. The D2d geometry is established by about 4fs for CH4+ and at 8fs 

CD4+. Primarily this is due to the variation of the photoionization matrix elements with the 

geometry of the ground state in the Franck-Condon region that lead to different localization of 

the initial state resulting from the sudden ionization process. Such ultrafast electronic and 

structural rearrangements in cations ionized to multiple interfering channels are ideally probed 

by HHG spectroscopy 17, 18 which provides the needed sub to few fs time resolution. Recent 

developments in 3D two electron angular streaking19 and time-resolved X-Ray Transient 

Absorption spectroscopy20, 21 could also shed light on such ultrafast processes. 

   



 18 

Computational Methods 

Definition of the coordinates of the grid 

CH4+ possesses 9 internal coordinates. They are all involved in the configurational distortions 

leading to the C2v and D2d minima on the ground state of the cation and in the non adiabatic 

coupling seams between the three lowest excited states. In order to capture the main features 

of the early time non adiabatic quantum dynamics, we define a grid with two coordinates, q1 

and q2, that are linear combinations of 15 Cartesian displacements  : 

   (1) 

  (2) 

with  = 1, 2,3 for the three Cartesian displacements  on each atom.  

Table 1: Normalized Cartesian displacements defining the two coordinates q1 and q2 

 Dxc Dyc Dzc DxH1 DyH1 DzH1 DxH2 DyH2 DzH2 

q1 0.00547 -0.00554 0.09994 0.35209 0.31586 -0.49586 -0.38280 -0.28470 -0.49588 

q2 0.00550 -0.00557 0.00080 -0.17315 -0.20960 0.41467 0.14224 0.24096 0.41464 

 DxH3 DyH3 DzH3 DxH4 DyH4 DzH4    

q1 -0.05665 0.12396 -0.09771 0.02220 -0.08911 -0.10147    

q2 -0.17478 0.24251 -0.41752 0.14011 -0.20744 -0.42131    

 

The coordinate q1 points to the C2v minimum of the GS cation while the coordinate q2 points 

to the D2d minimum. In addition, the Cartesian displacements  include distortions that allow 

spanning the NAC’s seams between the three lowest states. On the grid, the point closest to a 

C2v minimum on the ground state is at q1 = -1.4 and q2 = 0. It has a root mean square deviation 

(RMSD) of 0.0418 Bohr compared to the C2v geometry. Strictly speaking, if there was no 

distortion and all the grid points were of C2v symmetry, a second C2v minimum should be 
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present on the grid. However, maintaining the C2v geometry for all grid points leads to zero 

non adiabatic coupling by symmetry. The other minimum on the grid corresponds to more 

distorted C2v geometry with a RMSD of 0.1384 Bohr with respect to C2v, that is actually closer 

to a Cs symmetry. It is located at q1=1.08 and q2=1.26 and 0.1583 eV above the C2v minimum 

on the grid. The D2d minimum on the grid is localized at q1= 0 and q2 =-1.12 at a relative energy 

of 0.165 eV compared to the minimum C2v on the grid. The RMSD from a D2d geometry is 

0.0321 Bohr. On the GS, the gradients from the Td point on the grid in the directions of these 

three minima are nearly identical. The S1 PES on the grid exhibits three minima, localized 

close to the GS/S1 seams. There is a single well localized around Td for S2 PES. Isocontours 

of the 3 PES are plotted in Figure S1. The size of the grid is defined to avoid reflections of the 

wave packet on the edges  for the time range investigated . The grid extends from -5.8 to + 5.8 

by step of 0.08 for q1 and from -7.98 to 4.83 with a step 0.07 for q2, which leads to 26864 grid 

points per electronic state. The FC region is defined by the ground vibrational state of the 

neutral at its equilibrium geometry. The D2d and C2v  minima are located on the edges of the 

FC region which is centered on the Td geometry and comprises 1886 grid  points. There is also 

C3v minimum on the GS PES whose geometry falls outside the grid but whose computed energy 

and geometry are in agreement with ref. 4. We give in Tables S1 to S3 of the SI the 

decomposition of the two coordinates on the normal modes of the Td, C2v and D2d geometries 

of the GS of the cation. The position of the center of mass is conserved for all the geometries 

sampled by the grid. 

 

 

Vibronic Hamiltonian on the grid 

We use atomic units throughout. In the  coordinates, the kinetic energy operator takes 
the form : 

q1,q2( )
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   (3) 

with mi being the mass of C and H respectively.   

The Hamiltonian includes the non adiabatic coupling between the three lowest electronic states 

of the cation. The basis functions are the product of the adiabatic electronic wave function of 

state i, , computed at the grid point g which corresponds to a value of q1 and q2 and a 

product of orthonormal window functions  centered at each grid point. In 

short notation we denote the full wave function at each grid point . After integration on the 

electronic coordinates, the matrix elements of the Hamiltonian between two basis wave 

functions  and  take the form: 

    (4) 

where i and j stand for the electronic state index and g and g’ for the indices of grid points.  

 are the matrix elements of the kinetic energy operator defined in Eq.(3), they are 

diagonal in the electronic state index but off diagonal in the grid point index.  are the 

matrix elements of the potential energy, diagonal in both the electronic and grid indexes. 

The non adiabatic coupling (NAC) matrix elements are computed at each grid point, using the 

quantum chemistry program MOLPRO.11  is the NAC vector expressed in the 

coordinates , see Figure S4 for a heatmap of the two components on the grid. It is 

diagonal in the grid point index, g, but off diagonal in the electronic state index. We neglect in 

Eq. (4) the second derivative matrix elements with respect to the nuclear coordinate of the 
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electronic wave function. pjgg’ is the matrix of the momentum operator on state j with 

 and .  

The time-dependent Schrödinger equation  

         (5) 

is integrated numerically for a vector of amplitudes, c, of L=Ng x 3 =80592 complex 

components. The action of the non local kinetic energy is computed using a finite difference 

scheme with  error.13, 22 We use a  for the momentum operator to retain a good 

numerical precision in the integration of the terms due to the NAC coupling. 

 

The first-order derivatives are computed at order 6 as 23. 

 ,   u, v = q1, q2 (6) 

where u and v represents the q1 and q2 coordinates corresponding to a grid point g. The second 

order derivatives are given by23: 

  (7) 

 and the cross derivatives between the two internal coordinates v and u: 

 (8) 

The amplitudes  are propagated using Eq. (5) using a time step of  0.01 a.u. of time and 

a 4th order Runge-Kutta scheme for the time integration which allows to keep the norm up to 
10-8 for the time range of 50 fs investigated. 
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Initial density matrix of the ensemble. 

We draw an ensemble, a mixture of 8000 initial states, with random orientations, , of the 

electric field with respect to the molecular frame. For each orientation, , and each carrier 

frequency,  or , of the ionizing pulse, we define a vector, , of complex amplitudes, 

, on the grid points  for each electronic state i,  =1, 2, 3 : 

       (9) 

where m is the index for the initial conditions, , for a given value of the carrier frequency 

of the pulse and ig is the electronic state-grid index.  is the density of states computed 

at grid point g for an ionization for electronic state i. 

The are the photoionization matrix elements from the GS neutral to the three electronic 

states of the cation at each grid point integrated over the solid angle  : 

      (10) 

The ’s are computed within the sudden ionization approximation for each grid point in the 

FC region as described in ref. 24. The kinetic energy of the photoelectron at each grid point and 

each electronic state is defined as  for a given  carrier frequency, , 

of the XUV pulse.  is the Dyson orbital between the GS of the neutral and the 

electronic state i of the cation computed at grid point g at the CASSCF (10,8) and SA3- 

CASSCF (9,8) levels with the atomic basis set /6-31G++(2df,2pd) respectively. The 

photoelectron wave functions, , are orthogonalized plane waves with , for 
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the wave vector k. The photoelectron continuum is discretized in 256 k values. For each k 

value, an ensemble of 512 values of solid angles are sampled uniformly on the unit sphere. 

The norms of the vectors , are the ionization yields normalized to the 

strength of the electrical field,  , of the neutral in the direction  for a carrier frequency 

, shown in Figure 2 of the main text for CH4+ and in Figure S1 for CD4+. Each vector  

defines a pure state and the corresponding L by L density matrix, , takes the form: 

          (11) 

The ensemble density matrix,  at time t = 0, is the sum of the matrices : 

       (12) 

where M is the number of orientations of the electric field. Both the density matrix, , 

Eq. (11), of a particular orientation, , of the electric field in the laboratory frame and  the 

ensemble density matrix, , Eq. (12), can be written as a  quadratic form. Each matrix 

 is a pure case of rank 1. For one can define a rectangular matrix A, of 
dimensions L x M, made of the M vectors cm, so that it takes the form  

   (13) 

For the case studied here, we have that M, the number of random orientations of the electric 

field is much smaller than L the number of grid points in 2D multiplied by the number of 

electronic states. We expect that M << L will typically be the case when averaging over 

orientations in the case of a multistate quantum dynamics on a multidimensional grid. One can 

then apply a singular value decomposition (SVD) on the matrix A directly: 

          (14) 
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where S is a L x M  matrix of the complex left eigenvectors of A,  the M x M diagonal matrix 

of its eigenvalues and the columns of M x M matrix V are the complex right eigenvectors. One 

can show that  has at most M non zero eigenvalues that are given by the squares of the 

M eigenvalues of the matrix A. The eigenvectors of the  that correspond to its non zero 

eigenvalues are the M left eigenvectors of the A matrix given by the matrix S in Eq. (14) above. 

The SVD decomposition of the L by M A therefore provides a computationally less demanding 

route than diagonalizing the Hermitian L x L  density matrix, since we have M  << L.  

In the case of a random orientation of the electric field in the laboratory frame, one can show 

analytically that there are only three non zero eigenvalues of the matrix A, which leads to a 

very large saving of computer time for computing the time evolution of the ensemble. 

From Eqs. (9) and (10), one can define a transition dipole vector at each grid point weighted 

by the amplitude of the neutral ground state,  : 

         (15) 

so that we can rewrite the amplitude of the initial state on the grid (Eq. (9)) as 

         (16) 

Using this notation, one matrix element ig,jg’ of L x L   in Eq. (12) takes the form  

    (17) 

where the normalized vectors  have each 3 Cartesian components : 

. The matrix  is a 3x3 matrix which for random 
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orientations of the vectors  is diagonal and is a multiple of the unit matrix by a constant that 

depends on the number of samplings, M. It can therefore be factorized in front of the row vector

 in Eq. (17). Since each column vector  has three Cartesian 

components, the expression of the full matrix  given in Eq. (12) and Eq. (13) becomes 

is a L x L matrix that is the product of the Lx3 matrix  and the 3xL matrix .  So in case of 

a random orientation of the electric field with respect to the molecular frame, the quadratic 

form of  in Eq. (13) takes a simpler form where the matrix A is replaced by the matrix 

 : 

   (18) 

 is therefore of rank 3 and its spectral representation takes the form : 

         (19) 

where the eigenvectors  are complex and orthonormal. The eigenvectors of  that 

correspond to a non zero eigenvalue are given by the left eigenvectors of the SVD 

decomposition of the matrix  in Eq. (18) : 

    (20) 
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is the 3 x 3  matrix of the eigenvalues and  is the 3x3 matrix of the right eigenvectors. The 
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eigenvalues of  are given by the squares of the eigenvalues of . To compute the time 

evolution of the density matrix of the ensemble, it is therefore strictly equivalent to either 

propagate the M=8000  vectors or to propagate the three  vectors using the time 

dependent Schrödinger equation (Eq. (5)). This is because the time evolution of  is 

unitary and dictated by the Hamiltonian (Eq. (4)). Diagonalizing the  matrix by SVD and 

propagating its left eigenstates therefore provides a considerable saving of computer times and 

allows running quantum dynamics for an accurate sampling of the random initial orientations. 

We checked numerically that it was indeed the case. In general, even if the orientation of the 

orientations of the electric field in the laboratory frame are not random, diagonalizing the A 

matrix of Eq. (14) provides a saving of computer time  as long as M << L because  is 

rank deficient and can have at most M non zero eigenvalues.  

The three eigenvalues of  are not equal, which can be understood because the cartesian 

components of the photoionization matrix elements  are no equal and depend on the grid 

point g and on the electronic state i. For a given carrier frequency of the XUV ionizing pulse, 

the traces of  reported in Table S4 are almost identical for CH4+ and CD4+.  The eigenvalues 

of  and its traces are reported in Table S4, as well as the trace of  for the four 

computations. Each sr vector has amplitudes on the three electronic states. The three right 

eigenvectors are localized along the X, Y, and Z directions. 
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