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Abstract

In this work we present a detailed ab initio study of the carbonylation reaction

of methoxy groups in the zeolite mordenite, as it is the rate determining step in

a series of elementary reactions leading to ethanol. For the first time we employ

full molecular dynamics simulations to evaluate free energies of activation for

the reactions in side pockets and main channels. Results show that the reaction

in the side pocket is preferred and, when dispersion interactions are taken into

account, this preference becomes even stronger. This conclusion is confirmed

using multiple levels of density functional theory approximations with (PBE-D2,

PBE-MBD, and vdW-DF2-B86R) or without (PBE, HSE06) dispersion correc-

tions. These calculations, that in principle would require several demanding

molecular dynamics simulations, were made possible at a minimal computa-

tional cost by using a newly developed approach that combines thermodynamic

perturbation theory with machine learning.
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1. Introduction

The increasing energetic demands of mankind and limited fossil resources

along with their rising environmental costs create a significant pressure on the

society to seek for renewable sources of energy [1]. Ethanol (EtOH) is an ex-

ample of an attractive compound used as a fuel or a fuel additive [2, 3, 4]

(thereby replacing up to 25 % of the fossil material [1]) that can be produced

from renewable resources. Catalytic conversion of syngas, a mixture of CO,

CO2, H2, and H2O, that can be prepared by gasification of biomass has re-

cently attracted a significant attention [5, 6, 7, 8] as an alternative to more

conventional processes of ethanol production, such as fermentation [1] or hy-

dration of ethylene [9]. Due to a low activity and selectivity of corresponding

catalytic reactions, a direct conversion of syngas to EtOH turns out to be un-

favorable [4, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20].

An alternative route of EtOH production from syngas proceeds via methanol

(MeOH) synthesis catalysed by zeolites. On the basis of experimental evidence,

mechanism of alcohol carbonylation was suggested to involve an alkoxy inter-

mediate formed upon interaction with Brønsted acid sites [21, 22, 23, 24, 25,

26, 27, 28, 29, 30, 31]. The MeOH based process is catalyzed by acid zeolites

(H-Z) and involves the following elementary steps [32]:

CO + 2H2 → CH3OH, (1)

CH3OH+H− Z → H2O+CH3 − Z, (2)

CO + CH3 − Z → CH3CO
+ + Z−, (3)

CH3CO
+ + Z− → CH3CO− Z, (4)

CH3OH+CH3CO− Z → CH3COOCH3 +H− Z, (5)

CH3COOCH3 + 2H2 → CH3CH2OH+CH3OH. (6)

As known from previous theoretical reports [33, 32, 34, 35], the reaction of Eq. 3

represents the rate-determining step for the whole series of elementary reactions,
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with the computed activation energy being about a factor two higher than the

next highest barrier.

Among the zeolite catalysts tested for the use in methanol carbonylation,

acid mordenite (H-MOR) has been found to be the most active and selective [36].

As discussed by Boronat et al. [33, 32], the unique feature of H-MOR responsible

for its catalytic performance is the presence of Brønsted acid (BA) sites in small

channels (SC, see Fig. 1) since the reactions of methoxy groups formed in these

voids are faster than those in the main channels (MC) [37, 38].

Figure 1: Structure of mordenite (MOR). Positions of important voids are shown: main

channel (MC), side pocket (SP), and small channel (SC).

Boronat et al. [33] reported on cluster DFT calculations with semi-local

functional B3PW91 [39, 40]. Among all tested active sites, only the one formed

in SC was found to exhibit a special orientation of the methoxy group in relation

to the side pocket (SP, see Fig. 1) allowing for a perfect fitting between the

linear transition state for the rate determining step (Eq. 3) and the stabilizing

framework O atoms, while impending the attack of bulkier nucleofiles. The

absence of such sites was offered as an explanation for a lower activity observed

for the zeolite Y [36] (which is in some other aspects similar to MOR). The

reported potential energy barriers for the reactions involving the sites in MC

and SC ranged between 84.0 and 118.0 kJ mol−1. Since the values for the

SC sites were not significantly lower than those for the MC sites, it has been
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hypothesized that the former sites are kinetically favored as they do not allow

(due to spatial constraints) formation of bulkier intermediates of diverse by-

reactions.

In the follow up work, Boronat et al. [32] used the B97D functional [41]

involving the dispersion correction D2 proposed by Grimme [41]. No relevant

mechanistic differences between reactions catalyzed by sites in MC and SC have

been found. While the potential energy barriers for the rate determining step

(Eq. 3) catalyzed by the site in SC was only 7.6 kJ mol−1 lower than that

involving the site in MC when dispersion forces were neglected, their inclusion

led to a dramatic change in computed values clearly favoring the reaction in SP

(with the potential energy barrier being 26.5 kJ mol−1 lower compared to MC).

As a product of the CO attack, acetyl intermediate was formed in two forms:

the covalently bound and ionic. The latter has been proposed to be formed only

in SP in reaction with the methyl group in SC.

Rasmussen et al. [34] studied the carbonylation reaction in MOR using the

periodic DFT simulations at the dispersion corrected BEEF-vdW level [42]. Po-

tential energy barrier for the rate determining step (Eq. 3) catalyzed by a site

in SC was found to be slightly lower than that for MC, but the reported differ-

ence (99.4 kJ mol−1 vs. 105.2 kJ mol−1) was much smaller than that suggested

in dispersion corrected DFT simulations of Boronat et al. [32]. Free energies

for T=438 K were determined using the static approach [34] and the difference

in the reported values remained small (∼10 kJ mol−1), without changing the

preference for the reaction in SP involving the methyl group in SC.

In a combined Monte Carlo and molecular dynamics (MD) simulations per-

formed at the force field (COMPASS [43]) level, Liu et al. [44] investigated

diffusion and adsorption dynamics reaction species relevant to the carbonyla-

tion reaction in MOR. It has been found that the CO diffusion from MC to SP

is facile (linked with diffusion barriers of ∼4 kJ mol−1 and ∼16 kJ mol−1 for the

MC→SP and SP→MC directions, respectively), and the CO molecules tend to

aggregate in the SP. The diffusion dynamics of reaction species was suggested

as one of the key factors contributing to the activity of the carbonylation reac-
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tion in MOR, which was confirmed also by analyzing the diffusion and reaction

kinetics of several other zeolites with different pore frameworks involving FER,

GON, ATS, IRN, GME and OFF.

Despite the large amount of work that has been done to elucidate the ki-

netics of the methyl carbonylation reactions in MOR, some questions remain

unanswered, while some other have actually arisen. First, the role of thermal

and entropy effects is unclear as these have been essentially neglected [33, 32]

or treated only approximately [34] in the previous theoretical studies. We note,

however, that literature is rich in examples of reactions where these effects

have a strong impact on kinetics [45, 46, 47] and/or mechanisms [48, 49]. Sec-

ond, dispersion forces have been suggested to play an important role in theo-

retical predictions but since these interactions are treated only approximately

within the density functional theory, it is not clear whether different approxi-

mations yield similar predictions for this specific reaction. The importance of

the careful choice of the electronic structure method in simulations of adsorp-

tion and reactions in zeolites has been documented in a number of previous

papers [50, 51, 52, 35, 53, 54, 55]. In this work, we address both problems.

Specifically, we determine finite temperature free energies of activation for the

rate determining step of methyl carbonylation by means of ab initio molecular

dynamics at multiple levels of theory, involving the semi-local and hybrid density

functional approximations, with or without correction for long-range dispersion

interactions. Directly performing all the simulations required for this study is

numerically cumbersome and hardly feasible (in particular for hybrid functional

approximations). To this purpose we use our recently proposed method that

couples machine learning and free energy perturbation theory (FEPT) [56, 57].

Starting from a molecular dynamics based on a numerically inexpensive func-

tional, thermodynamic perturbation theory is used to obtain free energy profiles

at different “target” levels of theory. The brute force application of perturbation

might still require several thousands of single point calculations based on the

target approximation. In this work most of these calculations are avoided by

applying machine learning (ML): Only a small number of results is computed
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explicitly and used to train a ML model, whose inexpensive predictions allow

to achieve convergence. For the systems studied in this work, this so-called ma-

chine learning thermodynamic perturbation theory (MLPT) [56, 57] approach

requires as few as 250 training data to achieve convergence.

This paper is organized as follows: in Section 2, the methodology and the

computational details used in this study are described; the results for the con-

ventional approach to reaction free energetics, based on the harmonic approx-

imation to the transition state theory, is presented in Section 3.1; the finite

temperature characterization of reactant and product states, based on ab ini-

tio MD, are discussed in Section 3.2; the MD results for the free energies of

activation are analyzed in Section 3.3; the variation of predictions with the den-

sity functional approximation is investigated in Section 3.4, and conclusions are

provided in Section 4.

2. Simulation details

2.1. Electronic structure calculations

Periodic DFT calculations were performed using the VASP code [58, 59, 60].

The Kohn-Sham equations have been solved variationally in a plane-wave ba-

sis set, using the projector-augmented-wave (PAW) method of Blöchl [61], as

adapted by Kresse and Joubert [62]. The PBE exchange-correlation functional

in the generalized gradient approximation proposed by Perdew et al. [63] was

used. The D2 correction of Grimme [41] was applied to account for long-

range dispersion interactions, which are particularly important in zeolitic sys-

tems [64, 65, 66]. Single point calculations employed in the perturbative free

energy calculations (see Section 2.4) were performed using the uncorrected

PBE [63], HSE06 [67, 68, 69, 70], PBE-MBD [71, 72, 73], and vdW-DF2-B86R

functionals [74, 75, 76, 77, 78]. These functionals were selected so as to rep-

resent a reasonably broad sample of popular density functional approximations

(DFAs) differing in the treatment of exchange and correlation energies, as well

as long-range van der Waals interactions. Namely, the PBE represents an un-
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corrected generalized gradient approximation (GGA) functional, HSE06 is an

uncorrected hybrid functional, PBE-D2 includes a simple pairwise and atomic

environment independent vdW correction, PBE-MBD includes sophisticated

many-body and electronic density-dependent correction, and finally, vdW-DF2-

B86R represents a non-local dispersion corrected functional. Owing to the

large unit cell used in our simulations (vide infra), the Brillouin zone sampling

was restricted to the Γ-point. Plane wave cutoff energy was set to 400 eV, and

the convergence criterion for the SCF cycle was set to 10−6 eV/cell.

2.2. Geometric optimizations and molecular dynamics simulations

Geometric optimizations were stopped when all forces acting on atoms were

smaller than 0.005 eV/Å. The improved dimer method [79, 80] was used to iden-

tify the first order saddle points on the PES representing the transition states

(TS). Potential energy minima representing stable reactant and product states

linked with TS via intrinsic reaction coordinate (IRC) [81, 82] were subsequently

identified using the damped velocity Verlet algorithm [83]. Vibrational analy-

sis was performed for all relaxed structures to test whether these states were

correct stationary points of PES and, if needed, additional line-minimization

calculations have been performed until the vibrational eigenspectra were cor-

rect (i.e., with zero and one imaginary frequency for the stable and transition

states, respectively).

Born-Oppenheimer ab initio MD simulations were performed in the NVT

ensemble, whereby the temperature was maintained by the Andersen thermo-

stat [84] with the frequency of stochastic collisions set to 0.02 fs−1 per atom. The

choice of the simulation temperature (440 K) was inspired by experiment [36, 34]

and previous theoretical work [34]. A step of 1 fs has been used in integration

of classical equations of motion realized via leapfrog Verlet algorithm [85].
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2.3. Free energy calculations

The Helmholtz free energy of activation can be expressed using the for-

mula: [86, 87]

∆A‡
R→P = ∆Aξref,R →ξ∗ − kB T ln

{

h

kB T

〈|ξ̇∗|〉

2
P (ξref,R)

}

, (7)

where ξ = ξ(r) is the reaction coordinate or its approximation which, in gen-

eral, depends on all atomic positions r, ξref,R is the value of ξ for an arbitrary

reference point among the reactant configurations, ξ̇∗ is the velocity associated

with the reaction coordinate for configurations at the transition state (ξ∗), the

angular bracket 〈· · · 〉 represents an ensemble average over all reactant configu-

rations, P (ξref,R) = 〈δ(ξref,R−ξ)〉 is the probability density of ξref,R within the

ensemble of reactant configurations, and ∆Aξref,R →ξ∗ = −kBT ln
{

P (ξ∗)
P (ξref,R)

}

is the reversible work needed to shift the reaction coordinate from the value

ξref,R to ξ∗. The individual terms of Eq. 7 are computed by means of molecular

dynamics (MD) as follows. The probability density P (ξref,R) is approximated

by a histogram obtained using the data from a straightforward MD of the reac-

tant state. The term ∆Aξref,R →ξ∗ is computed using the blue moon ensemble

method. [86, 88] Finally, the generalized velocity term 〈|ξ̇∗|〉 can be determined

using the following equation [86]:

〈|ξ̇∗|〉 =

√

2kB T

π

1

〈Z−1/2〉ξ∗
, (8)

where Z is defined in Eq. B.3 and 〈· · ·〉ξ∗ indicates the constrained ensem-

ble average with ξ(r) = ξ∗. The term 〈Z−1/2〉ξ∗ is readily available from the

constrained MD performed for the state ξ∗ within the ∆Aξref,R →ξ∗ calculation.

2.4. The MLPT approach

Even the most sophisticated ab initio MD simulation protocol will still yield

poor predictions if the electronic structure method used in the sampling does not

accurately describe interactions within each configuration of the given ensemble.

It is therefore desirable to have a tool at our disposal allowing us to explore
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free energies at several different levels of theory without the need to repeat all

the lengthy ab initio MD or Monte Carlo simulations multiple times. In our

recent work [57], we proposed to use the free energy perturbation theory [89, 90]

(FEPT) in combination with machine learning (ML) for this purpose. In this

section, the method is briefly reviewed.

Let us assume that the free energy of activation ∆A‡ has already been de-

termined as described in Section 2.3 using the method (hereafter dubbed as the

production method) with Hamiltonian H(r,p) defined by the potential energy

V (r) and the kinetic energy T (p). The same quantity determined at a differ-

ent (presumably higher) level of theory (the target method) with Hamiltonian

H̃(r,p) can be formally expressed as:

∆Ã‡ = ∆ÃξRef,R→ξ∗ − kBT ln

(

h

kBT

〈|
˙̃
ξ∗(0)|〉

2
P̃ (ξRef,R)

)

, (9)

where the tilde is used to distinguish the quantity computed using the target

method from that obtained using the production method. In the following, we

will suppose that production and target Hamiltonians differ only in position

dependent potential energy term, namely H̃(r,p) − H(r,p) = Ṽ (r) − V (r) =

∆V (r). As shown in our previous work [57], the target free energy of activation

∆Ã‡ can be obtained from the production free energy of activation ∆A‡ in Eq. 7

using FEPT via the following formula:

∆Ã‡ = ∆A‡ − kB T ln

{

〈exp [−∆V (r)/kB T ]〉ξ∗

〈exp [−∆V (r)/kB T ]〉

}

, (10)

while for the free energy differences between two stable states (∆ÃR→P ) is

found [57]:

∆ÃR→P = ∆AR→P − kB T ln

{

〈exp [−∆V (r)/kB T ]〉P
〈exp [−∆V (r)/kB T ]〉R

}

, (11)

where 〈· · ·〉R and 〈· · ·〉P indicate ensemble averages over initial and final stable

states, respectively.

In practice, it is often useful to replace the straightforward FEPT expres-

sions such as Eq. 10 by an approximation allowing to compute the free energy
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differences from an appropriate analytical model for the ∆V (r) distribution [90].

If the latter is approximately a Gaussian-shaped function, the second order cu-

mulant expansion [90] (CE):

〈exp

[

−
∆V (r)

kB T

]

〉 ≈ exp

[

−
〈∆V (r)〉

kB T
+

〈∆V 2(r)〉 − 〈∆V (r)〉2

2(kB T )2

]

(12)

represents a good approximation whose advantage compared to the straight-

forward FEPT is that it allows to reduce the numerical problems occurring

in simulations of large systems where naturally occurring large ∆V fluctua-

tions might lead to huge statistical weights of few configurations which would

subsequently dominate the statistical ensembles. We employ the CE approach

throughout this work.

As shown in our previous work [56, 57], a machine learning regression model

can be used to significantly decrease the number of calculations of ∆V needed

for applying FEPT approach. Based on the well established ∆−MLmethod [91],

which assumes a reasonable statistical correlation between production and tar-

get method energies, we exploit the rather smooth behavior of ∆V (r) to make

the learning process significantly more efficient with respect to the direct learn-

ing of Ṽ . Following Ref. [56], the kernel ridge regression (KRR) [92] machine

learning algorithm is used in this work along with the global REMatch ker-

nel [93] constructed from smooth overlap of atomic positions (SOAP) ker-

nels [94, 93] of local atomic environments. The numerical implementation of

the ML models considered in this work is based on the DScribe and scikit-learn

libraries [95, 96, 97]; the in-house programs implementing the MLPT method

are available from the authors upon request.

2.5. Structural model

A monoclinic supercell of mordenite doubled in the c-direction (parallel with

the main channel) was constructed on the basis of experimental data from the

database of zeolite structures of the International Zeolite Association (IZA) [98].

This supercell, shown in Fig. 2, contained 48 tetrahedral (SiO2 or AlO2) units

(altogether 154 atoms) and was defined by the following lattice parameters:
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a = b = 13.738 Å, c = 15.084 Å, and γ = 83.3◦. In our model, the Si/Al ratio

was set to 23, whereby the two framework Al atoms occupied the tetrahedral

positions T3 and T4 (see Fig. 2). As shown in Fig. 2, the reactant structures

contained two CH3 groups bound to O atoms O10 and O9. This structural model

was chosen so as to allow for a direct and consistent comparison of energetics

of the carbonylation reaction (see Eq. 3) in the main channel (MC) with that

in the side pocket (SP). In particular, the methyl group initially sitting next

to the T3 site in SC pointing towards SP and oriented perpendicular to it has

previously been identified as the one allowing for a perfect fitting between the

linear TS for the CO attack of methyl group and the stabilizing framework O

atoms [33]. In contrast, the methyl group next to the T4 site is inside MC

and, again, it is oriented perpendicular to the channel. Furthermore, both

Al sites are located on an eight membered ring (8MR) of T sites with a very

similar local environment. Hence the location of reacting molecule will remain

the only important factor making difference in the catalytic performance of

the sites in MC and SC. Note that the reaction involving the methyl group

located in SC does not occur strictly in SC or SP but, instead, all the relevant

configurations are included in both voids simultaneously (vide infra). For an

easier reference, we shall refer to this reaction simply as the ”reaction in the

side pocket” and label the corresponding reaction states with “SP”. Similarly,

the reaction involving the methyl group initially located in MC will be referred

to, regardless of any further details, as the “reaction in the main channel” and

the corresponding reaction states will be labeled with “MC”. We remark that

the same locations of the Al-O-CH3 species were considered also in the previous

theoretical work [33, 32, 44]. Furthermore, the location of Al and acid protons

in MOR has been very recently investigated in a combined experimental 1H

DQ NMR and theoretical DFT study [99] and the Brønsted sites potentially

giving rise to the methoxy sites considered in our work were found to belong to

the most likely ones. Drawings of structures presented in this work have been

created using the program VESTA [100].
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Figure 2: Top (left) and side (right) views on the structural model of MOR employed in this

work. The Al atoms occupy the tetrahedral sites T3 and T4, and the methyl groups present

in the reactant state are attached to the oxygen atoms O10 and O9 next to Al. The solid lines

indicate the supercell used in the calculations. The labeling of the framework tetrahedral (T)

and oxygen (O) sites follows Ref. [101]. (Light blue: Al, dark blue: Si, red: O, white: H,

brown: C.)

3. Results

3.1. Static calculations

In the previous theoretical work [33, 32, 34], the methanol carbonylation has

been studied by means of the static approach based on atomic relaxations, in

Ref. [34] also complemented by the harmonic approximation to transition state

theory. Since our computational setting differs from that used in the previous

studies in several important aspects (e.g., the structural model or the treatment

of long-range dispersion interactions), we find useful to start our analysis by

calculations involving this simple model.

The relaxed reactant structures are shown in Fig. 3. In these configurations,

adsorption complexes are formed in which CO interacts weakly with the methyl

group. The two complexes (hereafter labeled as R(MC) and R(SP)) differ sig-

nificantly in the C. . .C distances, which are 3.19 Å and 4.46 Å for MC and SP,

respectively. This difference can be understood: in SP, CO is pulled deeper into

the small cavity, where it is stabilized by stronger dispersion interactions due to

a higher local density of polarizable framework atoms, causing thus the increase
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in the C. . .C separation. In MC, on the other hand, CO is located in a much

larger empty space and hence the C. . .C distance is given only by the specific

CO. . .CH3 interaction.

Figure 3: Relaxed reactant for the carbonylation reaction (Eq. 3) in SP (left) and MC (right).

Selected interatomic distances (in Å) are indicated. (Light blue: Al, dark blue: Si, red: O,

white: H, brown: C.)

We shall show in Section 3.2 that the relaxed configuration R(MC) is not

stable at our target temperature (440 K) as the CO molecule tends to diffuse

spontaneously from MC into SP. For the sake of completeness, we therefore con-

sider here also the reactant state (hereafter labeled as R’) created upon relax-

ation of the structure obtained from molecular dynamics simulation of R(MC).

As shown in Fig. 4, the configuration R’ is similar to R(SP) as CO is located in

SP in both cases but the two configurations differ in their position with respect

to the nearest CH3 group. Further on, we shall use the symbol MC’ to refer to

the reaction occurring in MC but starting from R’.

The relaxed transition states are shown in Fig. 5. In these structures, the

C-O bonds are just being broken and C-C bonds are being formed. Unlike in

the case of the reactant structures, the interatomic distances in TS are hardly

affected by the interactions with the zeolitic environment. Nevertheless, the

environment affects, to some extent, the orientation of the CO fragment with

respect to the CH3 group: the corresponding O-C-C angles are 175◦and 157◦for

the TS structures formed in SP and MC, respectively. As pointed out in previous
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Figure 4: Comparison of the reactant states R’ (a,c) and R(SP) (b,d) for the carbonylation of

methoxy group in MOR (Eq. 3). Top (a,b) and side (c,d) views are shown for both structures.

Selected interatomic distances (in Å) are indicated. (Light blue: Al, dark blue: Si, red: O,

white: H, brown: C.)

theoretical work [34, 32], the nearly linear structure of TS fits perfectly in the

void of SP, while the large open space of MC allows for a more significant

deviation from linearity. The values of the interatomic distances determined for

the TS are in a good agreement with those reported in previous studies [32, 34],

with the maximum difference being ∼0.05 Å.

As reaction products, acetyl cations have been identified by the IRC analysis

(see Section 2), the corresponding optimized structures are shown in Fig. 6.

These species have been shown in previous theoretical work [32, 34] to swiftly

undergo a further transformation (Eq. 4), whereby the corresponding free energy

barrier of activation was estimated to be only ∼2 kJ mol−1. This result indicates

that the stability of the free cationic species is extremely low and our MD results

presented in Section 3.2 are consistent with this expectation.
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Figure 5: Relaxed transition states for the carbonylation reaction (Eq. 3) formed in SP (left)

and MC (right). Selected interatomic distances (in Å) are indicated. (Light blue: Al, dark

blue: Si, red: O, white: H, brown: C.)

Figure 6: Relaxed product states for the carbonylation reaction (Eq. 3) formed in SP (left)

and MC (right). Selected interatomic distances (in Å) are indicated. (Light blue: Al, dark

blue: Si, red: O, white: H, brown: C.)

The free energy profiles for the reaction occurring in SP and MC are shown

in Fig. 7 and the relevant numerical data are presented in Tab. 1. As expected,

the free energy difference between the states R(SP) and R’ is only 0.5 kJ mol−1

and these two states are very similar also in terms of internal energy and entropy.

The slightly lower free energy of R(SP) can be explained by the presence of

a weak interaction of CO with CH3 group, which is absent in the configuration

R’ (see Fig. 4). The free energy barrier for the reaction involving R(SP) and
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Table 1: Relative free energies (∆A), internal energies (∆U), and entropies (∆S) for the

states R’, R(MC), TS(SP), TS(MC), P(SP), and P(MC) computed using the static approach

at the PBE-D2 level. Contribution of dispersion interactions to internal energies is shown

in parentheses. All values are referenced to the lowest free energy reactant state R(SP) (cf.

Fig. 3).

Configuration ∆A (kJ mol−1) ∆U (kJ mol−1) ∆S (J mol−1 K−1)

R’ 0.5 −2.3 (−0.6) −6

R(MC) 21.5 9.5 (6.2) −27

TS(SP) 99.8 80.2 (−8.6) −44

TS(MC) 115.5 103.0 (7.1) −28

P(SP) −39.3 −52.1 (−11.6) −29

P(MC) −16.9 −46.1 (−4.0) −66

Reaction coordinate

-50

0

50

100

150

∆A
(k

J/
m

ol
)

R’ R(SP)

R(MC)

TS(SP)

TS(MC)

P(MC)

P(SP)

0.5

21.5

99.8

115.5

-16.9

-39.3

Figure 7: Free energy profile for the for the methanol carbonylation reaction in SP and MC

computed using the static approach at the PBE-D2 level. Zero on the energy axis corresponds

to the free energy of the state R(SP).

TS(SP) is 99.8 kJ mol−1 and the corresponding internal energy contribution

is 80.2 kJ mol−1. The negative sign of the predicted entropy of activation
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(−44 J mol−1K−1) can be explained by the loss of a part of soft degrees of

freedom (such as hindered rotations and translations) upon the TS formation.

This reaction is both exergonic and exothermic, as evident from the values of

free and internal energies of reaction (−39.3 kJ mol−1 and −52.1 kJ mol−1,

respectively). Compared with TS, the entropy of product is 15 J mol−1 K−1

higher.

The state R(MC) is 21.5 kJ mol−1 higher in free energy than R(SP), which

is, at least in part, a consequence of a weaker stabilization by dispersion inter-

actions in the large MC (see Tab. 1). A similar argument can be used to explain

the higher free energy of TS(MC) as compared to TS(SP), with the difference

being as large as 15.7 kJ mol−1. Furthermore, one can recognize from the results

presented in Tab. 1 that the state TS(MC) is less constrained than TS(SP) (as

evident from higher entropy), which can be explained by larger space available

in MC for the motion of the O-C-C-O fragment. The free energy barrier involv-

ing the states R(MC) and TS(MC) is 94.0 kJ mol−1, whereby the contribution

of internal energy to this value is 93.5 kJ mol−1. The corresponding entropy

of activation is therefore only −1 J mol−1 K−1. However, the state R(MC)

is not the adsorption ground state. Hence the free energy difference between

the states TS(MC) and R’, which is 115.0 kJ mol−1 (with the internal energy

contribution of 105.3 kJ mol−1), is a more relevant estimate of effective free

energy of activation for the reaction in MC. Since the free energy barrier for the

reaction in SP is 15.2 kJ mol−1 lower, this result supports the previous exper-

imental reports [37, 38], claiming that the carbonylation reaction is catalyzed

preferentially by the sites in SP.

The product formed in MC is 22.4 kJ mol−1 higher in free energy compared

to that formed in SP and, once again, the dispersion interactions contribute

significantly (7.5 kJ mol−1) to this difference. As in the case of SP, the reaction

in MC is both exergonic and exothermic, with the free and internal energies of

reaction being −38.4 kJ mol−1 and −55.6 kJ mol−1, respectively.

Our results can be compared with previous theoretical studies [32, 34] in

which a similar computational setup as discussed here was used. Boronat et
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al. [32] obtained the zero temperature apparent reaction barriers (defined with

respect to non-interacting reference systems) of ∼54 kJ mol−1 for the reaction

in SP and ∼80 kJ mol−1 for MC, when the D2 correction [41] (within the

B97D functional [41]) was used. Hence the difference in internal energies of the

two transition states was predicted to be ∼26 kJ mol−1 in favor of TS(SP),

which is to be compared with our zero temperature result of 24.8 kJ mol−1

(see Tab. 2). Furthermore, it was reported in Ref. [32] that when the disper-

sion interactions were not included, the reaction barriers for SP and MC were

rather similar, with the difference being only 8 kJ mol−1. Once again, this

result is in a good agreement with our difference in internal energies of acti-

vation when the dispersion corrections are removed, which is 4 kJ mol−1 (see

Tab. 1). Rasmussen et al. [34] reported the apparent finite temperature (438

K) free energy barriers obtained using the BEEF-vdW functional [42] (whose

performance in the zeolite chemistry has been, however, criticized [102]). Ac-

cording to these results, TS(SP) is 10 kJ mol−1 lower in free energy compared

to TS(MC), which is to be compared with our result of 16 kJ mol−1 (a part

of this difference is probably due to a different location of the methyl group

in MC considered in Ref. [34]). Importantly, the difference in finite tempera-

ture barriers reported by Rasmussen et al. [34] is much smaller than the zero

temperature difference predicted by Boronat et al. [32]. This result indicates

that entropy and thermal effects play important role in kinetics of the methanol

carbonylation reaction and their correct treatment will be essential for reliable

predictions. We address this problem in Section 3.2. It is also evident from

our results and from the published data, that dispersion interactions are es-

sential for the stabilization of species formed in SP. Given the approximate

treatment of these interactions within DFT [103, 104], it is of interest to ex-

amine the variation of predictions on energetics with the choice of method. In

this work, we tested the following popular DFAs: uncorrected PBE[63], PBE-

D2[63, 41] with a simple pairwise and electronic structure independent correc-

tion, PBE-MBD[71, 72, 73] with many-body electronic density-dependent cor-

rection, vdW-DF2-B86R[74, 75, 76, 77, 78] representing a non-local dispersion
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corrected functional, and hybrid functional HSE06[67, 68, 69, 70], where the

quality of description of bonding is presumably improved by adding exact ex-

change energy. As shown in Tab. 2, these approximations yield electronic energy

contributions to free energy barriers, determined using geometries optimized at

the PBE-D2 level, that differ by as much as 30 kJ mol−1. A detailed analysis

of impact of the DFA choice (involving accurate treatment of thermal effects)

is presented in Section 3.4. Additional static calculations results are presented

in Section SI of the Supporting Information.

Table 2: Electronic contributions to free energies of activation (in kJ mol−1) of the carbonyla-

tion of methoxy groups in SP and MC of MOR determined using different density functional

approximations. Reactant and transition states were fixed at the geometries determined at

the PBE-D2 level. MC’ indicates reaction in MC starting from the state R’ (cf. Fig. 4).

Method SP MC’ MC

PBE-D2 86.6 111.4 99.4

PBE 95.2 103.7 98.5

HSE06 115.9 125.9 118.3

PBE-MBD 89.6 112.1 98.1

vdW-DF2-B86R 92.6 123.4 103.9

3.2. Finite Temperature Simulations of Reactant and Product States

In this section, we report on the finite temperature (T=440 K) behavior of

reactant and product states in SP and MC. To this end, an independent MD

simulation of a length of 200 ps has been performed for each state discussed

here. Unless stated otherwise, the calculations have been initialized from the

relaxed structures and the equilibration period of 5 ps has been considered. For

the reactant states, we monitored the parameter ξ:

ξ = rZ−C − rC−C , (13)

where rZ−C is the interatomic separation between carbon in the methyl group

and the framework O attached to the methyl group in the reactant configuration,
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and rC−C is the distance between the carbon atoms in CO and the CH3 group

participating in reaction. This geometric parameter is used as an approximation

to the reaction coordinate in our calculations of the free energy of activation

presented in Section 2.3, and it takes the values ξ ≈ 0 for TS, ξ . 0 for reactant,

and ξ & 0 for product.

The CO molecule adsorbed in SP (see Fig. 3) rotated and translated within

the small cavity in which it was initially located. Nevertheless, the molecule

did not leave SP during the whole simulation time considered here. A direct

consequence of the small variation in the position of CO is the shape of the

probability distribution function P (ξ), which is approximately Gaussian with

the center at ξ ≈ −3 Å (see Fig. 8). As the reference reactant state for the free

energy calculations (see Eq. 7), the point ξRef,R(SP ) = −1.89 Å was chosen for

which the probability distribution function takes the value P (ξRef,R(SP ))= 0.14

Å−1.

As discussed in Section 3.1, dispersion interactions are an important driving

force causing diffusion of CO into SP. Due to very weak specific interactions with

the methoxy group, the CO molecule adsorbed in MC (see Fig 3(b)) was free to

move within the whole volume of the main channel. After 29 ps, however, the

molecule spontaneously diffused into the side pocket where it stayed for the rest

of the simulation (note that this initial period was considered as equilibration

and the corresponding data were not used in ensemble averages discussed here).

Indeed, the internal energy of CO in MC computed as an average of the total

energy is ∼9 kJ mol−1 higher than that for R(SP) which is almost identical

to the difference between these two states in average dispersion energy (∼10 kJ

mol−1). Note that these MD results are similar to our estimates obtained within

the static approach (internal energy difference of ∼10 kJ mol−1, dispersion

energy difference of ∼6 kJ mol−1, see Tab. 1). Upon diffusion of CO from

MC to SP, the adsorption state R’ was formed. This state is very similar to

R(SP), with the only difference being the absence of Al and of the weakly

interacting CH3 group (see Fig. 4) in the side pocket containing the reactant

molecule. Consequently, both the internal energies and the average dispersion
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Figure 8: Probability distribution functions of approximation to the reaction coordinate ξ

determined using the MD simulations with T=440 K performed at the PBE-D2 level for the

reactant configurations R(SP) (above) and R’ (below), and at the PBE level for the reactant

configurations R(MC) (below). Dashed lines indicate the reference reactant states used in the

free energy calculations.

interactions determined for R(SP) and R’ differ only negligibly (by 2 kJ mol−1

and 0.4 kJ mol−1, respectively). From the analysis of the radial distribution

function (RDF) computed for the X-Y pairs of atoms, where X represents an
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atom (carbon or oxide) from the CO molecule, and Y is a tetrahedral center

(Al or Si atom) of the zeolite framework, one can see that the motions of CO in

R(SP) and R’ are very similar too (see Fig. 9) and hence both states are similar

also in terms of entropy.
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Figure 9: Radial distribution functions (GXY ) for the pairs of atoms X (C and O atoms

from the CO molecule) and Y (Al and Si atoms from the zeolite framework) in the reactant

configurations R’ and R(SP) at T=440 K determined using MD performed at the PBE-D2

level.

Given the small differences in internal energies and entropies (observed also

in our static approach calculations, see Tab. 1), as well as the similarity in the

structure, it is reasonable to consider the free energies of R’ and R(SP) as being

approximately equal. We shall make use of this assumption in Sections 3.3 and

3.4, where free energies of activation are discussed. The probability distribution

function P (ξ) determined for the state R’ (where ξ was defined with respect to

the methyl group in MC) is shown in Fig. 8. As the reference reactant state for

our free energy calculations, the point ξRef,R = −7.14 Å was chosen for which

the probability distribution function takes the value P (ξRef,R′)= 0.72 Å−1.
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Next, the MD simulations of the product formed in SP and MC are consid-

ered. In both cases, the acetyl cation CH3CO
+ eventually transformed, after

short episodes involving temporary formation of neutral ketene CH2CO (see

Section SII in the Supplemental Information), into the surface acetate species

(see Eq. 4), whose existence within the MTO process has recently been proven

experimentally by Chowdhury et al. [29]. The formation of the surface acetate

occurred almost immediately (∼3 ps after the equilibration) in the case of MC.

The more confining environment in SP seemed to have partially stabilized the

free cationic form, which transformed into another form only after >90 ps after

equilibration. A stabilizing effect of SP on the free cationic form of product has

been suggested also in the previous theoretical study [32]. The low stability of

the free acetyl cation is not surprising, as the potential energy barrier for its

transformation into the acetyloxy species is as low as 2 kJ mol−1 [32, 34].

Finally, we performed MD simulations of reactants using the PBE functional

without the dispersion correction. The observed behavior was exactly opposite

to that found in MD at the PBE-D2 level: the CO molecule initially located in

SP diffused to MC (after ∼160 ps), while the molecule initially located in MC

did not leave the main channel. This observation is in line with our conclusion on

decisive role of dispersion interactions in stabilization of the molecule in SP. In-

deed, our results suggest that the presence or absence of dispersion interactions

leads to the change of the adsorption ground state. For the purpose of analysis

presented in Section 3.4, the reference reactant state for CO in MC was chosen

as ξRef,R(MC)=−2.61 Å and the corresponding value of P (ξRef,R(MC))=0.16

Å−1 was determined at the PBE level (see Fig.8).

3.3. Free Energy of Activation

In this section we discuss the free energy barriers (∆A‡) for the methyl group

cabonylation occurring in the side pocket and in the main channel of mordenite

at T=440 K that we computed using the approach based on the blue moon

(BM) ensemble technique [86, 88] described in Section 2.3.

For the reaction in SP, 15 evenly spaced integration points ranging between
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the values −1.89 Å ≤ ξ ≤ 1.33 Å were used for the thermodynamic integration

of free energy gradients (see Eq. B.1), whereby the initial integration point

was chosen to correspond to the reference reactant configuration defined in

Section 3.2. The free energy transition state ξ∗=−0.02 Å was determined as

the point with vanishing free energy gradient on the top of the free energy

profile A(ξ) shown in Fig. 10. The computed value of ∆AξRef,R→ξ∗
is 93.3 kJ

mol−1 which, combined with the values of P (ξRef,R) and 〈|ξ̇∗|〉 summarized in

Tab. 3, yield the result ∆A‡=102.4 kJ mol−1. This value is very close to our

result obtained in the static approach, which is 99.8 kJ mol−1 (see Section 3.1).

Furthermore, we determined the internal energy of activation via the formula:

∆U ‡ =
〈Z−1/2V 〉ξ∗

〈Z−1/2〉ξ∗
− 〈V 〉R (14)

where the term 〈V 〉R stands for the average potential energy of reactant com-

puted in unconstrained MD simulation, and the term
〈Z−1/2V 〉ξ∗

〈Z−1/2〉ξ∗
is the potential

energy of transition state from the constrained MD simulation. The resulting

value is ∆U ‡=90.2 kJ mol−1, which is somewhat higher than our static approach

estimate of 80.2 kJ mol−1.

Table 3: Values of individual terms used in the calculation of free energy of activation ∆A‡

obtained via Eq. 7 for the methyl group cabonylation in SP and MC of MOR at T=440 K.

Note that MC’ indicates the reaction in MC starting from the state R’ (cf. Fig. 4).

SP MC’

∆AξRef,R→ξ∗
(kJ mol−1) 93.3 126.3

〈|ξ̇∗|〉 (Ås−1) 1.05·1013 1.05·1013

P (ξRef,R) (Å
−1) 0.14 0.72

∆A‡ (kJ mol−1) 102.4 129.6

In the calculations involving reaction in MC, 22 evenly spaced integration

points defined on the interval −7.14 Å ≤ ξ ≤ 0.52 Å were used for the integra-

tion of free energy gradients (see Eq. B.1), whereby the initial integration point

corresponded to the reference reactant configuration defined in Section 3.2. The
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Figure 10: Free energy profiles ∆A(ξ) for the methyl group cabonylation occurring in SP

(above) and MC (below) computed using MD at the PBE-D2 level and perturbatively at the

PBE level. Dashed lines indicate the reference reactant states and the free energy transition

states used in free energy calculations via Eq. 7.
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free energy transition state ξ∗=0.06 Å was determined as the point with van-

ishing free energy gradient on the top of the free energy profile A(ξ) shown in

Fig. 10. The values of ∆AξRef,R→ξ∗
, P (ξRef,R), and 〈|ξ̇∗|〉, used in the calcula-

tion of the free energy of activation are summarized in Tab. 3. The resulting

value of ∆A‡ is 129.6 kJ mol−1, which is ∼15 kJ mol−1 higher than the re-

sult obtained using the static approach. The larger disagreement compared to

the reaction in SP is not surprising, as the static approach is known to fail in

cases where soft degrees of freedom such as the hindered rotations and transla-

tions contribute significantly to free energetics [105, 106, 107, 46]. The internal

energy of activation computed using Eq. 7 is 113.5 kJ mol−1, which is to be

compared with the static approach result of 105.3 kJ mol−1. In principle, one

can use the thermodynamic relation A = U −TS to determine also the entropy

of activation (∆S‡). Nevertheless, the quality of such a result is poor as it is

obtained by subtracting two large numbers. Hence the statistical uncertainty

in ∆S‡ is comparable to its actual value (see Tab. 4). Since the difference in

∆S‡ computed for the reactions in SP and MC is not statistically significant

(because the difference in computed values is smaller than the total statistical

uncertainty), we can only draw a qualitative conclusion that the entropy of ac-

tivation is negative in both cases, corresponding to a loose reactant and tight

transition state picture. We note that a qualitatively same picture has been

obtained also using the static approach, see Tab. 1.

Table 4: Values of the free energy ∆A‡, internal energy ∆U‡ and entropy ∆S‡ of activation

computed using MD for the methyl group cabonylation in SP and in MC of MOR at T=440

K. The numbers after the ± symbol represent the standard error multiplied by the factor

1.96, corresponding to the confidence interval of 95%. Note that MC’ indicates reaction in

MC starting from the reactant state R’ (cf. Fig. 4).

SP MC’

∆A‡ (kJ mol−1) 102.4 ± 0.8 129.6 ± 2.9

∆U ‡ (kJ mol−1) 90.2 ± 2.1 113.5 ± 2.7

∆S‡ (J mol−1 K−1) -28 ± 5 -38 ± 9
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Free energy profile A(ξ) determined for the reaction in MC exhibits two

minima (Fig. 10) corresponding to the states R’ (ξ ≈ −7.14 Å) and R(MC)

(ξ ≈ −2.6 Å). On the basis of this profile, we estimate that the state R’ is ∼11

kJ mol−1 lower in free energy than R(MC) and the free energy barrier separating

the latter from the former is only ∼7 kJ mol−1. This result explains the behavior

observed in our straightforward MD simulations presented in Section 3.2, where

the CO molecule initially located in the main channel spontaneously diffused

into the neighboring side pocket. The CO diffusion from MC to SP has recently

been studied in a recent theoretical work of Liu et al. [44]. Despite using a very

different computational approach (force field based Monte Carlo), the reported

diffusion barriers (∼4 kJ mol−1 and∼16 kJ mol−1 for the MC→SP and SP→MC

directions, respectively) are similar to our free energy barriers determined at the

PBE-D2 level (7 kJ mol−1 for MC→SP and 18 kJ mol−1 for SP→MC).

3.4. Effect of Density Functional Approximation on the Free Energy of Activa-

tion

Insofar, the results obtained using the PBE-D2 method were discussed. Since

the long range dispersion interactions are found to play a major role in the

stabilization of reactant in SP (see Section 3.2), and since this contribution is

treated only approximately within the DFT approach adapted here, it is useful

to examine predictions made by other, more sophisticated, dispersion correction

methods. The exploratory static results presented in Tab. 2 indeed suggest a

significant variation in free energy barriers. It would be, however, prohibitively

time consuming to repeat all the free energy calculations presented in Section 3.3

with different DFAs. Instead, we adapt here the recently proposed machine

learning perturbation theory (MLPT) approach [56, 57] (see Section 2.4). Since

the MD data for the PBE-D2 method are available, we shall consider this DFA

as the production method. As the target methods, uncorrected PBE [63], PBE-

MBD [71, 72, 73], vdW-DF2-B86R [74, 75, 76, 77, 78] and HSE06 [67, 68, 69, 70]

are considered.

Since the PBE energies are readily available in the PBE-D2 calculations used
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in Section 3.3, we shall start our discussion by this method treated at the brute

force (i.e., without the machine learning acceleration) FEPT (direct application

of Eq. 10). In this treatment, every tenth point of all relevant trajectories

(i.e., 17100, 20000, 5000, and 5000 configurations for R’, R(SP), TS(MC), and

TS(SP), respectively) were employed to determine ∆Ã‡ via Eq. 10 combined

with the CE formula of Eq. 12. Note that following the notation of Section 2.4,

a tilde is introduced to distinguish the target method quantities from those

obtained using the production method. The computed values of activation free

energies are 110.0 kJ mol−1 (SP) and 118.7 kJ mol−1 (MC’), which are to be

compared with the PBE-D2 results of 102.4 kJ mol−1 (SP) and 129.6 kJ mol−1

(MC’). Hence, the absence of the long-range dispersion interactions leads to an

increase in the free energy barrier of the reaction in SP and decrease for that in

MC, which is a direct consequence of (i) a destabilization of the reactant (located

in SP in both cases) and (ii) a stronger destabilization of TS(SP) compared to

TS(MC) (cf. Tab. 1). Assuming that the free energies of the reactant states

R(SP) and R’ can be considered identical (as argued in Section 3.2), we conclude

that the PBE method leads to qualitatively same prediction as PBE-D2, namely

that the reaction involving TS formed in SP proceeds via lower free energy of

activation and therefore it is kinetically preferred.

As already qualitatively discussed in Section 3.2, and as it is evident also

from the free energy profile ∆Ã(ξ) shown in Fig. 10, which we determined at

the PBE level using a generalization of Eq. 10 (see Ref. [57]):

∆Ãξref,R →ξ′ −∆Aξref,R →ξ′ = −kB T ln
〈Z−1/2exp [−∆V (r)/kB T ]〉ξ′

〈Z−1/2〉ξ′

+ kB T ln
〈Z−1/2exp [−∆V (r)/kB T ]〉ξref,R

〈Z−1/2〉ξref,R
,(15)

the presence/absence of dispersion interactions affects also the adsorption ground

state. Although this effect can not affect the conclusion made above (since

the relative kinetics of competing reactions is given by the relative free ener-

gies of their respective transition states), it is conceptually interesting to de-

termine ∆Ã‡ with respect to the correct initial state which is, in the case of
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the PBE method, the CO molecule located in MC. To this end, we determined

the free energy difference between the states R’ and R(MC) (∆ÃR′→R(MC)) us-

ing Eq.11, whereby ∆ÃξRef,R′→ξRef,R(MC)
=−0.6 kJ mol−1 was determined from

∆Ã(ξ), the probability density P (ξRef,R(MC))=0.16 Å−1 was obtained using the

MD simulations performed at the PBE level (see Section 3.2), and the density

P (ξRef,R′)=0.71 Å−1 was determined by reweighting the data obtained from

the straightforward MD performed at the PBE-D2 level as follows:

P̃ (ξref,R′) =

∫

dp dr δ(ξ(r)− ξref,R)exp [−∆V (r)/kB T ] exp [−H(p, r)/kB T ]
∫

r∈R′
dp dr exp [−∆V (r)/kB T ] exp [−H(p, r)/kB T ]

,

(16)

where r ∈ R′ in the integral signifies all configurations belonging to the reac-

tant state R’. Since the computed value of ÃR′→R(MC) is −6.1 kJ mol−1, the

PBE activation energies ∆Ã(ξ) computed with respect to the correct adsorption

groundstate are 116.1 kJ mol−1 (SP) and 124.8 kJ mol−1 (MC). A visual com-

parison of free energetics determined at the PBE and PBE-D2 levels is offered

in Fig. 11.
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Figure 11: Free energies of activation of the methyl group cabonylation in SP and in MC of

MOR at T=440 K computed via MD using the PBE-D2 method and perturbatively using the

PBE method. The state R(SP) was chosen as a reference.

29



For the test purposes, we next determine the PBE free energy barriers also

using the MLPT method (see Section 2.4), where the terms ∆V (r) needed in

Eq. 10 are computed for the same points as considered in the brute force FEPT

discussed above, but instead of using the exact values, the machine learning

model trained on 250 configurations for each relevant state (unconstrained R

and constrained TS) was applied. Only the reactions starting from the reactant

in SP (i.e., R(SP) and R’) were considered. In order to evaluate the quality of

predictions of the ML model, we determined the mean error:

ME =

∑N
i=1(∆Vref,i −∆Vi)

N
, (17)

and root mean square error (RMSE) of predicted potential energy differences:

RMSE =

√

∑N
i=1(∆Vref,i −∆Vi)2

N
, (18)

where ∆Vref,i is the potential energy difference between the target and the

production method explicitly computed for the configuration i, ∆Vi is that

predicted using the ML, and the sum runs over all N members of the test set

defined as every tenth configuration generated by MD at the production level.

As evident from the numerical data compiled in Tab. 5, the ML model yields

reliable predictions, with both the ME and RMSE being well below 1 kJ mol−1.

Consequently, the computed values of ∆Ã‡ (110.2 kJ mol−1 (SP) and 118.6 kJ

mol−1 (MC’)) are found to be in excellent agreement with the results determined

by the brute force FEPT (110.0 kJ mol−1 (SP) and 118.6 kJ mol−1 (MC’)).

Next, we used the MLPT method trained on 250 configurations for each

relevant state to determine the activation energies at the PBE-MBD, vdW-

DF2-B86R, and HSE06 levels of theory. As in the case of the PBE method,

we used the large test sets involving all configurations for which the MLPT

predictions are made (16850, 19750, 4750, and 4750 configurations for R’, R(SP),

TS(MC), and TS(SP), respectively). The use of the set, for which the target

method calculations have been performed, was twofold: (i) it allowed us to test

the performance of our ML model in the ∆V (r) predictions, and (ii) it also

provided us with an ’exact’ FEPT reference allowing us to examine the effect
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Table 5: Root mean square error and mean error (in parentheses), both in kJ mol−1, calculated

for energies ∆Vi predicted by the ML algorithm for different target methods. As a reference,

exact values computed for every tenth configuration generated by MD at the production

method level were used (except for HSE06, where exact values were computed for every 200th

configuration).

R(SP) TS(SP) R’ TS(MC)

PBE 0.9 (0.0) 0.9 (−0.1) 0.9 (0.0) 0.8 (0.0)

HSE06 4.1 (0.1) 4.2 (−0.6) 3.9 (−0.1) 3.8 (0.2)

PBE-MBD 1.2 (0.0) 1.3 (0.1) 1.2 (0.0) 1.4 (0.1)

vdW-DF2-B86R 1.2 (−0.1) 1.1 (0.0) 1.2 (0.0) 1.2 (0.0)

of ML on the free energy calculations. Owing to its very high computational

cost, much smaller test sets (583, 750, 250 and 250 configurations for R’, R(SP),

TS(SP) and TS(MC), respectively) were defined at the HSE06 level. As shown

in Tab. 5, the quality of ∆V (r) predicted for the PBE-MBD and vdW-DF2-

B86R methods slightly deteriorated compared to the predictions done for the

PBE target method, nevertheless, the predictions are still very accurate (RMSE

of 1.1 - 1.4 kJ mol−1). The very good performance of ML is not unexpected

as both the production and the target methods are based on similar semilocal

functionals (PBE or B86). A somewhat worse performance is found for the

HSE06 functional, where RMSE values of 3.8 - 4.2 kJ mol−1 are found. Since

the HSE06 differs more significantly from the production method than any other

target method considered here, one can indeed expect that a bigger training set

would be needed in order to achieve a similar quality of predictions as for the

other DFAs considered here. In this respect it is important to note that the

the systematic errors in ML model for R and TS are similar and hence their

contribution to the error in ∆A‡ will largely cancel, as showed in our previous

work [57]. This fact is obvious also from the comparison of free energies of

activation computed using MLPT with the exact FEPT reference presented in

Fig. 12.

31



On the basis of these results, one can conclude that the MLPT method

reaches virtually the same quality of predictions as the brute force FEPT, al-

though the number of target method calculations is significantly reduced (250

vs. 5000-20000). Compared to the PBE-D2 results, the target method results

follow closely the trend obvious from our exploratory single point calculations

discussed in Section 3.1. In the case of the reaction in SP, for instance, the PBE-

MBD, vdW-DF2-B86R, PBE, and HSE06 barriers are higher, respectively, by

∼3 kJ mol−1, 5 kJ mol−1, 8 kJ mol−1, and 34 kJ mol−1 compared to the PBE-

D2 result, and these differences are similar to the differences in electronic energy

contributions to ∆A‡ determined for fixed reactant and transition state geome-

tries (see Tab. 2). The comparison of the MD results with those of the static

approach (see Section SI in the Supporting Information) indicates that the two

approaches yield very similar results for the reaction SP, while they differ signif-

icantly for the reaction in MC where the static approach predicts significantly

lower free energy barriers. This result is not unexpected and it derives from

the fact the static approach fails especially in cases where soft degrees of free-

dom such as the hindered rotations and translations contribute significantly to

free energetics. In this respect, clearly, the reaction in MC is more challenging

than in SP where both the reactant and transition states experience much more

confining environment. Importantly, despite the large variation in numerical

values of ∆A‡, all methods considered here lead to the qualitatively same pre-

diction, namely that the reaction in SP is favored over that in MC. The same

conclusion has been made also on the basis of experiment [37, 38].

4. Conclusions

In this work, detailed DFT simulations of the carbonylation of methoxy

groups located in zeolite mordenite have been conducted. For the first time,

the free energies have been determined via explicit sampling of all degrees of

freedom at multiple levels of theory, involving the semi-local and hybrid density

functional approximations PBE [63] and HSE06 [67, 68, 69, 70], as well as the
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dispersion corrected methods PBE-D2 [63, 41], PBE-MBD [71, 72, 73], and

vdW-DF2-B86R [74, 75, 76, 77, 78]. This was made possible by coupling the

molecular dynamics simulations based on the blue moon ensemble technique [86,

88] with the recently introduced free energy perturbation theory accelerated by

machine learning (MLPT) [56, 57]. Our approach allowed us to address the

intensely discussed [33, 32, 34] problem of activity of active centers located in

two different cavities available in MOR, namely the main channels and small

channels. The overall picture drawn on the basis of our calculations is shown in

Fig. 12.
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Figure 12: Overview of the free energies of activation of the methyl group cabonylation in SP

and in MC of MOR at T=440 K computed using MD at the PBE-D2 level, and perturbatively

at the PBE, HSE06, PBE-MBD, and vdW-DF2-B86R levels of theory. The brute force FEPT

results (where the FEPT was applied to every tenth configuration generated by the production

method (PBE-D2)) are given in parentheses.

The presence or absence of the long range dispersion interactions in the den-

sity functional approximation used in calculations is found to affect the adsorp-

tion ground state of reactant, which corresponds to the CO molecule adsorbed

in MC or SP. This effect, however, does not have any impact on the relative

kinetics of reactions in MC and SP, which is determined by the free energy

33



differences between the related transition states. Furthermore, including the

long-range dispersion interactions in the DFA clearly tends to increase the dif-

ferences between ∆A‡ predicted for MC and SP, which are 6.1-8.4 kJ mol−1 and

16.1-32.0 kJ mol−1 when uncorrected (PBE and HSE06) and corrected (PBE-

D2, PBE-MBD, and vdW-DF2-B86R) functionals are used, respectively. This

result is consistent with the previous report based on the static approach [32],

where inclusion of dispersion correction led to increase of difference in ∆A‡ from

7.6 to 26.5 kJ mol−1. Despite the large variation in computed free energies of

activation, however, the qualitative prediction made by different DFAs remains

the same, namely, the reaction in SP is kinetically preferred over that in MC.

The strong preference of the reaction in SP has also been suggested experimen-

tally [37, 38], although a rather indirect evidence has been offered. We note on

passing that a definite proof of a higher activity of sites in SP will require sys-

tematic free energy calculations for all 14 possible CH3 locations hypothetically

allowed by the mordenite structure, which is beyond the scope of the present

paper.
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Appendix A. Supplementary material

Supplementary data associated with this article can be found, in the online

version, at (to be filled in by publisher).

Appendix B. Blue moon ensemble approach

In the bleue moon ensembe approach, the free energy differences are deter-

mined by integrating free energy gradients along the reaction path connecting

the states ξref,R and ξ∗:

∆Aξref,R →ξ∗ =

∫ ξ∗

ξref,R

(

∂A

∂ξ

)

ξ′
dξ′. (B.1)

The free energy gradients are obtained using constrained MD simulations via

the following formula [88]:

(

∂A

∂ξ

)

ξ′
=

1

〈Z−1/2〉ξ′
〈Z−1/2[−λ+

kB T

Z2

N
∑

i=1

N
∑

j=1

1

mimj

∑

µ=x,y,z

∑

ν=x,y,z

∂ξ

∂rµ,i

∂2ξ

∂rµ,i∂rν,j

∂ξ

∂rν,j
]〉ξ′ ,

(B.2)

where 〈· · ·〉ξ′ indicates the constrained ensemble average with ξ(r) = ξ′, mi and

rµ,i are the mass and the µ component of a Cartesian position vector of an atom

i, respectively, λ is a Lagrange multiplier associated with the parameter ξ used

in the SHAKE algorithm, [108] and Z is the inverse of the mass metric tensor

defined as follows:

Z =
∑N

i=1

1

mi

∑

µ=x,y,z

(

∂ξ

∂rµ,i

)2

. (B.3)

The numerical integration of Eq. B.1 is performed using the Simpson integration

scheme adapted to irregularly spaced grid points [109, 110, 111].
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