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ABSTRACT. The dynamics of excited heteroaromatic molecules is a key to understanding the 

photoprotective properties of many biologically relevant chromophores that dissipate their 

excitation energy nonreactively and thereby prevent the detrimental effects of ultraviolet radiation. 

Despite their structural variability, most heteroaromatic compounds share a common feature of a 

repulsive 1πσ* potential energy surface. This surface can lead to photoproducts, and it can also 

facilitate the population transfer back to the ground electronic state by means of a 1πσ*/S0 conical 

intersection. Here, we explore a hidden relaxation route involving the triplet electronic state of 

aniline, which has recently been discovered by means of time-selected photofragment translational 

spectroscopy [J. Chem. Phys. 2019, 151, 141101]. By using the recently available analytical 

gradients for multiconfiguration pair-density functional theory, it is now possible to locate the 

minimum energy crossing points between states of different spin and therefore compute the 

intersystem crossing rates with a multireference method, rather than with the less reliable single-

reference methods. Using such calculations, we demonstrate that the population loss of aniline in 

the T1(
3ππ*) state is dominated by C6H5NH2→C6H5NH⸱ + H⸱ dissociation, and we explain the long 

nonradiative lifetimes of the T1(
3ππ*) state at the excitation wavelengths of 294-264 nm.  
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1. INTRODUCTION 

The dynamics of excited electronic states is of central importance in many branches of 

chemistry, and understanding how structural transformations control the dynamics in 

photoactivated molecules is one of the most exciting challenges in photochemistry,1,2 

photovoltaics,3,4 bioimaging,5 photoredox catalysis,6,7 and light emitting technologies.8,9 Thanks to 

ultrashort laser pulses, it is now possible to experimentally probe not only the slow and moderate-

speed dynamics but also the ultrafast processes taking place on the femtosecond or even attosecond 

time scales.10–12 The knowledge of the photodynamics mechanisms can then be used to tune the 

properties of excited states and design new materials, for example, more efficient 

photosensitizers.13,14 Furthermore, interpretation of experimental data can be improved by insights 

from computational modeling methods to make assignments and disentangle intricate spectroscopic 

features.15 

Excited states are difficult targets for computational study because they usually involve 

significant mixing of electron configurations, and this mixing becomes most severe in regions where 

two electronic states become degenerate or nearly degenerate,16,17 which are the most important 

regions for interstate population transfer.18 Single-reference methods are generally inadequate in 

the vicinity of such intersections, and they often even fail to provide the correct topography of the 

potential energy landscape.19–21 Even if two crossing states have different spins and therefore do 

not mix in the nonrelativistic approximation, the use of single-reference methods can still be 

questionable as one or both of the two states can be inherently multiconfigurational. Thus, it is 

advisable to use multireference methods when searching for the conical intersections (CI) or 

intersystem crossing (ISC) seams.  

Among multireference methods, a widely preferred choice to treat excited states is 

second-order complete-active-space perturbation theory22,23 (CASPT2) or its extended multistate 

version24,25 (XMS-CASPT2). These methods often have good accuracy, and in some programs there 

are analytic gradients, which are helpful in optimization and dynamics.26,27 However, multireference 

perturbation theories are usually limited to molecules of moderate size because of the post-SCF 

iterative perturbation step, which requires large memory due to the need for higher-order density 

matrices. A more cost-effective approach to deal with multireference systems is multiconfiguration 



3 
 

pair-density functional theory (MC-PDFT).28,29 In MC-PDFT, the post-SCF step is noniterative and 

requires only the kinetic energy, electron density and its gradient, and on-top pair density (and 

optionally the gradient of the on-top pair density) from a multiconfigurational wave function 

(usually a multiconfigurational self-consistent field (MCSCF) method) without needing higher-

order density matrices. While the accuracy of MC-PDFT is comparable to CASPT2, its 

computational cost is largely reduced to the order of the MCSCF step.30,31 MC-PDFT also 

overcomes some shortcomings of Kohn-Sham density functional theory (KS theory), for example, 

unphysical spin mixing in open-shell electronic states,32,33 or strong dependence of the predicted 

singlet-triplet gaps upon the amount of Hartree-Fock exchange in the exchange-correlation 

functional.34,35 Another advantage of MC-PDFT compared to KS theory is the elimination of self-

interaction error.36 MC-PDFT has shown good accuracy for the correct ordering of electronic states, 

accurate electronic energy gaps, and good estimates of barrier heights.30,37–39 The recent 

implementation of the state-specific40 and state-averaged41 analytical gradients makes MC-PDFT 

an appealing alternative to KS theory and CASPT2 for modeling ISC phenomena or predicting 

properties of excited electronic states.  

Here, we use MC-PDFT to elucidate the participation of triplet states in the radiationless 

relaxation of aniline, which is important for understanding the photostability of aromatic 

biomolecules containing N-H groups.42–45 Since the aniline chromophore also occurs in para-

aminobenzoic acid and methyl anthranilate, which are commonly used to prevent skin damage from 

excessive ultraviolet radiation, this relaxation dynamics is also of interest for developing and 

understanding sunscreen photoprotectors.46 For a long time, it was believed that the single-photon 

dissociation of aniline triggered by ultraviolet light occurs exclusively via population transfer to the 

dissociative region of the 1πσ* excited electronic state.47–50 However, experiments employing a new 

time-selected photofragment translational spectroscopy method revealed a previously unknown 

dissociation mechanism in the dark triplet state accessible via ISC from the S1 state optically 

populated at 5.00 eV (248 nm).51 The question arises of the precise mechanism for this triplet 

participation, and here we use the new gradient capability of MC-PDFT to investigate aniline 

dynamics once the system reaches the T1 state. In particular, we calculate the rate constants for the 
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nonreactive ISC process T1 → S0 and for the dissociative electronically adiabatic process T1 → 

C6H5NH⸱ + H⸱. 

 

2. COMPUTATIONAL METHODS 

2.1. Electronic structure. MC-PDFT and extended multi-state PDFT52 (XMS-PDFT) 

calculations were performed in the OpenMolcas53 (v19.11, tag 1553-g2c87dca-dirty) suite of 

programs, whereas the unrestricted KS theory and spin-orbit coupling calculations were carried out 

in the GAMESS54 (version June 30, 2020 R1) software package.  

The critical geometries were optimized with KS theory and MC-PDFT without imposing 

any symmetry constraints. In the case of MC-PDFT, the translated28 and fully-translated55 on-top 

density functionals, tPBE and ftPBE, were employed, and a CASSCF wave function56 was used as 

the SCF reference function. We considered three active spaces: (i) a small one (6,6) with six 

electrons in three π bonding orbitals and three π* antibonding orbitals, (ii) a medium one (12,12) 

that included all orbitals of the small active space plus the nitrogen lone-pair orbitals 2pz(N) and 

3pz(N), the bonding orbitals σ(C-N) and σ(N-H), and their antibonding counterparts σ*(C-N) and 

σ*(N-H), and (iii) a large one (14,14) obtained from (12,12) active space by adding the second pair 

of σ(N-H) and σ*(N-H) orbitals. The electronic energies of the high-lying excited singlet and triplet 

states were found with XMS(3)-tPBE calculations, based on state-averaged CASSCF where 

energies were averaged over the three states with the equal weights, and where we used a three-

state model space for the multi-state treatment. We used two density functionals for KS calculations: 

PBE57 and MN15.58 The def2-TZVP basis set59 was used throughout this work. We used the fine 

integration grid (75,302) for PBE, MC-PDFT, and XMS-PDFT and the ultrafine grid (99,590) for 

MN15. 

The spin–orbit coupling at the triplet–singlet crossing points was computed using the full 

two-electron Breit-Pauli spin-orbit Hamiltonian coupled with the complete active space 

configuration interaction (CASCI) method.60 The initial molecular orbitals were prepared using the 

state-averaged CASSCF method by averaging over the T1 and S0 crossing states having equal 

weights in the spin–orbit coupling calculation performed with GAMESS.  
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2.2. Dynamics. The rate constants were computed using microcanonical nonadiabatic 

transition state theory61 (μNA-TST) for the T1 → S0 ISC process and using Rice-Ramsperger-

Kassel-Marcus (RRKM) theory62–65 with the zero-curvature tunneling (ZCT) approximation66,67 for 

the electronically adiabatic dissociation in the triplet state. These dynamics calculations were 

carried out in part using the master equation program MESMER.68 Note that RRKM theory is 

microcanonical transition state theory69,70 applied to a unimolecular reaction, and μNA-TST is the 

extension of this theory to electronically nonadiabatic processes.71–77  

The ISC rate constant, kISC, and unimolecular dissociation rate constant, kDis, were computed 

using 
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where E is the rovibrational energy in the molecule (taken from experiment), h is Planck’s constant, 

f is the degeneracy of the reaction path, ε is the energy in the reaction coordinate, 𝑃𝐼𝑆𝐶 is the 

probability of transition between two states of different spin, 𝑃𝑇𝑟 is the barrier transmission 

probability, 𝜌𝑅 is the density of rovibrational of states of the reactant, 𝜌𝑋 is the rovibrational density 

of states in the transition-state theory dividing surface through the minimum energy crossing point 

(MECP) of T1 and S0, and 𝜌𝑇𝑆 is the rovibrational density of states in the transition-state theory 

dividing surface through the saddle point for electronically adiabatic dissociation in the T1 state. 

The energy E is partitioned into the reaction coordinate (ε) and the remaining degrees of freedom 

(E–ε). The reaction-coordinate motion is normal to the crossing seam in Eq. 1 and the transition 

state dividing surface in Eq. 2. The zero of energy E is consistently taken as the zero-point energy 

level of the T1 state in all equations and discussion throughout this article. 

To evaluate the probability PISC of transition between T1 and S0 when a trajectory passes 

through their crossing seam, we used the weak coupling formula:78–81 

2( ) Ai ( )  ISCP ,      (3) 



6 
 

 ,    (4) 

 

2 3

1 2

1 2

8
( ) X XE ZPE

h

 
  

 
     

 
 

g g

g g
 ,   (5) 

where Ai(β) is the Airy function, HSOC is the spin-orbit coupling constant (SOC) at the crossing 

seam (assumed to be locally constant), μ is the reduced mass of the reaction coordinate (see 

Appendix), g1 and g2 are the gradients of T1 and S0 crossing surfaces, EX is the energy of the 

minimum energy crossing point with respect to the zero-point energy level of the T1 reactant, and 

XZPE  is the zero-point energy at the MECP. 

 Note that g1 – g2 is normal to the singlet-triplet crossing seam at the MECP. To find the 

direction normal to the crossing seam, we compute an effective mass-weighted Hessian that arises 

from the second-order Taylor expansion for the energy of both states in the vicinity of the MECP 

for a displacement along the crossing seam. This Hessian has only one imaginary frequency at the 

MECP with the corresponding eigenvector being orthogonal to the crossing seam and collinear with 

the reaction coordinate; details are given in the Appendix.  

When calculating dissociation rates, the probability of transmission 𝑃𝑇𝑟 through the barrier 

was estimated using the zero-curvature tunneling approximation, implemented semiclassically82 as 
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where the reaction coordinate is calculated as the arc length along the minimum energy path (MEP) 

in mass-scaled coordinates83 with the reduced mass 𝜇 set to 1 amu and with s = 0 at the saddle 

point, 𝑠< and 𝑠> are the classical turning points, 
MEP

( )V s  is the potential energy along the MEP 

relative to the zero-point energy level of the T1 reactant, and ZPE(s) is the zero-point energy in 

modes transverse to the reaction coordinate. In eq (7), we approximated ZPE(s) as ZPE(s=0). 
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The rovibrational densities of states were calculated using the quantum asymmetric top and 

harmonic oscillator models with an integration step size of 10 cm-1. When calculating dissociation 

rates with ftPBE(14,14), we used vibrational frequencies and minimum energy path geometries 

obtained with tPBE(14,14). Subsequently, ftPBE(14,14) single-point calculations were carried out 

along the dissociation path, while the transition state and the equilibrium geometry were 

reoptimized explicitly with ftPBE(14,14). The MC-PDFT Hessians were computed semi-

numerically by evaluating finite differences between the components of the analytical gradients in 

a homemade Python script. We confirmed that the Hessians yielded no imaginary frequencies at the 

minima and only one at the transition states. 

 

3. RESULTS AND DISCUSSION 

The T1 lifetimes of collision-free aniline were originally measured by Knee and Johnson 

using the pump-probe technique coupled with time-of-flight mass spectrometry.84 In that 

experiment, the first excited triplet state T1 was populated through the ISC from the higher-lying S1 

vibronic states produced by ultraviolet irradiation of the jet-cooled aniline. Overall, eleven S1 

vibronic states were prepared at excitation energies from 4.22 eV (294 nm) to 4.70 eV (264 nm) as 

summarized in Table 1. These energies are generally too low to populate the close-lying S2(πσ*) 

excited state with the origin at 4.60 eV.85 In the case of the high-lying vibronic state at 4.69 eV, the 

direct S0→S2(πσ*) excitation is also unlikely because of the four-fold decrease of the oscillator 

strength compared to the S0→S1(ππ*) transition.50,86,87  

Once formed, S1 vibronic states decay rapidly via multiple relaxation mechanisms including 

the S1→S0 fluorescence, S1→S0 internal conversion (IC), and ISC to the triplet manifold as 

schematically illustrated in the upper panel of Figure 1. In addition to these three channels, aniline 

can also undergo dissociation into anilino radical (C6H5NH⸱) and atomic hydrogen. However, at the 

low excitation energies, such dissociation is expected to be inefficient because of the barrier formed 

by the bound S1(
1ππ*) and quasi-bound S2(

1πσ*) excited states crossing one another along the N-H 

stretching coordinate.50 Using extended multiconfiguration quasi-degenerate perturbation theory 

(XMCQDPT2), the barrier height for dissociation of aniline in the lowest excited singlet state S1 

was found to be 0.41 eV at the geometries optimized by SA(3)-CASSCF(10,9)/6-311++G**.88 This 
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barrier height suggests that all S1 vibronic states probed by Knee and Johnson, except the 120
4 state 

with four vibrational quanta in the in-plane ring deformation mode, would have to tunnel through 

the barrier in order to end up in the πσ* repulsive region of the S1 PES. In accord with the 

computational arguments, no evidence of ultrafast N-H fission across the 294-270 nm excitation 

range were found in time-resolved velocity map imaging experiment.50 Thus, the nanosecond decay 

of the S1 state (<10 ns) at the low excitation energies is dominated by fluorescence and nonradiative 

relaxation either to the ground state or to the excited triplet states84,89 shown in the upper panel of 

Figure 1.  

 

 

Figure 1. Upper panel: Relaxation pathways from the optically-populated S1(ππ*) state of aniline 

to the ground state S0 and anilino radical, C6H5NH⸱, and critical geometries of aniline. The states 

highlighted by orange background could be ionized in the pump-probe experiment by Knee and 

Johnson. Lower panel: Resonance structures of T1 aniline with the high spin density sites denoted 

by black dots.  
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Although it is not clear which of the two low-lying triplets is populated through the ISC 

from the S1 state, most of the population is expected to be accumulated in the T1 state. This 

assumption is supported by the fact that in the vicinity of S0 → T1 Franck-Condon region the T2 and 

T1 states approach one another and become degenerate at about 0.61 eV above the T1 equilibrium 

as deduced from the single-point XMS-tPBE(14,14) calculations carried out at the geometries 

optimized with SA-tPBE(14,14) (see Figure S4 in SI). This energy provides an upper bound for the 

T2(
3ππ*)/T1(

3ππ*) conical intersection mediating population transfer from the T2 state to the lowest 

triplet state T1. The presence of the low-lying T1 excited state at the energy lower than the S1 origin 

was also confirmed experimentally by measuring the phosphorescence spectrum of aniline in a rigid 

glass solution of EPA (a mixture of diethyl ether, isopentane and ethanol in 5:5:2 ratio). In 

particular, the band centered at ≈3.32 eV was attributed to the 0-0 emission from T1 to S0, whereas 

no signature of the high-lying triplets was observed.90,91
 

In order to probe the T1 decay Knee and Johnson used ultraviolet radiation to reach the 

ionization potential92 of aniline at 7.72 eV and produce ions to be captured by the time-of-flight 

mass spectrometer. Both T1 and S1 states were ionized by the probe pulses keeping intact the hot S0 

aniline molecules. Because S1 decayed faster than T1, they fit the overall population in two states to 

a single exponential, except for the cases when the S1 contribution was noticeable and where two 

exponentials were used. Due to the lack of phosphorescence, the experimentally measured 

microsecond lifetimes were attributed to the nonradiative decay of T1. Using the gap between T1 

origin in EPA and optically populated S1 vibronic states in the gas phase, Knee and Johnson found 

internal rovibrational energies in T1 aniline to range from 0.90 to 1.37 eV (Table 1). However, these 

energies are likely to deviate from those in the jet-cooled aniline due to the perturbation caused by 

EPA on the T1 origin. Indeed, more recent spectroscopic measurements show that the electronic 

excitations in aniline are quite sensitive to the host environment. For example, a well-defined S1 

origin at 4.22 eV in the gas phase84,93 becomes red-shifted by 0.11 eV in cyclohexane and by 0.19 

eV in benzene at 77 K.93 In the argon matrix, on the other hand, the host-guest interaction is weak 

and the S1 origin at 4.21 eV is redshifted by only 0.01 eV at 10 K.94 We believe that an even smaller 

redshift can be expected for the T1 origin because it is less sensitive to the perturbation than the S1 

state. In fact, taking argon matrix as a reference, it can be seen that S1 is red-shifted in the benzene 
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and cyclohexane glasses by 0.18 and 0.10 eV, while T1 is redshifted by only 0.05 and 0.04 eV, 

respectively.93,94 In a similar way, the low-lying electronic states in structurally relevant benzene 

are less perturbed by matrix than the high-lying states. The three absorption bands in benzene gas 

1A1g→
1E1u (6.87 eV), 1A1g→

1B1u (6.10 eV), and 1A1g→
1B2u (4.79 eV) become redshifted in solid 

argon by 0.15, 0.09, and 0.01 eV, respectively.95 Thus, the gap between T1 and S1 states of 0.76 eV 

in the argon matrix provides a lower bound to the gap in the jet-cooled aniline when two states are 

systematically shifted to the lower energies. The upper bound of 0.77 eV corresponds to the case 

where, in contrast to the redshifted S1, the T1 origin is not perturbed by the argon matrix. Using the 

T1/S1 gap in argon, 𝐸S1−T1
, and S1 rovibrational energies measured by Knee and Johnson for the 

jet-cooled aniline, 𝐸S1
, we calculated rovibrational energies in the T1 state as  

𝐸T1
= 𝐸S1

+ 𝐸S1−T1
. (9) 

These energies are reported in the “Corrected” column of Table 1. Note that the assignment of 

vibronic levels follows Castella-Ventura and Kassab96 rather than that of Knee and Johnson.  

 

Table 1. Excitation energies of S1 vibronic states in jet-cooled aniline, energy above  

S1 origin (𝐸S1
), energy above T1 (𝐸T1

) , and T1 nonradiative lifetimes. 

S1 vibronic transitions in jet84  𝐸S1
 (eV)  𝐸T1

 (eV) b 
T1 lifetimes (ms)84 

Assignmenta λ (nm) ΔE(eV)  in jet84 in Ar94  (ref 84) Corrected 

00
0 293.8 4.22  0.00 0.00  0.90 0.76 5.65 

6𝑎0
1 289.7 4.28  0.06 0.06  0.96 0.82 4.20 

120
1 285.9 4.34  0.12 0.12  1.01 0.87 3.44 

20𝑎0
1 283.0 4.38  0.16 0.16  1.06 0.92 2.61 

10
2 280.7 4.42  0.20 0.20  1.09 0.95 2.09 

I0
2120

1 279.8 4.43  0.21   1.11 0.969 1.90 

10
1120

1 279.5 4.44  0.22 0.22  1.11 0.974 1.83 

120
2 278.3 4.46  0.24   1.13 0.99 1.63 

120
120𝑎0

1 275.6 4.50  0.28 0.28  1.18 1.04 1.19 

120
3 271.1 4.57  0.35   1.25 1.11 0.62 

120
4 264.3 4.69  0.47   1.37 1.23 0.167 

aThe assignment of vibronic levels follows that of Castellá-Ventura and Kassab.96 
bThis is the energy scale used in the rest of this article.  

 



11 
 

As shown in Table 1, the T1 lifetimes measured in the pump-probe experiment drop down 

significantly with the increase of the internal energy in the T1 state approaching 168 ns at the 

excitation energy of 4.69 eV. Taking the inverse of these lifetimes the corresponding unimolecular 

rate constants are as small as 105-106 s-1, which can be explained, for example, by the dissociation 

of aniline in the T1 state or the inefficient T1→S0 ISC that is typical for organic molecules. 

Unfortunately, the long experimental lifetimes of T1 state preclude the use of nonadiabatic 

molecular dynamics97–99 to get insight into kinetics measured by Knee and Johnson and answer the 

question of whether the relaxation dynamics of aniline involves dissociation in the triplet state upon 

ultraviolet irradiation. Therefore, we exploit statistical theories such as μNA-TST and RRKM with 

input from electronic structure calculations. 

In the ground singlet state, aniline is an aromatic molecule with nearly equal C–C bond 

lengths and the nitrogen lone-pair being almost in-line with the π-system of the ring. The excitation 

to the T1 state is mainly associated with π→π* transitions which disturb the conjugation between 

the aromatic system and nitrogen. The state-specific tPBE(14,14) calculations confirm two minima 

on the T1 PES corresponding to the diallylic and quinoid configurations (Figure 1, lower panel). 

The ZPE-inclusive energies reported in Table 2 show that the diallylic conformer is slightly more 

favorable than the symmetric quinoid, although the difference is quite small (0.03 eV). In the 

diallylic configuration, the nitrogen atom is slightly tilted by 3° from the plane of the phenyl ring, 

while in the symmetric quinoid it is out-of-plane by almost 40°. Due to the nitrogen lone pair, the 

amino group adopts a pyramidal shape in both conformers as in ammonia. The PBE functional does 

not predict a correct diallylic conformer, but rather yields an asymmetric quinoid with one of the 

two hydrogens in the ortho position distorted by 16.1° from the plane of the phenyl ring and two 

C-C allylic bonds of 1.38 and 1.42 Å next to the amino group, which are expected to be formally 

equivalent (see SI, Figure S5). This is in contrast to the out-of-plane angle of 3.0° and corresponding 

bonds of 1.38 and 1.39 Å found with the tPBE and ftPBE on-top functionals. The incorrect geometry 

predicted by PBE can be explained by overestimation of sp3-hybridization at the ortho carbon. This 

shows that the triplet aniline is a challenging system for single-reference methods because the wave 

function in both diallylic and symmetric quinoid conformers has a substantial multiconfigurational 

character with the leading determinants having weights of 0.81 and 0.84, respectively. The 
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multiconfigurational character of triplet aniline is also manifested by the partially occupied natural 

orbitals. For example, in the diallylic conformer the occupation numbers are 1.92 and 1.88 for the 

doubly occupied π-orbitals, 1.05 and 0.95 for the singly occupied orbitals, and 0.08 and 0.12 for the 

unoccupied π*-orbitals as illustrated in Figure 2. Unlike PBE, the MN15 functional predicts 

hydrogen distortion angle of 4.1° and C-C allylic bond lengths of 1.37 and 1.40 Å, which are much 

closer to the values found with tPBE(14,14) and ftPBE(14,14). Such behavior is consistent with the 

fact that MN15 functional is more accurate than PBE for multireference systems.58 The 0-0 gap 

between the T1 and S0 states predicted by tPBE and ftPBE is larger than the experimental value of 

3.45 eV in the argon matrix by almost 0.19 and 0.12 eV, respectively. This is consistent with the 

destabilization of the high-spin states that has been previously reported for the tPBE functional.31  

 

Table 2. Energies of the key structures (eV) with respect to the ZPE level of the T1 diallylic 

minimum and the bond lengths (Å) at the transition states on the T1 PES. 

  MN15 PBE tPBE(6,6)  tPBE(14,14) ftPBE(14,14) 

T1 (diallylic) 0 0 0 0 0 

T1 (quinoid)  0.05 0.03 0.03 0.03 0.03 

S0 (aromatic) -3.46 -3.27 -3.70 -3.64 -3.57 

T1–S0 MECP A 0.28 0.51 0.40 0.41 0.40a  

T1–S0 MECP B 0.28 0.51 0.40 0.42 0.40a  

T1–S0 MECP C 0.99 0.94 0.96 0.95 0.99a  

T1–S0 MECP D 0.26 0.50 0.43 0.45 0.42a  

T1 TS(C–N) 1.50 1.30  1.29 1.30 

T1 TS(N–H) 1.04 0.68  0.76 0.80 

      

C–N bond length 2.017 2.253 - 2.023 2.023 

N–H bond length 1.445 1.556 - 1.492 1.490 

aThe MECP entries in the final column are calculated by ftPBE(14,14)//tPBE(14,14) with single-point energies 

averaged over S0 and T1 states and vibrational frequencies calculated from tPBE(14,14). 
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Figure 2. Natural orbitals and their occupation numbers at the tPBE(14,14) T1 diallylic minimum. 

The small active space is outlined in the left-hand side.  

 

In order to calculate T1→S0 ISC rate constants using μNA-TST, we first searched for 

minimum energy crossing points (MECPs), which are local minima on the multidimensional 

crossing seam between the T1 and S0 PESs. Direct interpolation between T1 and S0 minima found 

no sign of the crossing states, but we found four such MECPs at energies up to 0.12 eV above the 

T1 origin by sampling the vibrational space in the vicinity of the diallylic and symmetric quinoid 

minima; they are listed in Table 2. As shown in Figure 3, all MECPs arise from deformational 

vibrations breaking of the conjugation within the phenyl ring. (This is the first time that MECPs 

have been studied with MC-PDFT. We found that MC-PDFT calculations with small and large 

active spaces yield similar MECP energies.) 

A vibrational analysis at the MECPs confirms that they are true minima on the 

multidimensional crossing seam with a single imaginary frequency in the effective Hessian,71 

defined by a linear combination of the T1 and S0 Hessians. The collinear gradients of the T1 and S0 

states at the located MECPs show that the crossing states conform to the Landau-Zener type of 

avoided crossing in the spin-adiabatic representation. Because internal energies in the T1 state range 

from 0.76 to 1.23 eV for excitation wavelengths of 294-264 nm, the T1→S0 ISC can be mediated 

by any of these four MECPs. 

The crossing points A and B are the lowest accessible MECPs lying only 0.41 and 0.42 eV 

above the diallylic minimum. They share similar quinoidal skeletons with the ortho carbon being 

heavily distorted from the plane of the phenyl ring and differ by the inversion of the amino group 
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(see Figure 2: A vs B structures). The prefulvene-like crossing point C lying at 0.95 eV is the least 

accessible of the four MECPs. Unlike the amino group in the other MECPs, the amino group at 

crossing point C does not have a pyramidal shape residing within the plane formed by the ipso and 

ortho carbon atoms. The Cs symmetrical crossing point D at 0.45 eV is characterized by the distorted 

ipso-carbon and C-N bond being perpendicular to the plane of the five-membered ring excluding 

the ipso-carbon. The symmetry of the MECPs defines the degeneracy of the corresponding reaction 

paths.100 For the ISC paths through the A, B, and C MECPs, the degeneracy f is equal to 2 due to 

stereoisomers. The MECP D has a plane of symmetry and therefore corresponding ISC path is 

non-degenerate and f is equal to 1.  

 

 

Figure 3. Schematic paths of the T1→S0 ISC mediated by the minimum energy crossing points 

between T1 and S0 states in aniline. The ZPE-inclusive energies (black, above the line) are in eV, 

and the spin–orbit coupling constants (magenta, below the line) are in cm-1. 

 

One potential problem that may arise when calculating energies at the MECPs is the 

coupling between the crossing states and the close-lying excited states. If there is a conical 

intersection next to the MECP, the accurate prediction of the MECP energy may require a multi-

state multireference treatment. To address this issue and calculate the electronic energy gaps, we 
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used XMS(3)-PDFT, where state-averaging was limited to the three lowest states within the given 

spin-manifold. The T4 excited state was excluded from averaging as it lies ~2.23 eV above the T1 

state and therefore cannot contribute to the radiationless relaxation. As reported in Tables 3 and 4, 

the high-lying triplet states T2 and T3 are well-separated from T1 across all geometries, except for 

the Franck-Condon region where the T1–T2 and T1–T3 gaps are significantly reduced to 0.11 and 

0.75 eV, respectively. These values agree well with the previously calculated vertical gaps of 0.08 

and 0.66 eV using single-point MS(4)-CASPT2(10,12) calculations at the geometries optimized 

with CASSCF(10,12)/ANO-S.101  

Table 4 shows that the separation within the singlet and within the triplet manifolds is large 

for all MECPs, except for the crossing point C where the S0–S1 splitting is only 0.37 eV. In fact, the 

prefulvene-like crossing point C is reminiscent of the S1(
1ππ*)–S0 CI found in the work by Sala et 

al.88 However, the close-lying S1 state is not accessible at the energies of interest, and therefore the 

two-state-crossing model for T1→S0 ISC is still satisfied. The computed spin–orbit coupling 

constants mediating transitions between T1 and S0 states are small with the largest magnitude being 

5 cm-1 at MECP C (see Table 5). Although this could facilitate ISC, the large ISC barrier of 0.96 

eV makes transitions through crossing point C kinetically irrelevant.  

 

Table 3. XMS-tPBE energies (eV) of the triplet states relative to T1 at the four geometries as 

computed with the (14,14) active space. 

 
Franck-

Condon 
N-H TS Diallylic Quinoid 

T1 0 0 0 0 

T2 0.11 1.79 1.34 1.61 

T3 0.75 2.13 2.02 2.79 

 

Table 4. XMS-tPBE energies at the minimum energy crossing points (eV) relative to the crossing 

energy of S0 and T1, computed with the (14,14) active space. 

 A B C D 

T1 0 0 0 0 

T2 2.33 2.31 2.13 2.19 

T3 4.17 4.16 2.92 3.85 

S0 0 0 0 0 

S1 1.48 1.45 0.37 1.00 

S2 2.63 2.62 2.47 2.63 
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Table 5. Spin-orbit coupling constants (cm-1) at the T1/S0 minimum-energy crossing points 

computed with the (14,14) active space.  

 A B C D 

SOC 0.42 0.44 4.94 1.09 

 

The ISC rates computed using Eqs. (1) and (2) for dynamics and tPBE(14,14)/def2-TZVP 

for electronic structure are shown in Figure 4. Since the A, B, and C MECPs have stereoisomers, 

the corresponding ISC paths are doubly degenerate. Despite the reasonable agreement of the rate 

constants at the low internal energies in the T1 state and nonradiative relaxation rates derived from 

the experiment of Knee and Johnson, the absolute values are extremely sensitive to the magnitude 

of spin-orbit coupling. For example, an error of only 0.5 cm-1 in spin–orbit coupling at the crossing 

point D increases the ISC rate constant by one order of magnitude. Thus, it is more appropriate to 

consider the overall trends than the absolute rates of ISC. While the computed ISC rate constants 

plotted in Figure 4 show a very weak dependence upon excitation energy, the experimental rates 

increase by more than one order of magnitude from internal energy of 0.76 eV to 1.23 eV. Therefore, 

regardless of the agreement between the experimental and predicted ISC rates, we conclude that the 

ISC cannot be solely responsible for the T1 decay. 

  

 

Figure 4. Experimental nonradiative rate constants and computed T1→S0 intersystem rate constants 

for the reaction paths proceeding through the minimum energy crossing points A, B, and D 

optimized with tPBE(14,14). Positive error bars for experimental rate constants account for the 

possibly underestimated internal energies in the T1 state. The zero of energy for this figure is the 

zero-point energy level of T1. 
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The alternative explanation for the slow decay of the T1 state is dissociation to the anilino 

radical, C6H5NH2→C6H5NH⸱ + H⸱. Upon elongation of the N-H bond, the σ(N-H) and σ*(N-H) 

molecular orbitals become singly populated, which breaks the local symmetry of the amino group 

(see Figure S1 in the SI). Since the small active space does not have orbitals appropriate for 

describing the fission of N-H bond, it cannot be used to evaluate the dissociation rates.  

We therefore employed the large (14,14) active space to account for the bond breaking, the 

planarization of the anilino radical, and the shortening of the C-N bond upon N-H stretching. This 

active space includes σ(N-H) and σ*(N-H) molecular orbitals for each N-H bond, not only to ensure 

the correct Cs symmetry in the quinoid conformer but also to provide a balanced description of the 

N-H transition state. For completeness, we also report the N-H barrier with the (12,12) active space 

where only one set of σ(N-H) and σ*(N-H) molecular orbitals is used. We found a transition state 

lying 0.68 eV above the diallylic minimum with tPBE(12,12). Expanding the active space to 

(14,14), this barrier increases to 0.76 eV. In a similar way, the ftPBE N-H dissociation barrier 

increases from 0.73 to 0.80 eV when expanding the active space from (12,12) to (14,14). The 

minimum energy path calculations suggest that the N-H transition state is connected to the anilino 

radical on one side and to the diallylic minimum on the other side. The potential energy curves 

shifted by the difference in ZPE in diallylic equilibrium and transition state are illustrated in 

Figure 5.  
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Figure 5. Upper panel: Potential energy curves for aniline dissociation in the T1 state. Lower panel: 

Experimental nonradiative rate constants (black) vs computed rate constants for aniline dissociation 

in the T1 state. Positive error bars account for possibly underestimated internal energy in the T1 

state. The zero of energy for this figure is the zero-point energy level of T1. 

 

When compared to the close-lying tPBE(14,14) and ftPBE(14,14) references, the PBE 

barrier is somewhat underestimated by ~0.12 eV, whereas the barrier predicted by MN15 is 

overestimated by ~0.25 eV. These differences can be attributed to the multiconfigurational nature 

of the transition state that is challenging for single-reference KS theory methods. The reverse barrier 

for the N-H exit channel predicted by all four methods is due to the conjugation between the nitrogen 

and the phenyl ring taking place in the completely planar anilino radical. Using Eq (2), we calculated 

the microcanonical rate constants for aniline dissociation in the T1 state, and these are summarized 

in Table 6 and depicted on a logarithmic scale in the lower panel of Figure 5. Note that the 

dissociation path is doubly-degenerate because of the two equivalent hydrogen atoms in the amino 

group.100 
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Table 6. Internal energies, experimental lifetimes and nonradiative rate constants for T1 decay, and 

computed rate constants for aniline dissociation in T1 state.  

Internal energy Lifetime (ms) Rate constant (s-1), 

(eV) Exptl Exptl a  PBE MN15 tPBE(14,14) ftPBE(14,14) 

0.76 5.65 1.76×105  6.5×105 2.8 3.6×104 9.9×103 

0.82 4.20 2.38×105  2.3×106 1.8×101 1.5×105 4.9×104 

0.87 3.44 2.90×105  5.7×106 8.9×101 4.4×105 1.6×105 

0.92 2.61 3.83×105  1.0×107 2.8×102 8.9×105 3.4×105 

0.95 2.09 4.79×105  1.6×107 6.5×102 1.5×106 6.1×105 

0.969 1.90 5.26×105  1.9×107 9.1×102 1.8×106 7.5×105 

0.974 1.83 5.46×105  2.0×107 9.9×102 1.9×106 7.9×105 

0.99 1.63 6.30×105  2.5×107 1.5×103 2.4×106 1.0×106 

1.04 1.19 8.38×105  3.9×107 3.7×103 4.0×106 1.8×106 

1.11 0.62 1.61×106  7.6×107 1.4×104 8.5×106 4.1×106 

1.23 0.17 5.94×106  1.8×108 8.1×104 2.3×107 1.2×107 
a Experimental rate constants are obtained as the reciprocals of the T1 lifetimes. 

 

The tPBE and ftPBE rate constants agree within one order of magnitude with the 

experimental rates derived from the lifetimes measured by Knee and Johnson, suggesting that the 

radiationless relaxation in the T1 state proceeds through the dissociation of aniline into the anilino 

radical accompanied by release of a hydrogen atom: C6H5NH2→C6H5NH⸱ + H⸱. The deviation of 

the first two excitation energies is probably due to the underestimated tunneling computed due to 

using the zero-curvature approximation that neglects the reaction-path curvature. (The small- or 

large-curvature approximations would be more accurate;102,103 however, this would require a 

substantial computational effort in the absence at the present time of MC-PDFT analytical 

Hessians.) The competing dissociative mechanism resulting in the formation of phenyl and amino 

radicals, C6H5NH2→C6H5⸱ + ⸱NH2, is not favorable because the larger C-N dissociation barrier of 

1.30 eV compared to that of the amino hydrogen (Table 1). The alternative N-H dissociation of 

aniline in the T2 state does not occur because it requires the formation of the excited anilino radical 

lying at 2.78 eV above the ground doublet state (as calculated by XMS(2)-tPBE(13,14)/def2-

TZVP), which is not accessible at the low excitation wave lengths of 294-270 nm (4.22–4.59 eV). 

The formation of hydrogen photoproduct at wavelengths longer than 270 nm (4.59 eV) was 

in fact observed by King et al. by using H Rydberg atom photofragment translational 
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spectroscopy.47 They reported a maximum of ~0.37 eV in the total kinetic energy release (TKER) 

spectra, which is in good agreement with the reverse barrier of 0.41 eV predicted by ftPBE(14,14). 

However, they also found that the TKER spectra extended up to ~1.74 eV, in disagreement with the 

maximum kinetic energies calculated for the one-photon excitations. Indeed, the absorption of a 

single photon with the energy of ~4.22 eV (294 nm) restricts the hydrogen kinetic energy to be less 

than or equal to 0.29 eV. Therefore, they attributed hydrogen evolution to the multiphoton 

dissociation triggered by high-intensity laser pulses. Our calculations demonstrate that at least in 

part the TKER spectra measured by King et al. are due to the competing dissociation of aniline on 

the T1 PES. We believe that the computational evidence presented here for the hidden dissociation 

channel in the triplet state of aniline can also be important for understanding the relaxation dynamics 

of many other heteroaromatic compounds containing nitrogen and can complement the mechanisms 

of photoprotection in the biologically relevant molecules.  

 

4. CONCLUSIONS 

The remarkable photostability of many biologically relevant chromophores is commonly 

attributed to the efficient energy dissipation in the singlet manifold where the population of 

repulsive 1πσ* excited state is followed by nonradiative relaxation back to the ground electronic 

state mediated by 1πσ*/S0 conical intersection. This redistribution of excitation energy into 

vibrational energy of the molecule prevents the detrimental effects of ultraviolet radiation. Recent 

experiments have provided evidence for triplet participation, but the mechanism has been unclear. 

In this paper we use theory to delineate such a mechanism for the case of aniline. In particular, by 

using recently developed electronic structure capabilities combined with calculations of both spin-

changing and spin-conserving mechanisms, we demonstrate that the population loss of aniline in 

the triplet manifold is dominated by spin-conserving C6H5NH2→C6H5NH⸱ + H⸱ dissociation in the 

T1 state, and we explain the long nonradiative lifetimes of the T1 state at the excitation wavelengths 

of 294-264 nm. 

The simulations have been carried out using statistical theories for dynamics coupled with 

the MC-PDFT method for electronic structure, the latter being used for the first time to locate the 

minimum-energy crossing points between states of different spin, in particular between the excited 
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triplet and the ground singlet states involved in T1→S0 ISC. We have shown that the ISC to the 

ground state cannot explain the puzzling radiationless lifetimes of the T1 state produced from the 

optically populated S1 vibronic states at the low excitation energies from 4.22 eV (294 nm) to 

4.70 eV (264 nm). While the measured microsecond lifetimes exhibit 33-fold decrease upon 

increase in the excitation energy, the predicted ISC rates show weak energy dependence. This can 

be attributed to the small energetic barrier required to reach the multidimensional crossing seam 

where two states become degenerate. Thus, the ISC rates are limited by the weak spin-orbit coupling 

between T1 and S0 states that has been found to be on the order of a few wave numbers. On the other 

hand, we have shown that the experimental long-lived lifetimes are in good agreement with the 

computed rate constants for dissociation in the lowest triplet state, C6H5NH2 → C6H5NH⸱ + H⸱, 

which is more efficient than dissociation in the T2 state or dissociation into phenyl and amino 

radicals, C6H5NH2 → C6H5⸱ + ⸱NH2. Our calculations demonstrate that even excitations slightly 

above the S1 origin lead to hydrogen-atom release through the exit channel on the T1 PES competing 

to the 1πσ* dissociation channel. Similar behavior can be expected for the other heteroaromatic 

molecules with a remarkable example being the recently discovered triplet-mediated dissociation 

of N‑methylpyrrole.104  

Another aspect of this work is that we have shown that MC-PDFT is a valuable tool to probe 

the kinetics of excited electronic states, which are often inherently multiconfigurational and 

therefore challenging for single-reference methods. We believe that, with the now-available 

analytical gradients, MC-PDFT provides a natural choice for location of the minimum energy 

crossing points between the lowest excited states of different spin. The case of triplet aniline shows 

how both spin-allowed and spin-forbidden relaxation mechanisms can be treated by MC-PDFT 

including excited-state optimizations. Moreover, the ongoing development of multi-state MCPDFT 

gradients will open the door to molecular dynamics simulations of photochemical reactions. 

    

Appendix: Effective Hessian at the MECP 

The effective Hessian can be derived by using Lagrange multipliers. The Lagrangian is 

      1 1 2
( , ) ( ) ( ) ( )L E E Er r r r ,    (S1) 
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where E1(r) and E2(r) are the energies of two crossing states, r is the vector of nuclear coordinates, and λ is 

the Lagrange multiplier. At the MECP,  

   
MECP MECP 1 MECP 2 MECP MECP

( , ) ( ) ( )L E E Er r r ,   (S2) 

     
MECP MECP 1 MECP 1 2

( , ) ( ) 0L
r

r g g g ,    (S3) 

where 
1

g and 
2

g  are the gradients of the two crossing states. The expansion of energy E1 at the MECP in 

the Taylor series up to the second order with a displacement s  along the seam is equivalent to the expansion 

of the Lagrangian  L
r

 

 

 

  

     

MECP MECP MECP MECP

T T 2

MECP MECP MECP MECP

( , ) ( , )

1
( , ) ( , )

2

L L

L L
r r

r s r

s r s r s
.   (S4) 

The second term is zero by eq. S3, and consequently the expansion of 1
E  can be written as 



 

   

       

1 MECP MECP MECP

T 2 T

MECP MECP MECP MECP MECP eff

( ) ( , )

1 1
( , ) ( , )

2 2

E L

L L E
r

r s r s

r s r s s H s
, (S5) 

where the effective Hessian, eff
H is the matrix of the second derivatives of the Lagrangian with respect to r. 

The explicit form of eff
H , can be found by differentiating eq. S1: 

         
 

2 2 2

eff 1 MECP 1 2 1 MECP 1 2
( ) ( ) ( )E E E

r r r
H r r r H H H .  (S6) 

Solving eq. S3 for the Lagrange multiplier, one obtains 
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T
11

MECP 2

cos( )
 





 



gg g

gg
,     (S7) 

where 
1 2

  g g g is the difference gradient orthogonal to the crossing seam and θ is the angle between 

vectors g  and 1
g . Substituting (S7) into (S6) yields 

    
 


1 2 1 1

eff

cos( ) cos( )g H g g H
H

g
   (S8) 

Since vectors 1
g  and 2

g  are both perpendicular to the seam, they are either parallel or antiparallel, and the 

angle θ between 1
g  and g must therefore be 0° or 180°. Therefore Eq. S8 becomes 

1 2 1 21 2 2 1 T

eff 1 2

1 2 1 2 1 2

,  ,  cos( ) 1
,  if 0,  

,  ,  cos( ) 1





      
  

     

g g g g gg H g H
H g g

g g g g g g g
  (S9) 

1 2 2 11 2 2 1 T

eff 1 2

1 2 1 2 1 2

,  ,  cos( ) 1
,  if 0,  

,  ,  cos( ) 1





       
  

     

g g g g gg H g H
H g g

g g g g g g g
  (S10) 

which can be written more succinctly as 

1 2 2 1

eff

1 2






g H g H
H

g g
,     (S11) 

where the plus sign is used if the intersection is peaked (
T

1 2
0g g ), and the minus sign is used if the 

intersection is sloped (
T

1 2
0g g ). In the case of aniline, the dot product between vectors 1

g and 2
g  is 

positive for all MECPs; thus the negative sign is used.  
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The vibrational frequencies at the MECP can be obtained by diagonalizing the mass-weighted 

effective Hessian where 7 degrees of freedom are projected out to eliminate translational and rotational 

contributions together with the contribution of the reaction coordinate. The projected effective Hessian is 

   mw

eff 3 eff 3
( ) ( )

N N
H I P H I P ,     (S12) 

  
tr rot rc

P P P P ,     (S13) 

 
 effmw

eff

ij

ij
i j

m m


H
H ,     (S14) 

where mi is the mass of the atom associated with coordinate i, I is the identity matrix and P is the projector 

matrix with elements defined in ref 105. The reduced mass of the reaction coordinate at the MECP can be 

found by projecting the mass-weighted effective Hessian onto the reaction coordinate 

  mw

eff rc eff rc
H P H P ,     (S15) 

T

rc ,  


 


g
P uu u

g
.     (S16) 

The subsequent diagonalization of the projected effective Hessian yields a single nonzero eigenvalue with 

the corresponding unitless eigenvector 𝐯mw, which we normalize to unity. This is transformed to the 

eigenvector of the unweighted Hessian by dividing each element by √𝑚𝑖 

𝑣𝑖 = 𝑣𝑖
mw √𝑚𝑖⁄       (S17) 

The reduced mass of the reaction coordinate is then calculated as  

𝜇 = (𝐯T𝐯)
−1

.      (S18) 
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