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Abstract: Non-covalent interactions underlie nearly all molecular processes in the condensed phase from solvation to 

catalysis. Their quantification within a physically consistent framework remains challenging. Experimental vibrational Stark 

effect (VSE)-based solvatochromism can be combined with molecular dynamics (MD) simulations to quantify the electrostatic 

forces in solute-solvent interactions for small rigid molecules and, by extension, when these solutes bind in enzyme active 

sites. While generalizing this approach towards more complex (bio)molecules, such as the conformationally flexible and 

charged penicillin G (PenG), we were surprised to observe inconsistencies in MD-based electric fields. Combining synthesis, 

VSE spectroscopy, and computational methods, we provide an intimate view on the origins of these discrepancies. We observe 

that the electrics fields are correlated to conformation-dependent effects of the flexible PenG side-chain, including both local 

solvation structure and solute conformational sampling in MD. Additionally, we identified that MD-based electric fields are 

consistently overestimated in 3-point water models in the vicinity of charged groups; this cannot be entirely ameliorated using 

polarizable force fields (AMOEBA) or advanced water models. This work demonstrates the value of the VSE as a direct 

method for experiment-guided refinements of MD force fields and establishes a general reductionist approach to calibrating 

vibrational probes for complex (bio)molecules.  

 

1. Introduction 

Electrostatic interactions are one of the major physical 

forces that govern the strength of non-covalent interactions 

in condensed phase systems ranging from simple solvents to 

complex materials and biological assemblies. As such, tra-

ditional experimental observables, e.g. solvation energies, 

binding constants, enzymatic rates, and ion channel conduct-

ance, among many others, are often described as having a 

significant electrostatic origin.1–3 These experimental ob-

servables arise from complex, dynamic convolutions of 

many local interactions between multiple functional groups 

or atoms. This is particularly true for biomolecules, such as 

metabolites, peptides, proteins, and DNA, whose intrinsic 

chemical complexity has evolved towards highly specific bi-

ological function and interactions.  

There have been extensive efforts into understanding 

how these experimental observables correlate with the prop-

erties of solvation, lipid or protein environments, for in-

stance, using dyes molecules as reporters.4–7 However, it is 

rarely possible to deconvolute such effects precisely into a 

set of relevant local atomic interactions. This issue impedes 

the use of direct physics-based interpretations to describe the 

underlying interatomic forces and quantify their contribu-

tions towards biological function. As a consequence, many 

biophysical studies have utilized theoretical approaches in 

order to interpret experimental observables in terms of a mo-

lecular picture with dynamic information and atomistic res-

olution.8  For example, molecular dynamics (MD) has been 

utilized extensively to structurally rationalize the physical 

and chemical origins of many biological processes.9–12 De-

spite its ability to simulate structure and dynamics of con-

densed phase systems within a consistent classical mechan-

ics approach, the reliability of MD simulations to recapitu-

late local physical forces is intrinsically limited by the 

benchmarking methods used to obtain MD force field pa-

rameters.13 Generally, force fields are carefully bench-

marked and parameterized using either ab initio quantum 

chemistry simulations in the gas phase, average bulk prop-

erties (e.g. hydration energies, densities, and dielectric con-

stants), and/or direct structural observables such as radial 

distribution functions of atoms in bulk media.14–17 However, 

there is no a priori guarantee that such careful parameteriza-

tions, in particular those based on bulk observables, will lead 

to accurate descriptors of the underlying local interactions 

that are crucial for many in silico applications such as the 

rational design of novel drugs, ligand docking, and de novo 

design of proteins and enzymes.  

The vibrational Stark effect (VSE) is an approach that 
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enables quantification of the local electrostatic force, i.e. the 

electric field, underlying non-covalent interactions18–21 in 

various settings including solvents,22,23 electrode inter-

faces,24,25 and biological systems.26–28 The linear VSE de-

scribes the shift of the vibrational frequency (𝜈̅𝑜𝑏𝑠; units of 

cm-1) of a vibrational probe, arising from the interaction of 

its difference dipole or Stark tuning rate (|Δ𝜇probe|; units of 

cm-1/(MV/cm)), with the electric field exerted by the envi-

ronment (|𝐹⃗env|; units of MV/cm) according to:  

𝜈̅𝑜𝑏𝑠 = 𝜈̅0 − |Δ𝜇probe| ∙ |𝐹⃗env| (1) 

where 𝜈̅0 is the vibrational frequency in the absence of 

an electric field, i.e. in vacuum. Given the small size of vi-

brational Stark probes, such as the C=O or C≡N stretch, the 

VSE can be used to evaluate the projection of the electric 

field from the environment at precise and functionally rele-

vant locations, such as specific chemical bonds undergoing 

a chemical transformation. This approach has been recently 

demonstrated to experimentally quantify the electrostatic 

contributions to catalytic rates of enzymes such as ketoster-

oid isomerase,29,30 4-chlorobenzoyl-CoA dehalogenase and 

serine proteases,31 providing direct evidence for the role of 

large active site electric fields along reactive bonds to  

achieve significant rate accelerations, referred to as electro-

static catalysis.19  

 

Figure 1. (A) Schematic illustration of the solvatochromic ap-

proach to obtain electric field-frequency calibrations utilizing the 

VSE. IR spectra of a VSE probe-containing solute are measured in 

solvents ranging from hexanes to water to obtain the vibrational 

frequencies of the probe’s IR absorption. MD simulations are then 

employed to reproduce the solvation environment and extract the 

average electric fields exerted by the solvent on the VSE probe. The 

average value of the simulated electric fields and experimental vi-

brational peak frequencies are combined in a field-frequency cor-

relation plot and then modelled by the linear VSE equation (eq. 1) 

indicated by the black regression line through the data points. The 

electric fields sensed by the same VSE probe in, for instance, an 

environment of an enzyme active site, can be inferred from its vi-

brational frequency via the correlation, as indicated by the dashed 

arrows. (B) Structures of penicillin G (left), and penicillin G allyl 

ester (right), with the rigid β-lactam core containing the C=O vi-

brational probe (highlighted in red) and modeled with penam (cen-

ter). The common penam core is highlighted in blue. 

All applications of the VSE rely on a proper quantitative 

calibration of the vibrational probe in terms of the electric 

field exerted on the bond due to the environment, e.g., the 

solvent. A particularly convenient method is the combina-

tion of experimental vibrational solvatochromism and MD 

simulations. This method provides an absolute field-fre-

quency calibration over an electric field range of up to 100 

MV/cm, relevant for investigations in complex environ-

ments, such as enzyme active sites.23,28,32–34 In this approach 

(schematically illustrated in Figure 1A), the experimental vi-

brational frequency of the VSE probe (𝜈̅𝑜𝑏𝑠) in various sol-

vents is correlated with the simulated average electric fields 

projected onto the probe bond axis and modeled using the 

linear VSE equation (Eq. 1). This field-frequency calibration 

provides (a) the magnitude of the Stark tuning rate as the 

solvatochromic slope, describing the sensitivity of the probe 

to the environment’s electric field, and (b) the zero-field vi-

brational frequency 𝜈̅0, i.e. the frequency in vacuum 

(|𝐹⃗env| = 0; the y-intercept). Implicit to this approach is the 

assumption that the MD simulations can accurately recapit-

ulate the experimental solvation environment of the probe, 

enabling the field-frequency calibration to be used in more 

complex environments to quantify electrostatic effects. The 

correspondence between vibrational solvatochromism and 

MD simulations is supported by experimental results from 

vibrational Stark spectroscopy (VSS),23,31,35 which allows 

independent determination of the Stark tuning rate in a de-

fined externally applied electric field36 and supports the ap-

plication of the linear VSE (Eq. 1). Further support is ob-

tained by experiments demonstrating a solvent-independent 

anharmonicity22 as well as simulations at higher levels of 

theory using polarizable force fields, DFT, and QM/MM 

simulations.33,37,38  

In all prior work the model systems used for calibration 

were small, conformationally rigid molecules where the vi-

brational probe was either the sole or predominant polar 

functional group. Therefore, in order to advance the under-

standing of electrostatic interactions in biological systems 

using vibrational probes, it is important to expand the scope 

of this approach to include more complex (bio)molecules 

that are conformationally flexible, charged, or contain mul-

tiple polar functional groups. An expansion of this approach 

requires further testing, refinement, and benchmarking of the 

reliability of MD force fields for the determination of local 

electric fields. The VSE can augment this benchmarking ap-

proach by providing direct and quantitative information on 

the nature and strength of noncovalent molecular interac-

tions in condensed phase systems with applications to com-

plex biomolecules as demonstrated below.  

Among the many complex and biomedically relevant 

molecules, β-lactam antibiotics are a prime example where 

conformational flexibility, charge, and multiple functional 

groups are integral to their overall function in antibiotic ac-

tion and resistance.39 This led to the development of many 

classes of β-lactam antibiotics, such as penicillins, cephalo-

sporins, monobactams, etc.,40 as well as various (bio)syn-

thetic approaches to provide access to a steadily growing 

number of derivatives that can overcome resistance (at least 

temporarily).41,42 Penicillin G (PenG), which was the first β-

lactam antibiotic used clinically, contains a rigid bicyclic β-

lactam core structure (i.e. the penam structure) and a bulky, 
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flexible phenylacetamido (PAA) side chain as well as a neg-

atively charged carboxylate group (Figure 1B). The antibi-

otic function and the mechanism of antibiotic resistance of 

PenG and all other β-lactam antibiotics are based on the re-

activity of the β-lactam carbonyl group (highlighted in red 

color in Figure 1B) towards nucleophilic attack.43 As such, 

determination of the parameters of the VSE-based field-fre-

quency calibration of the β-lactam C=O would facilitate the 

analysis of the electrostatic contributions exerted by proteins 

that are responsible for antibiotic action and resistance, e.g. 

transpeptidases and β-lactamases.44,45  

In the course of extending the concept of electrostatic ca-

talysis to TEM β-lactamases and their catalytically relevant 

interactions with PenG (and other β-lactams, such as cepha-

losporins), we encountered conflicting results in the solvato-

chromic calibration. As described in detail below, the solva-

tochromic response of PenG’s β-lactam C=O group evalu-

ated using fixed charge (FC) and polarizable (POL) MD sim-

ulations suggests an anomalously low Stark tuning rate in 

contrast to previously benchmarked carbonyl compounds. 

As the role of MD simulations in the solvatochromic cali-

bration is to model the experimental solvation electrostatics, 

this observation suggests possible inaccuracies or oversim-

plifications in the methods and/or force fields used for deter-

mining the MD-derived solvation electric fields for PenG 

(and other solutes of similar structural complexity). In order 

to understand this observation, we synthesized the β-lactam 

penam core (PNM), i.e., the smallest rigid functional moiety 

of PenG, as well as the PenG allyl ester (PGA), where the 

charged carboxylate is chemically masked (Figure 1B). 

Given that the core structure containing the β-lactam car-

bonyl is the same in these three molecules, we would expect 

that the β-lactam C=O groups of all three molecules exhibit 

similar Stark tuning rates. Therefore, using this set of mole-

cules, their vibrational Stark spectra obtained in a defined 

external field, and their experimental VSE solvatochromism, 

we aimed to understand the effects of increasing chemical 

complexity, i.e., charge, conformational degrees of freedom, 

and multiple functional groups, on solvation and the corre-

sponding electric fields as determined from MD simulations.  

2. Materials and Methods 

 All organic solvents were obtained from Sigma Aldrich 

(anhydrous and at >99 % purity); D2O (99 % atom D, Cam-

bridge Isotope). Penicillin G sodium salt was obtained from 

Sigma Aldrich at highest grade available. 

2.1 Synthesis 

The syntheses of penicillin G allyl ester, PGA (allyl 

(2R,5R,6R)-3,3dimethyl-7-oxo-6-(2-phenylacetamido)-4-

thia-1-azabicycle[3.2.0]heptane-2-carboxylate), and penam, 

PNM (4-thia-azabicyclo[3.2.0]heptan-7-one), were per-

formed according to the previously described procedure by 

Jeffrey et al.,46 and by Chiba et al. and Cambie et al., respec-

tively, 47,48 and are described in detail in the Supporting In-

formation (SI Section 1).  

2.2 Vibrational Solvatochromism 

Infrared spectra were recorded using a Bruker Vertex 70 

equipped with a liquid nitrogen-cooled mercury cadmium 

telluride (MCT) detector and under constant purging of the 

sample chamber with dry air. As described previously,32 20 

– 30 µL of the solute solutions were added into a demounta-

ble cell composed of two CaF2 optical windows (19.05 mm 

diameter, 3 mm thickness, Lambda Research Optics, Inc.), 

which were separated by a suitable combination of 25, 50 or 

100 µm thick Teflon spacers. The concentration was ca. 10 

mM. In cases where solubility became a limiting factor, a 

saturated solution was prepared and diluted by a factor of at 

least two before injection into the cell (to exclude solute ag-

gregation, spectra were compared to those of even more di-

luted solutions). Each recorded FTIR transmission spectrum 

consisted of 256 scans, which, depending on the solute con-

centration, was repeated, and averaged to reduce the noise. 

Spectra were recorded in a spectral window of 4000 to 1000 

cm-1 with 1 cm-1 spectral resolution and an aperture of 2 to 

3.5 mm. Solvent spectra were recorded at similar conditions 

and used as reference to obtain the absorbance spectra ac-

cording to the Lambert-Beer law. Peak positions were deter-

mined using a pseudo-Voigt fitting in OPUS 6.5. 

2.3 Vibrational Stark Spectroscopy (VSS) 

PenG, PNM and PGA were dissolved in glass forming 

solvents as specified for each experiment at concentrations 

of 100 mM. Each solution was injected in a sample-cell con-

sisting of two offset CaF2 optical windows (1 mm thickness, 

12.7 mm diameter, FOCtek Photonics), which were coated 

with a 4.5 nm Ni layer and separated by Teflon spacers of a 

thickness of approximately 26 μm. The filled sample cell is 

immediately immersed into liquid N2 in a custom-built cry-

ostat.49 Vibrational Stark spectra were recorded on the 

Bruker Vertex 70 described above, with voltage ranging 

from 1.5 to 3.6 kV applied using a Trek 10/10 high-voltage 

power amplifier (corresponding to applied fields of 0.5−1.4 

MV/cm taking into account the spacer thickness), 1 cm−1 res-

olution, 64 scans of field-on/off transmission spectra each. 

Stark spectra at different fields were compared to ensure that 

intensities scale linearly with the square of the field strength 

as expected for an isotropic sample.50 The Stark tuning rates 

were determined from the second derivative contribution of 

the Stark spectra, which was obtained from a numerical fit 

of the zeroth, first, and second derivative contributions of the 

best-fit Voigt profile of the experimental low temperature 

absorbance spectrum, as described previously.50 The result-

ing Stark tuning rates are reported as |Δ𝜇|𝑓, where the local 

field factor f denotes the difference between applied electric 

field and the actual electric field experienced by the probe,50 

as discussed in detail with the results. 

2.4. Fixed Charge Molecular Dynamics Simulations 

Fixed charge (FC) MD simulations were performed us-

ing the general AMBER force field (GAFF)51,52 in 

GROMACS 2018,53 as described previously.32 Briefly, pa-

rameters of the solutes were obtained using AmberTools18 

(AM1-BCC)54,55 based on optimized structures from DFT 

simulations in Gaussian56 (b3lyp/6-311++g(2d,2p)). The so-

lute was placed in the center of a cubic solvent box (edges 

were at a distance of 2.0 nm from solutes and periodic 

boundary conditions were used; organic solvent parameters 

were obtained from virutalchemistry.org;13,57 water models 

were used as implemented in GROMACS or taken from lit-

erature as described in the main text) and, in the case of 
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penicillin G, one solvent molecule was replaced by a sodium 

ion (ff99SB-ildn). The system was energy-minimized 

(steepest descent until forces < 1000 kJ mol-1 nm-1) and 

equilibrated for 100 ps as an NPT ensemble at 300 K and 1 

bar (2 fs steps; Bussi thermostat with time constant of 0.1 ps; 

Berendsen barostat; PME method, cutoff distances set to 1.0 

nm; constraints using the LINCS algorithm). MD production 

runs were carried out over 2 ns using the stochastic dynamics 

integrator implemented in GROMACS (SD with inverse 

friction constant of 2 ps; Parrinello-Rahman barostat; other-

wise, same conditions as in the NPT equilibration). Full pre-

cision coordinates and forces at the C and O atoms of the 

C=O bond of interest were extracted every 100 steps. The 

same trajectory was rerun (i.e., atom coordinates were kept 

as in the MD production run using keyword “-rerun”) with 

all partial charges of the solvents neutralized, to obtain 

forces absent of intermolecular electrostatic interactions. 

The difference between the forces from both trajectories 

yielded electrostatic forces due to the solvent, which were 

divided by the respective partial charge to yield the solvent 

electric fields 𝐹⃗𝐶 and 𝐹⃗𝑂 at the C and O, respectively.32  

Solute side-chain electric fields were extracted by sub-

tracting the total intramolecular forces (from the rerun tra-

jectory with discharged solvent) and the residual non-elec-

trostatic forces from an additional rerun trajectory with dis-

charged solvent and discharged solute, except for the C=O 

bond of interest. It should be noted that describing side-chain 

MD electric fields on a meaningful absolute scale is not 

straightforward due to the simplified assumption of atomic 

point charges and force field-specific cutoffs; the latter is set 

in GAFF such that electrostatic forces are only considered 

for 1-4 and more distant bonded interactions, with force field 

specific scaling factors. In the simplest attempt to correct for 

parameter-specific contributions, the side-chain fields were 

obtained by subtracting the total intramolecular field of 

PNM from the total intramolecular electric fields of PenG 

and PGA for a given solvent. Using this approach, we self-

consistently remove the contribution of the shared rigid pe-

nam core (as indicated in Figure 1B), whereas all other elec-

trostatic forces due to the side-chain groups and their degrees 

of freedom are accounted for in the average side-chain elec-

tric field. A detailed scheme summarizing each step of how 

electric fields are obtained using MD is shown in Scheme S1 

and Table S1. 

2.5 Polarizable Molecular Dynamics Simulations 

Polarizable (POL) MD simulations were performed us-

ing the AMOEBA09 force field58 in Tinker 8.7,59 as descri-

bed previously.33 Water models were used as elaborated in 

Section 3. Parameters for tetrahydrofuran and hexane were 

taken from our previous work33 and dibutyl ether was pa-

rameterized using Poltype with multipoles fitted to electro-

static potentials from MP2/aug-cc-pvtz calculations.60 All 

other solvents were used as implemented in the 

AMOEBA09 force field. Solutes were parameterized using 

Poltype, with polarization groups assigned between confor-

mationally rigid groups61 (the penam unit was one polariza-

tion group in each case) and with electrostatic potential fits 

at the MP2/6-311g++(2d,2p) level. For PenG and PGA, the 

fit was performed simultaneously to 4 and 6 individual 

conformations, respectively. Initial torsions of PGA from 

Poltype were refined based on the phenylacetamido param-

eters of PenG and parameters obtained for allyl acetate.  

Solutes were placed in the center of a cubic solvent box 

with edges at a distance of 20 Å from solutes (periodic 

boundary conditions were used) and one solvent molecule 

was replaced by a sodium ion for PenG (AMOEBA09). Each 

system was first energy-minimized (steepest descent until 

forces < 0.5 kcal mol-1 Å-1), and then underwent an NVT-

equilibration for 50 ps at 300 K and an NPT-equilibration 

for 100 ps at 300 K and 1 bar, both with 1 fs steps. Minimi-

zation, NVT and NPT steps were performed with a conver-

gence threshold for induced dipoles of 10-2 D, a 9.0 Å van 

der Waals cutoff, a 7.0 Å real space electrostatics cutoff, as 

well as the particle mesh Ewald method and analytical van 

der Waals correction. In the equilibration steps, the velocity-

Verlet integrator was used with the Andersen thermostat, 

and the Berendsen barostat was added to the NPT step with 

a pressure coupling time constant of 1 ps. MD production 

runs were performed over 500 ps with 1 fs steps, an in-

creased van der Waals cutoff of 12.0 Å, and lowered induced 

dipole threshold to 10-5 D. The Beeman integrator was used 

together with the Bussi thermostat and the Monte-Carlo bar-

ostat (inverse friction constant 1 ps; ‘molecular’ volume-

scaling). The induced dipoles were written into a separate 

file using the keyword ‘save-induced’. Next, all solvent mol-

ecules were removed from the trajectory and the resulting 

intramolecular induced dipoles were extracted using the 

ANALYZE option in Tinker. As outlined previously and 

along a similar line of reasoning as above, the difference be-

tween extracted induced and intramolecularly (solute side-

chain)-induced dipoles was taken and divided by the polar-

izability parameter of the corresponding atom (multiplying 

by 299.79 to convert from D Å-3 to MV/cm) in order to ob-

tain the solvent-exerted electric fields 𝐹⃗𝐶 and 𝐹⃗𝑂 at the C and 

O, respectively.33  

Solute side-chain electric fields were obtained by rede-

fining the β-lactam C=O group as a separate polarization 

group and re-calculating the intramolecular induced dipole 

moments. Similar to the approach described for FC MD, 

these electric fields were offset to the value of PNM, to iso-

late the contributions due to the side-chains (see Scheme S1 

and Table S1 for a summary of each step). 

2.6 Electric Field on Projected C=O Bond 

Electric fields exerted on the C=O bond in both FC and 

POL simulations were determined as the average along the 

C=O axis (using the unit vector of the CO bond 𝑢̂CO)32 

𝐹 = |𝐹⃗env| =
1

2
(𝐹⃗𝐶 ∙ 𝑢̂CO + 𝐹⃗𝑂 ∙ 𝑢̂CO). (2) 

Note that in this work the shorter notation 𝐹 will be used 

to unclutter figures and captions but is interchangeable with 

the more complete notation |𝐹⃗env|. Finally, the obtained 

fields are averaged over the entire trajectory for the correla-

tion with the vibrational frequencies from solvatochromic 

experiments. While this approach does not account for ef-

fects due to electric field gradients, we show in Table S2 that 

gradients are consistent across the three molecules. 
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3. Results and Discussion 

3.1. Inconsistencies in MD-Solvatochromic Calibra-

tion of Penicillin G 

Solvatochromic Calibration of PenG. For solvato-

chromic calibration, IR spectra are acquired in a set of sol-

vents, typically ranging from hexanes to water, so that a 

large span of solvent electric fields is sampled, typically over 

a range of ca. 50 to 100 MV/cm for carbonyl groups. This is 

illustrated in Figure 2A using the C=O stretch of acetophe-

none (ACP), which is an extensively benchmarked carbonyl 

probe.32,33 As shown in previous studies, evaluating the C=O 

peak position in terms of the average solvent electric field 

using both fixed charge (FC; tip3p used for water) as well as 

polarizable MD simulations using AMOEBA09 (POL; 

amoeba03 water as implemented in the AMOEBA09 param-

eters) yields linear field-frequency plots in accordance with 

the linear VSE.33  Note that all field-frequency plots in the 

following figures span the same ranges on both axes to aid 

comparisons; in this way the solvatochromic slopes, repre-

senting the apparent Stark tuning rates, can be compared vis-

ually. For ACP, both levels of theory result in similar Stark 

tuning rates of the C=O stretch of ca. 0.4 cm-1/(MV/cm). The 

offset of ca. 5 cm-1 (corresponding to differences of the zero-

field frequency) results from the explicit consideration or ab-

sence of polarization effects in POL or FC calculations, re-

spectively, and was discussed in detail in earlier work.33  

 

Figure 2. Comparison of the MD-solvatochromic field-frequency 

calibration of the C=O shown in red for (A) acetophenone and (B) 

PenG. Observed carbonyl peak frequencies are plotted on the ver-

tical axis and average calculated values of the electric field pro-

jected on the C=O probe on the horizontal axis. Squares and circles 

represent average solvent electric fields obtained from fixed charge 

(FC) and polarizable (POL) MD simulations, respectively, and 

black lines are linear fits to the data. Due to the limited number of 

data points (limited by solubility), the linear fits of PenG in (B) are 

only indicated as dashed lines. For ACP, the linear fit yields 𝑣̅ = 

(0.41 ± 0.02) F + (1699.2 ± 0.9) (POL, with R2 = 0.99) and 𝑣̅= (0.39 

± 0.02) F + (1695.6 ± 0.7) (FC, with R2 = 0.98); for PenG, the linear 

regression results in 𝑣̅= (0.10 ± 0.08) F + (1771 ± 5) (POL, with R2 

= 0.58) and 𝑣̅= (0.14 ± 0.05) F + (1771 ± 3) (FC, with R2 = 0.86). 

In contrast to small model compounds like ACP, a com-

mon problem faced when working with biomolecules is their 

limited solubility in a subset of solvents. PenG is a typical 

example due to the negatively charged carboxylate, so IR 

spectra of the sodium salt can only be acquired in D2O, 

DMSO and DMF (Figure 2B, see Figure S1 for IR spectra). 

While one can protonate the carboxylate to increase 

solubility, this can lead to potential inconsistencies in inter-

pretation based on eq. 1 due to shifted values of 𝜈̅0 between 

protonated and deprotonated PenG, which cannot be cor-

rected for in a straightforward manner. Using the solvato-

chromism of PenG in D2O, DMSO, and DMF, it appears that 

the C=O frequency is relatively invariant across these differ-

ent solvents (∆𝑣̅ ~ 8 cm-1). This is in contrast to many previ-

ously calibrated carbonyls, such as ACP (Fig. 2A), where the 

solvatochromic shift is considerably larger (∆𝑣̅ ~ 20 – 30 cm-

1) across the same set of solvents.31 This weak solvato-

chromic shift is peculiar when compared to the calculated 

average electric fields from FC and POL MD simulations 

(Figure 2B), which span ca. 60 MV/cm between water and 

DMSO or DMF, a similar range as obtained between water 

and hexanes for ACP. Thus, based on the correlation of 

fields and frequencies (Figure 2B), the resulting apparent 

Stark tuning rate, as derived from the solvatochromic slope, 

of the β-lactam C=O of PenG would be ca. 0.1 – 0.14 

cm-1/(MV/cm), which is anomalously low relative to other 

carbonyl model compounds benchmarked with this ap-

proach.31 

Solvatochromic Calibration and Vibrational Stark 

Spectroscopy of PenG Derivatives. In order to investigate 

the possible origins of the anomalously low Stark tuning rate 

in the MD-assisted vibrational solvatochromism analysis of 

PenG, we first tested whether the VSE of the β-lactam C=O 

of the bicyclic penam core of PenG is governed by similar 

intrinsic Stark tuning rates, independent of additional chem-

ical complexity, charge, flexibility, etc. We synthesized 

PNM, the smallest rigid functional moiety of PenG, and the 

neutral PGA (Figure 1B).46–48 We performed VSS, in which 

each of the molecules is isotropically immobilized in a fro-

zen glass matrix (at 77 K) and exposed to a defined external 

electric field, in order to quantify the experimental Stark tun-

ing rate.36 Figures 3A – C show the 77K IR absorbance and 

Stark spectra in the C=O spectral range, the latter repre-

sented as difference spectra in the presence and absence of 

the externally applied electric field. The Stark spectrum of 

the β-lactam C=O is dominated by the characteristic second 

derivative contribution of the absorption spectra, from which 

the Stark tuning rate can be extracted as |Δ𝜇|𝑓, that is, con-

voluted with the local field factor 𝑓.62 This factor describes 

the difference between the externally applied and the locally 

sensed electric field (𝑓 = 𝐹⃗𝑙𝑜𝑐𝑎𝑙 𝐹⃗𝑒𝑥𝑡⁄ ) and was observed to 

have a value of ca. 2.0 ± 0.5, independent of the employed 

solvent31 (the local field factor is described in more detail in 

the supporting material of ref. 18 and 63). The Stark tuning 

rates of the β-lactam C=O stretch of all three molecules are 

observed to be identical within experimental and fitting error 

in a narrow range of 1.40 – 1.44 cm-1/(MV/cm), and in line 

with observed values for other carbonyl groups in prior 

work.31 This accordance of the Stark tuning rates directly 

confirms our hypothesis that the intrinsic Stark tuning rates 

of PenG, PGA and PNM are similar due to the shared, rigid 

penam moiety. As such, we might expect that solvato-

chromic calibrations of the three molecules should result in 

similar solvatochromic slopes.  
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We then compared the solvatochromic calibrations of the 

three molecules to determine the origins of the anomalous 

field-frequency calibration of PenG. The solubility of PNM 

permits solvatochromic experiments over the entire solvent 

polarity range from hexanes to water. The corresponding 

solvatochromic calibration found using FC and POL MD 

fields (Figure 3E), both spanning a range of ca. 70 MV/cm, 

yields consistent solvatochromic slopes of 0.78 and 0.69 

cm-1/(MV/cm), respectively. These values lie in the expected 

range for aliphatic amide carbonyls,31,33 and, importantly, 

are in line with the Stark tuning rates of |Δ𝜇|𝑓 ≈ 1.4 

cm-1/(MV/cm) as determined using VSS (𝑓 ≈ 2, Fig. 3A-C). 

The esterification of PenG, yielding PGA, also improves the 

solubility across the entire solvent range and allows the cor-

responding analysis (Figure 3F) providing solvatochromic 

slopes of 0.46 and 0.39 cm-1/(MV/cm) with FC and POL MD 

solvent fields, respectively. While both values are still con-

sistent with other carbonyl probes, they are lower by a factor 

of ca. 1.8 relative to PNM. 

 

Figure 3. Vibrational Stark specta and MD-solvatochromic field-frequency calibrations of β-lactam C=O modes of (A & D) PenG, (B & 

E) PNM, and (C & F) PGA (structures are shown as insets). Top panel: Infrared absorbance and vibrational Stark spectra obtained at 77 

K in 1:1 glycerol/D2O for PenG (A), and in 2MeTHF for PNM and PGA (B and C) are shown normalized to the absolute concentration 

of the solute, i.e. as extinction coefficient ε or its difference Δε in an applied field of 1 MV/cm. Both features visible in the absorbance 

spectrum of PenG (A), which can be tentatively assigned to two distinct conformations only visible at 77 K, were modelled with similar 

Stark tuning rates. For PGA (C), the features marked with the asterix (*) are assigned to the the ester C=O mode. The extracted values of 
|Δ𝜇|𝑓 are shown below the corresponding Stark spectra. Note that IR bands are typically narrower in 2MeTHF than in glycerol/D2O due 

to greater inhomogeneous broadening in the latter. Bottom panel: MD-Solvatochromic field-frequency calibrations via correlation of IR 

peak frequencies in various solvents with MD-calculated average electric fields. Squares and circles represent average solvent fields 

obtained from FC and POL MD simulations, black lines are linear fits to the data. For PenG (D) fitting results are provided in the caption 

of Figure 1B and only indicated as dashed lines due to the limited number of data points; for PNM (E), the linear fit yields 𝑣̅= (0.69 ± 

0.04) F + (1806.4 ± 1.9) (POL, with R2 = 0.98) and 𝑣̅= (0.78 ± 0.02) F + (1796.8 ± 0.6) (FC, with R2 = 0.99); for PGA (F), the linear fit 

results in 𝑣̅= (0.39 ± 0.04) F + (1805.2 ± 1.7) (POL, with R2 = 0.95) and 𝑣̅= (0.46 ± 0.04) F + (1798.9 ± 1.0) (FC, with R2 = 0.97).   
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Based on the consistency of the experimental intrinsic 

Stark tuning rates from VSS for the three molecules, it is 

striking that the solvatochromic trend of PenG yields an ab-

errant, ca. 6-fold smaller solvatochromic slope relative to the 

structurally similar β-lactam C=O of PNM (compare Figure 

3D and E), and this can now be traced as due to the PAA 

and/or carboxylate groups present in PenG. Furthermore, it 

is surprising that the field-frequency trends of PenG and 

PGA produce such significantly different solvatochromic 

slopes given that the only difference is the esterification of 

the carboxylate group, which should have minimal effect on 

the C=O’s electric field response. Together with the identi-

cal experimental Stark tuning rates from VSS for all three β-

lactams, the apparent discrepancies in the field-frequency 

calibrations suggest that the solvation environment from FC 

and POL MD simulations are unable to recapitulate the ex-

perimental vibrational solvatochromism. Both levels of MD 

simulations overestimate the local averaged solvent electric 

field at the β-lactam C=O in the presence of additional func-

tional groups leading to solvatochromic slopes inconsistent 

with the experimental Stark tuning rates. We note that slight 

differences of the electrostatic parameters of the three so-

lutes’ β-lactam C=O do not explain these discrepancies (Ta-

ble S6 and S7). As such, we analyze and discuss below the 

contributions of side-groups, i.e., the PAA and carboxylate, 

to this observed effect. 

3.2 Origins of Inconsistencies in MD-derived Electric 

Fields 

Conformational Sampling and Side-Chain Electric 

Fields in MD Simulations. One potential factor contributing 

to the discrepancy between the solvatochromic slopes and 

the Stark tuning rates is the conformational heterogeneity of 

more complex solutes like PenG and PGA, which was not 

considered explicitly in the above solvatochromic analysis. 

In particular, reorientation of the PAA amide group, which 

is proximate to the β-lactam C=O, would not only modulate 

intermolecular (solvent/β-lactam C=O) interactions, via ro-

tamer-dependent solvation, but also direct interactions with 

the polar side chain itself (side chain/β-lactam C=O), which 

would together contribute to the entire flexible, dynamic 

electrostatic environment (note: PGA also contains the flex-

ible allyl ester group, but its conformational effect is negli-

gible since it is oriented away from the β-lactam due the an-

gled bicyclic structure; see structure in Figure 4A).  

In order to test the role of PAA side group rotamers on 

both electrostatic contributions, we analyzed the MD simu-

lations in terms of the dihedral angle around the C-N bond 

connecting the β-lactam and the PAA group, i.e. the C-C-N-

C torsion highlighted in Figure 4A. Notably, we observe that 

across all solvents two main conformations are sampled by 

both PenG and PGA, denoted ‘conformation 1’ or ‘confor-

mation 2’, with the amide N-H bond directed either towards 

the β-lactam carbonyl or the S atom, respectively (Figure 

4A, B, C). These conformations are approximately equally 

prevalent using the FC force field, whereas AMOEBA09 pa-

rameters show a higher preference for conf. 2 (note: some 

POL MD simulations only sampled one conformation; in 

these cases, structures for the alternative conformations were 

obtained via restrained MD trajectories as described in SI 

section 4). Extracting the conformation-dependent average 

solvent electric fields we observe that consistently higher 

solvent fields, by a factor of ca. 1.6, are experienced by the 

β-lactam C=O in conf. 2 relative to conf. 1(Figure 4D, E; 

rainbow-colored columns). The origin of this dihedral-de-

pendent solvent electric field can, at least in part, be identi-

fied as a perturbation of the second solvation sphere around 

the β-lactam O atom, which shows a clear conformation-de-

pendence, as demonstrated in the water radial distribution 

functions for PenG and PGA (see Figure S7 and S8). 

Figure 4. Average electric fields due to solvent and side-chain 

orientations from fixed-charge (FC) and polarizable (POL) MD 

associated with distinct conformations of PenG and PGA. (A): 

Reorientation around the C-C-N-C bond (dihedral is shown in red 

and with a blue arrow indicating the specific rotating bond) leads 

to different alignments of the strong dipole of the amide group 

with respect to β-lactam C=O. (B,C): Evaluting this distribution 

of this dihedral angles over the MD trajectories for PenG (A) and 

PGA (B) in all solvents (solvent color code similar to previous 

figures; the yellow lines for DMF are highlighted using a black 

dashed line) reveals two major conformations, labelled 1 and 2, 

where the amide is aligned approximately parallel with the β-

lactam C=O (1) or is directed towards the sulfur (2), as shown in 

A. (D,E): Average solvent (rainbow colors) and electric fields due 

to side-chain orientation (green) exerted on the β-lactam C=O in 

FC and POL MD simulations when conformation 1 or 2 is 

adopted. Note that in PGA’s conf. 1 the columns of the fields due 

to side-chain orientation are located behind the columns of the 

solvent fields. 
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Figure 5. Conformation-dependent solvatochromic VSE analysis 

of PenG and PGA using average environmental electric fields 

obtained from FC (A,B) and POL simulations (C,D). Average 

environmental electric fields are obtained as a sum of average 

solvent and side-chain electric fields due to side groups of PenG 

and PGA. Based on the two conformations observed in MD 

trajectories separate VSE evaluations are performed labelled FC 1 

and FC 2, along with POL 1 and POL 2, referring to the 

corresponding conformations depicted in Figure 3 (solvent colors 

follow the same pattern as in Figure 2; data points for conf. 1 and 

2 are shown as squares and triangles, respectively; the 

corresponding picture without the contribution of the side-chain 

fields is shown in Figure S4). The linear regressions provide the 

following results in (A): 𝑣̅= (0.23 ± 0.07) F + (1779 ± 3) (PenG FC 

1, with R2 = 0.92) and 𝑣̅= (0.21 ± 0.07) F + (1777 ± 4) (PenG FC 

2, with R2 = 0.87); in (B): 𝑣̅= (0.61 ± 0.04) F + (1807.0 ± 0.9) (PGA 

and FC 1, with R2 = 0.98) and 𝑣̅= (0.50 ± 0.03) F + (1801.1 ± 0.6) 

(PGA and FC 2, with R2 = 0.98); in (C) 𝑣̅= (0.26 ± 0.10) F + (1783 

± 2) (PenG and POL 1, with R2 = 0.88) and 𝑣̅= (0.20 ± 0.05) F + 

(1778 ± 1) (PenG and POL 2, with R2 = 0.94); in (D): 𝑣̅= (0.63 ± 

0.05) F + (1811.2 ± 0.8) (PGA and POL 1, with R2 = 0.96) and 𝑣̅= 

(0.44 ± 0.02) F + (1801.4 ± 0.4) (PGA and POL 2, with R2 = 0.98). 

One would expect that these conformational changes of 

PenG’s and PGA’s side-chains influence the β-lactam C=O 

stretch predominantly via through-space electrostatics, as 

the β-lactam C=O and the PAA sidechain are separated ex-

clusively by single bonds (see structure in Figure 4A). This 

assertion is supported by a comparison of DFT-based β-lac-

tam C=O stretch vibrational frequencies and side-chain FC 

MD electric fields, both as a function of the C-C-N-C dihe-

dral angle in vacuum (Figure S5). As such, we have deter-

mined the average side-chain electric fields from the FC and 

POL MD trajectories specific to conf. 1 and conf. 2 in all 

solvents (Figures 4D & E). For PGA’s conf. 1 (Figure 4E), 

we observe constant side-chain electric fields of ca. -12 

MV/cm for FC and POL parameters, indicating that the net 

electrostatic effect of PGA’s side groups contributes a stabi-

lizing electric field exerted onto the C=O dipole. This stabi-

lization is due to the orientation of PAA’s amide group in 

conf. 1, in which the N-H dipole is aligned roughly 

antiparallel with respect to the C=O’s dipole (~ 20°). In con-

trast, for conf. 2, the corresponding field due to the side-

chain shows a pronounced solvent dependence with rather 

positive fields ranging from ca. +10 to -5 MV/cm or ca. +15 

to +5 MV/cm for FC and POL MD, respectively, due to a 

slight solvent dependent variation of the dihedral angle. The 

electric fields of positive sign in this conformation create a 

destabilizing field at the β-lactam C=O dipole due to the un-

favorable dipolar alignment with the PAA’s amide C=O (~ 

30 – 50°). For PenG (Figure 4D), we observe that all fields 

from the side-chain are negative in FC MD, except for conf. 

2 in POL MD, where their contribution is negligible. These 

side-chain fields show a constant difference of ca. -25 or -15 

MV/cm in FC or POL MD simulations, respectively, in com-

parison to PGA. Given that the PAA group assumes similar 

rotamers in both molecules (Figure 4B & C), we can con-

clude that this difference originates from the presence of the 

negative charge at the carboxylate in PenG, which is neutral-

ized in PGA by the esterification.  

Using these side-chain contributions, we updated the 

previous solvatochromic calibrations shown in Figure 3 by 

combining the average solvent fields with the average side-

chain fields to obtain the total averaged environmental elec-

tric fields for conf. 1 and conf. 2, where “environment” re-

fers to electrostatic forces exerted upon the β-lactam C=O 

from both the solvent and the solute’s side groups (Figure 

5). Using both FC and POL MD, the resulting slopes of the 

field-frequency calibration increase for both PenG and PGA 

in conf. 1 and 2, although to a larger extent for conf. 1. Based 

on the key observation that the intrinsic Stark tuning rate of 

the β-lactam C=O determined using VSS is identical for the 

three molecules (Figure 3A – C), we can compare these val-

ues to PNM’s slopes of 0.79 and 0.68 cm-1/(MV/cm) for FC 

and POL MD, respectively. For PenG, despite the addition 

of side-chain electrostatic effects and conformational decon-

volution, a substantial discrepancy of a factor of 3 – 4 rela-

tive to PNM’s solvatochromic slope remains, indicating fur-

ther complications arising from the negatively charged car-

boxylate. In contrast, for neutral PGA, which showed a dis-

crepancy of the solvatochromic slopes by a factor of ca. 1.8 

in comparison to PNM (Figure 3), selective consideration of 

conf. 1 and addition of side-chain electrostatic contributions 

in the analysis reduced this discrepancy to factors of 1.3 and 

1.1 for FC MD and POL MD, whereas PGA’s conf. 2 results 

in larger discrepancies of 1.6. In light of these conforma-

tional differences, we note that unrestricted FC and POL MD 

simulations led to markedly different conformational sam-

plings, i.e., either a mixture of both conformations or pre-

dominantly conf. 2, respectively. This demonstrates the sen-

sitivity of MD-predicted electric fields to complications with 

ab initio quantum chemistry-derived MD parameters of so-

lutes or potential incompatibilities with solvent parameters, 

leading to these discrepancies. 

Overestimated MD Electric Fields in Water in the Pres-

ence of Charged Functional Groups. In order to further un-

ravel the origin(s) of the breakdown in the field-frequency 

calibration of PenG relative to PNM, we performed a com-

parison with the expected field-frequency correlation of 

PenG based on the Stark tuning rate from VSS and the 
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experimental gas phase frequency.64 This comparison is 

based on the direct observation using VSS that the β-lactam 

C=O Stark tuning rates of PNM, PGA and PenG are the 

same (Figure 3A-C) and thus should show similar slopes in 

solvatochromic calibrations. We can readily determine an 

expected field-frequency trend for PenG using eq. 1 by (a) 

equating PenG’s field-frequency slope to the one obtained in 

the solvatochromic calibration of PNM (Figure 3E)  and (b) 

using the experimental gas phase β-lactam C=O frequency 

of the PenG anion of 1778 cm-1 as the zero-solvent field fre-

quency; the latter was determined in IR multiphoton disso-

ciation measurements.64 Furthermore, to account for side-

chain electrostatic contributions, we extracted the average 

side-chain electric fields for the PenG anion from in vacuo 

MD simulations for both conformations, in analogy to Fig-

ure 4. This approach allows us to be consistent within the 

concept of the average environmental electric fields as used 

in the previous section and Figure 5. 

Figure 6 compares the FC- and POL-based data points 

with the expected trend so we can visualize which data 

points are associated with the largest deviation from the pre-

dicted environmental electric fields. Beginning with aprotic 

organic solvents DMF and DMSO in Figure 6A and B, we 

see that the data points of PenG fall on the expected trends 

of conf. 1 and conf. 2 for FC and POL MD results. Here, 

PenG in conf. 1 in DMF (POL) shows the highest deviation 

from the expected line by ca. -8 MV/cm. However, compar-

ing this deviation to the scatter observed for previous solva-

tochromic calibrations of other carbonyl probes,31 it still fits 

within the framework of the solvatochromic analysis. There-

fore, we can conclude that PenG’s experimental C=O fre-

quencies in the gas phase, DMF, and DMSO are consistent 

with the Stark tuning rate of PNM, as expected given the 

shared penam-core and the VSS results. In contrast, the data 

points in water in both FC and POL MD are consistently dis-

placed from the expected trend by -25 or -30 MV/cm for 

conf. 1 and 2, respectively. This observation indicates that 

both water models used in FC and POL simulations (tip3p 

and amoeba03 waters, respectively) overestimate the local 

environmental field exerted on the β-lactam C=O, pointing 

to inaccuracies of the solvation structure and/or dynamics in 

the proximity of the charged carboxylate of PenG.  

The overestimation of electrostatic interactions of the 

charged PenG with water can be traced to issues experienced 

in simulations of the thermodynamics of ion hydration, 

which are found to be highly sensitive to force fields and 

parameterizations (see ref. 65 and citations therein). Inter-

estingly, these overestimated fields in water are observed to 

the same extent for POL MD-based force fields, even though 

one might expect that the inclusion of polarization effects is 

an obvious missing factor required to describe water mole-

cules in the proximity of charged groups. Since the accurate 

modelling of H-bond interactions and dynamics is undoubt-

edly a significant challenge in MD methods,66–71 we sought 

to test more elaborate and updated water models that are 

available for FC MD and POL MD simulations to assess 

whether further refinement and improvements of force fields 

may be needed in order to accurately recapitulate the water 

dynamics and solvation environment. 

 

Figure 6. Comparison of the expected solvatochromic field-

frequency correlation of PenG with the data obtained using (A) FC 

and (B) POL-based average environmental electric fields, i.e. the 

sum of solvent and side-chain electric field contributions. Data 

points correlating solvatochromic frequencies of PenG and MD-

based environmental electric fields are shown as colored squares 

and triangles for conf. 1 and 2, respectively. The experimental gas 

phase frequency of PenG is shown as black squares and triangles. 

The expected correlations for PenG’s conf. 1 (top) and conf. 2 

(bottom) are shown as red dashed lines. Discrepencies between MD 

and expected fields are indicated using the horizontal double-

headed arrows and the associated ΔF values.  

Electric Fields using Different Water Models. Water 

models of increasing complexity have been introduced into 

FC force fields65 to more accurately model the properties of 

water molecules relative to the most commonly used 3-point 

tip3p model,72,73 which has been employed in previous solv-

atochromic calibrations and vibrational frequency maps.18,74 

More elaborate models include the 4-point tip4p,75 the 5-

point tip5p76 or 7-point tip7p77 models that attempt to de-

scribe a more realistic charge distribution and geometry of 

the water molecule. Within AMOEBA, the flexible 3-point 

amoeba03 water model78 has been updated to improve sym-

metric and asymmetric stretching frequencies (here referred 

to as amoeba03*), was re-parameterized using the Force-

Balance algorithm as amoeba14,79 or was simplified to im-

prove the cost of simulations with (inexpensive) iamoeba.80 

We sought to evaluate whether alternative FC and 

AMOEBA water models or their later re-parameterized ver-

sions (i.e. tip4/5pew,81,82 tip4p2005,83 tip5p2018,84 

tip3/4pfb85) can alleviate the discrepancy between the VSE 

analyses of PenG, PNM and PGA by testing their average 

electric fields in individual MD trajectories.  

Comparing the absolute magnitudes of electric fields ex-

erted on the β-lactam C=O using the FC water models one 

finds a general trend in solvent electric fields of |F(tip5p)| < 

|F(tip7p)| < |F(tip3p)| < |F(tip4p)| spanning up to ca. 30 

MV/cm across each of the β-lactams and their corresponding 

conformations (Figure 7A, Figure S6). This trend is in line 

with the partial charge on the H atoms of the water models 

(see Table S5) as well as the solvation structure and dynam-

ics in MD simulations (i.e., H-bond distance and fluctua-

tions, see Figure S7). Among the tested AMOEBA water 

models (Figure 7B), solvent fields span an even larger range 

projected on the C=O of up to 60 MV/cm with |F(iamoeba)| 

< |F(amoeba03)| ≈ |F(amoeba03*)| < |F(amoeba14)|. In both 

FC and POL, side-chain electric fields do not change the ob-

served trends of the solvent fields as they remain constant 

across all tipNp and all AMOEBA water models, with the 
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exception of iamoeba, which shows slightly more positive 

side-chain fields; likely owing to the lack of stabilizing ‘mu-

tual’ (induced dipole – induced dipole) polarization. 

 

Figure 7. Effect of different water models on the solvatochromic 

calibrations of PNM, PenG, and PGA using average environmental 

electric fields from FC (A) and POL MD (B). Data points of 

organic solvents and gas phase are displayed as hollow circles, 

stars, or squares for PNM, PenG and PGA, respectively. The same 

but colored symbols are used for data points with different water 

models (see legends for color code). Full, short dashed and long 

dashed lines (for PNM, PenG and PGA, respectively) represent fits 

with the solvatochromic slope of PNM of 0.78 or 0.69 cm-

1/(MV/cm) obtained from FC (A) or POL (B) in Figure 3. Best 

matching data points of water models are highlighted with model 

name. Zero-environmental field frequencies are display on the right 

top corner of each figure.  

In Figure 7 we added these water models into the solva-

tochromic calibrations of PNM, PenG and PGA to evaluate 

which of the models is most consistent with the intrinsic 

Stark tuning rate of the β-lactam C=O stretch; based on the 

improved agreement of solvatochromic slopes (see above), 

we only show conf. 1 for PenG and PGA. We performed a 

fit to the data points in organic solvent (and gas phase for 

PenG) using eq. 1 and PNM’s solvatochromic slopes of 0.78 

and 0.69 cm-1/(MV/cm) in FC and POL MD, respectively. 

By extrapolating the fits towards the vibrational frequency 

in water, we observe that among the considerably varying 

water models tip3p (and tip4p2005), and amoeba03 (and 

amoebo03*) provide the best agreement with the expected 

linear trends of PNM, the simplest of the three molecules. 

This is in line with previous work on small rigid solutes us-

ing the VSE31–33 and can be understood as both 3-point mod-

els lie in the middle of their respective trends comparing dif-

ferent water models. As such, they can be regarded as de-

scribing an averaged picture of the different geometrical and 

electrostatic aspects of the set of tested water models. In con-

trast, for PenG and PGA (FC), tip5p and tip5pew provide a 

better agreement, alleviating the discrepancies discussed 

above. This result suggests that the geometry and charge dis-

tribution of tip5p(ew) more appropriately describes the β-

lactam C=O’s local solvation environment in the presence of 

the multiple functional groups of PGA as well as the charged 

carboxylate of PenG. In POL MD, amoeba03(*) provides a 

good match for PGA, pointing towards the importance of 

polarization for interactions with multiple functional groups 

(when comparing to the corresponding 3-point tip3p in FC 

MD). In turn, for PenG (POL MD) iamoeba appears to alle-

viate the discrepancy shown in Figure 6; however, we stress 

that this change of electric fields hardly reflects improved 

solvation electrostatics as it originates from the exclusion of 

mutual polarization by induced dipoles in the “inexpensive” 

iamoeba.   

The large variations in the water electric fields, despite 

careful parameterization of each water force field against 

bulk experimental observables (e.g., hydration energies, 

densities, dielectric constants etc.), suggests that caution 

must be used when applying these models to quantify local 

electric fields around polar and charged functional groups. It 

is difficult to pinpoint whether improvements of geometric 

or electrostatic properties are necessary for a more reliable 

description of hydration electrostatics around the polar and 

charged functional groups of PenG (see SI section 9 for brief 

comparison of MD and DFT-based electric field estima-

tions). As such, it will be interesting to test in future studies 

whether the current improvements of polarizable MD mod-

els such as AMOEBA+,86 AMOEBA+cf,87 aniso-

AMOEBA,88 or the MB-pol many body potential89 will pro-

vide more accurate descriptions of solvation electrostatics 

for solutes of diverse structures and charge distributions, or 

if ab initio MD methods must be employed. In addition to 

such advances, we highlight the necessity of benchmarking 

force fields against molecular observables, such as the VSE, 

to account for the highly heterogeneous behavior of water 

when interacting with a charged functional group, which is 

often undervalued when focusing on bulk averaged proper-

ties. In this context, the VSE is particularly useful as a direct 

and, most importantly, molecular method for further experi-

ment-guided refinements (e.g., allowing us to probe electro-

statics experimentally for isolated ions, and not only ion 

pairs) to test force fields using the electric field associated 

with non-covalent interactions. 

3.3 Conclusions and Implications for MD-based VSE 

Solvatochromic Calibrations 

Experimental VSE-based determinations of electric 

fields in complex environments, such as enzyme active sites, 

rely on accurate MD simulations in solvents as calibration. 

This and previous work has demonstrated that MD force 

fields accurately describe the solvatochromic behavior of 

small and conformationally rigid molecules containing C=O 
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and C≡N groups as vibrational probes within the framework 

of the linear VSE.23,31–33 However, the conformationally 

flexible and charged PenG highlights discrepancies for 

structurally more complex (bio)molecules; that is different 

PenG derivatives yield inconsistent solvatochromic slopes. 

We showed that explicit consideration of the electric fields 

due to the PAA side-chain consistently reduces the discrep-

ancies due conformational flexibility. However, the remain-

ing discrepancy due to the charged carboxylate in water was 

neither improved using polarizable AMOEBA force fields 

or more advanced water models. As such, this work demon-

strates the particular value of the VSE as a direct method for 

future experiment-guided refinements of MD force fields 

providing quantitative insight into the local electrostatics of 

non-covalent interactions in various condensed phase envi-

ronments ranging from solvents to enzyme active sites.  It 

may be that QM methods are required to fully capture these 

effects, though with a loss of physical intuition.  

Based on these results we highlight the importance of 

utilizing MD-based solvent electric fields of small, confor-

mationally rigid molecules, such as PNM, to verify the solv-

atochromic calibrations of more complex derivatives like 

PenG or PGA. Moreover, we argue that the bicyclic penam-

core of PNM can be used as an appropriate proxy for quan-

tifying the influence of environmental electrostatics on the 

β-lactam C=O bond in general. In other words: the response 

of PenG’s and PGA’s β-lactam C=O to the cumulative elec-

trostatic effect due to solvent and orientation-dependent 

side-chain conformations is well captured by PNM's solvent 

response. Such a strategy is supported by the relatively good 

agreement, within the limitations and accuracy of the pre-

sented approach, between the zero-field frequencies of 

PNM, PGA and PenG after correction for side-chain electro-

statics (Figure 7; compare to Figure 3). Here, a better corre-

spondence is observed for POL relative to FC MD, which is 

in line with previous results showing that inclusion of polar-

ization in MD simulations improves the prediction of gas 

phase frequencies extrapolated from VSE solvatochrom-

ism.33 This reductionist strategy enables explicit quantifica-

tion of the effects of both non-covalent interactions from the 

solvent and through space effects of the flexible side-chains 

self-consistently for a given class of solutes sharing a shared 

probe-containing core. These results establish methods for 

extending the VSE to complex (bio)molecules to quantify 

environment-dependent electrostatic forces,  e.g., upon bind-

ing of PenG to its targets the penicillin-binding proteins or 

β-lactamases.90  

Notes 
Structure and parameter files for GROMACS and TINKER of 

PenG, PGA, PNM and ACP (GAFF and AMOEBA) as well as 

dibutyl ether (AMOEBA) are deposited under 

https://github.com/jacekkozuch/MD-parameters/releases/tag/v0.1-

preprint. 
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1. Synthesis of Penicillin G Allyl Ester and Penam 

For the chemical synthesis the following compounds were used: triethyl amine (Sigma Aldrich, for 

synthesis), allyl bromide (Sigma Aldrich, 99%), sodium iodide (Sigma Aldrich, 99.5%), sodium sulfite 

(Sigma Aldrich, 98%), cysteamine hydrochloride (Sigma Aldrich, 98%), ethyl propriolate (Sigma Aldrich, 

99%), 1-ethyl-3-(3-dimethylaminopropyl)carbodiimide hydrochloride (Sigma Aldrich, 98%), hexanes (> 

98.5%), ethyl acetate (> 99.5%), diethyl ether (> 99%), dichloromethane (> 99.8%). 

The synthesis of penicillin G allyl ester, PGA (allyl (2R,5R,6R)-3,3dimethyl-7-oxo-6-(2-phenylacetamido)-

4-thia-1-azabicycle[3.2.0]heptane-2-carboxylate), was performed according to the previously described 

procedure by Jeffrey and McCombie.1 

Penicillin G allyl ester: 2.025 g of penicillin G sodium salt (5.68 mmol) was dissolved in 20 mL of dry DMF 

and 424 mg of sodium iodide (0.5 eq, 2.83 mmol) and 750 µL of allyl bromide (1.05 g, 1.5 eq, 8.67 mmol) 

were added under stirring. After 18 h, 20 mL water was added together with 420 mg of sodium sulfite 

and the aqueous phase was extracted 4 times with 20 mL (each) of 5:1 ethyl ether/dichloromethane. The 

organic phase was washed 4 times with 10 mL water, dried over sodium sulfate and the solvent was 

removed at vacuum. The product was purified using silica chromatography (2:1 hexane/ethyl acetate) to 

yield 1.974 g of a colorless highly viscous oil (93 % yield). 1H-NMR (300Hz) in CDCl3: 1.44 (s, 3H), 1.45 

(s, 3H), 3.64 (s, 2H), 4.39 (s, 1H), 4.64 (dt, J = 6.0 Hz, 1.3 Hz, 2H), 5.35 (m, 2H), 5.51 (d, J = 4.1 Hz, 

1H), 5.65 (dd, J = 9.0 Hz, 4.2 Hz, 1H), 5.9 (ddt, J = 16.6 Hz, 10.2 Hz, 6.1 Hz, 1Hz), 6.06 (broad d, J = 

9.1 Hz, 1H), 7.31 (m, 5H). MS in ESI+ mode: 375.2 [M + H] +, 393.2 [M + H2O + H]+, 397.3 [M + Na]+, 

413.3 [M + K]+. Rf = ~ 0.3 (hexane/ethyl acetate 2:1). 

The synthesis of penam, PNM (4-thia-azabicyclo[3.2.0]heptan-7-one), was performed according to 

procedures by Chiba et al.2 and Cambie et al.3. 

Ethyl thiazolidin-2-ylacetate: 1.55 g cysteamine (0.02 mol) was suspended in 10 mL dry ethanol and 

cooled using an ice bath, into which 2 g of ethyl propiolate (1 eq) in 10 mL dry ethanol was added 

dropwise. After 10 h of stirring at RT under Ar, the solvent was removed at reduced pressure. The product 

was isolated using silica column chromatography with hexane/ethyl acetate 3:1 as eluent to give 2.1 g 

of a colorless, low viscous oil (60 %). 1H-NMR (300Hz) in CDCl3: 1.29 (t, J = 7.1 Hz, 3H), 2.55 (broad s, 

1H), 2.78 (dd, J = 15.8 Hz, 6.2 Hz, 1H), 2.87 (dd, J = 15.8 Hz, 6.5 Hz, 1H), 2.94 – 2.99 (m, 2H), 3.12 

(ddd, J = 12.3 Hz, 7.5 Hz, 6.1 Hz, 1H), 3.42 (dddd, J = 12.4 Hz, 6.0 Hz, 4.8 Hz, 0.5 Hz, 1H), 4.19 (q, J = 

7.1 Hz, 2H), 4.88 (t, J = 6.3 Hz, 1H). MS in ESI+ mode: 115.98 [M + H – C2H5S]+,176.07 [M + H]+. Rf = 

0.15 (hexane/ethyl-acetate 3:1). 

Thiazolidin-2-ylacetic acid hydrochloride: 1.75 g of ethyl thiazolidon-2-ylacetate was stirred in 50 mL 

concentrated hydrochloric acid for 1 h at RT. 17 mL water was added and the mixture continued stirring 

for 15 h, after which the water was removed at reduced pressure. The residue was taken up in a minimal 

amount of ethanol (~120 mL) and recrystallized by adding ethyl ether (~250 mL) to yield 1.015 g of the 

colorless product as the hydrochloride (56 %). 1H-NMR (300Hz) in DMSO: 2.90 (dd, J = 17.2 Hz, 8.0 Hz, 

1H), 3.21 – 3.05 (m, 3 H), 3.43 (dt, J = 11.6 Hz, 6.7 Hz, 1H), 3.56 (dt, J = 12.1 Hz, 6.2 Hz, 1H), 4.90 (dd, 

J = 8.0 Hz, 6.1 Hz, 1H), 10.90 (broad s, 1H). MS in ESI+ mode: 130.97 [M - H2O]+,148.01 [M + H]+. 

4-Thia-1-azobicycle[3.2.0]heptan-7-one: 92 mg of thiazolidin-2-ylacetic acid hydrochloride were 

suspended in 200 mL dry DCM under Ar atmosphere. 249 mg 1-ethyl-3-(3-

dimethylaminopropyl)carbodiimide hydrochloride (2.6 eq) was added and the solution was stirred for 23 

h at RT under Ar. 70 µL triethylamine (1 eq) were added and the solution was stirred for 2 h. The mixture 

was washed with water and brine, dried over sodium sulfate, and the solvent was removed at reduced 
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pressure. The residue was absorbed on 500 mg silica and the product was isolated using silica column 

chromatography (hexane/ethyl-acetate 9:1, using KMnO4 for staining) at a yield of 22 mg (34 %). 1H-

NMR (400 Hz) in DMSO: 2.83 (m, 2H), 3.19 (m, 2H), 3.51 (dd, J = 4.0 Hz, 0.8 Hz, 1H), 3.93 (m, 1H), 

4.94 (dd, J = 4.0 Hz, 2.4 Hz, 1H). MS in ES+ mode: 88.01 [M - C2H2O + H]+, 129.98 [M + H]+, 148.02 [M 

+ H2O + H]+. Rf = 0.20 (hexane/ethyl-acetate 9:1). Note: 4-Thia-1-azobicycle[3.2.0]heptan-7-one 

decomposes rapidly in chloroform yielding a compound with a carbonyl stretch at 1700 – 1750 cm-1 

depending on the solvent. 
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2. Overview of determination of electric fields in this work 

Table S1. Overview for the determination of solvent, side-chain and total environmental fields in this work; see 
corresponding Fig. S1. 

For small, rigid solutes (e.g. PNM) – one conformation 

Fixed-charge MD solvatochromism: 

 

1. Vibrational frequencies: 

• Determine peak positions from FTIR spectra of solute in 

solvents 

 

2. Average solvent electric fields: 

• Run fixed-charge MD trajectories of solutes with similar 

solvents 

• Determine electric field F on C=O bond from electrostatic 

forces f due to solvent and charge q on C and O – in 

GROMACS as: 

fsolvent = ftotal – fsolute with F = f/q 

 

3. Plot vibrational frequencies and average electric fields: 

• Fit using eq. 1 

 

Polarizable (AMOEBA) MD solvatochromism: 

 

1. Vibrational frequencies: 

• Determine peak positions from FTIR spectra of solute 

in solvents 

 

2. Average solvent electric fields: 

• Run AMOEBA MD trajectories of solutes with similar 

solvents 

• Determine electric field F on C=O bond from induced 

dipoles u due to solvent and polarizabilities a on C and 

O – in Tinker as: 

usolvent = utotal – usolute with F = u/a 

 

3. Plot vibrational frequencies and average electric fields: 

• Fit using eq. 1 

 

For conformationally flexible solutes (e.g. PenG, PGA) 

Fixed-charge MD solvatochromism (separately for 
different conformations, if required): 

1. Vibrational frequencies: 

• Determine peak positions from FTIR spectra of solute 

in solvents 

2. Average solvent electric fields: 

• Run fixed-charge MD trajectories of solutes with similar 

solvents 

• Determine electric field F on C=O bond from electrostatic 

forces f due to solvent and charge q on C and O – in 

GROMACS as: 

fsolvent = ftotal – fsolute with F = f/q 

 

3. Average side-chain electric fields: 

• Determine intramolecular electric fields on C=O from MD 

trajectories above (i.e. solute fields on C=O): Fintra 

• Determine intramolecular electric field on C=O of rigid 

reference molecule from MD trajectory in vacuum (i.e. 

PNM in the present work): Fref 

• Difference yields conformation-dependent electric fields 

due to side-chains: 

Fside = Fintra – Fref 

 

 

 

4. Average environmental electric fields: 

• Add average solvent and side-chain electric fields:                    
Fenv = Fsolvent – Fside 

5. Plot vibrational frequencies and average electric fields: 

• Fit using eq. 1 

Polarizable (AMOEBA) MD solvatochromism (separately 
for different conformations, if required): 

1. Vibrational frequencies: 

• Determine peak positions from FTIR spectra of solute 

in solvents 

2. Average solvent electric fields: 

• Run fixed-charge MD trajectories of solutes with similar 

solvents 

• Determine electric field F on C=O bond from induced 

dipoles u due to solvent and polarizabilities a on C and 

O – in Tinker as: 

usolvent = utotal – usolute with F = u/a 

 

3. Average side-chain electric fields: 

• Determine intramolecular electric fields on C=O (as one 

separate polarization) from MD trajectories above (i.e. 

solute fields on C=O): Fintra 

• Determine intramolecular electric field on C=O (again as 

one separated polarization group) of rigid reference 

molecule from MD trajectory in vacuum (i.e. PNM in the 

present work): Fref 

• Difference yields conformation-dependent electric fields 

due to side-chains: 

Fside = Fintra – Fref 

 

4. Average environmental electric fields: 

• Add average solvent and side-chain electric fields:                    
Fenv = Fsolvent – Fside 

5. Plot vibrational frequencies and average electric fields: 

Fit using eq. 1 



S5 

 

 

Scheme S1. Overview of the determination of solvent, side-chain and total environmental fields in this work. (1) 
The average solvent electric field Fsolvent on the β-lactam C=O bond is extracted from the MD trajectories. (2) From 
the same trajectories the total average intramolecular field Fintra are determined from all atoms of the solute. A 
separate in vacuo MD trajectory of PNM yields PNM’s average intramolecular field Fref. The difference yields the 
average side-chain electric field Fside (the combination of the phenylacetamide and carboxylate/ally ester through-
space electrostatic forces). (3) Adding the Fsolvent and Fside results in the averge environmental electric field Fenv due 
to the dynamic local environment onto the penam core. 
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3. IR Spectra of Penicillin G, Penicillin G Allyl Ester and Penam 

           

Figure S1. FTIR spectra of (A) PenG, (B) PNM and (C) PGA in the region of the β-lactam C=O mode. In C, the β-
lactam C=O mode is labeled with the bar; the IR absorption between ca. 1750 – 1700 cm-1 is assigned to the ester 
mode. All spectra are normalized to equal peak maximum intensity of the β-lactam C=O. Color code is shown 
below; yellow spectra (DMF) are highlighted using a gray dashed line. Water is D2O at pD 7.4. 

 

                                        

Figure S2. FTIR spectrum from Fig. S1A with the spectrum of PenG in THF added and expanded to 1550 cm-1. 
Beside the β-lactam C=O (labeled as v(C=O)βL), the spectra in water, DMSO and DMF display the amide I and 
asymmetric carboxylate (vas(COO-)) modes; all spectra are normalized to similar peak intensities of the β-lactam 
C=O stretch. The THF spectrum differs in that two peaks at ca. 1720 and 1750 cm-1 appear (marked with *), which 
originate from the protonated carboxylate (potentially in two different orientations/environments) as the vas(COO-) 
disappears. Colors are chosen as in Figure S1. 
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Table S2. IR peak positions of PenG, PNM, and PGA in the solvents shown in Fig. S1 with the associated 
average MD electric fields obtained from fixed charge and AMOEBA simulations. In addition the electric field 
drop, i.e. the difference between the fields at the O and C atoms of the C=O (as discussed in Fried, Wang, Boxer, 
Ren, Pande, J. Phys. Chem. B, 2013, 117, 16236-16248) is shown. 

  Fixed Charge MD Polarizable AMOEBA MD 

Solute/solvent IR Frequency / 
cm-1 

Average Electric 
Field / MV/cm 

Average Electric 
Field Drop across 

C=O / MV/cm 

Average Electric 
Field / MV/cm 

Average Electric 
Field Drop across 

C=O / MV/cm 

PenG      

Water (tip3p) 1761.9 
(1759.9)a 

-62.4 
 

-31.0 
 

-91.6 
 

-36.6 
 

DMSO 1766.0 -19.2 -6.2 -28.6 -10.3 

DMF 1770.3 -16.4 -2.5 -39.9 -6.83 

PNM      

Water (tip3p) 1704.0 -70.2 -42.7 -92.1 -51.7 

DMSO 1733.7 -31.5 -4.7 -47.7 -9.9 

DMF 1737.6 -27.8 -4.4 -46.5 -9.1 

ACN 1739.8 -27.5 -6.5 -46.1 -11.8 

THF 1740.3 -17.8 -2.7 -36.7 -8.32 

TOL 1742.2 -15.1 -3.6 -30.6 -8.8 

DBE 1746.3 -8.5 -1.1 -18.9 -5.3 

HEX 1750.2 0.0 0.1 -16.1 -5.3 

PGA      

Water (tip3p) 1772.1 -62.6 -24.8 -87.4 -29.7 

DMSO 1782.5 -30.4 -5.8 -52.0 -10.2 

DMF 1786.8 -25.0 -3.8 -38.1 -6.2 

ACN 1787.4 -26.6 -3.3 -46.1 -10.4 

THF 1790.7 -14.7 -4.2 -42.6 -9.4 

TOL 1792.3 -12.2 -1.6 -32.0 -7.5 

DBE 1797.0 -6.8 -2.1 -22.8 -9.1 

HEX 1801.1 0.0 0.1 -14.1 -5.0 
a This frequency refers to the major, lower frequency component for the β-lactam C=O stretch band obtained in Fig. S3 

 

Figure S3. Peak fitting of FTIR spectra of (A) PenG and (B,C) PGA in the region of the β-lactam C=O mode using 
pseudo-Voigt and Gaussian peak shapes. Components modelling the β-lactam C=O stretch are shown as light 
red and light blue areas; the ester C=O stretch is indicated by green lines. Arrows highlight the position the 
components contributing to the β-lactam C=O stretch band with a major lower frequency and minor (or absent) 
higher frequency contribution, separated by ca. 15 cm-1.  
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4. Conformational analysis of POL MD electric fields for PenG and PGA 

In contrast to FC simulations, only the solute-solvent systems PenG+DMSO, PGA+Hex, 

PGA+DBE showed sampling of conformation 1 (or a mixture of 1 and 2) and all other systems exclusively 

yielded conformation 2. To obtain data on the unsampled conformation, the AMOEBA MD run was 

repeated with the option “RESTRAINT-TORSION 10 8 12 14 1 110 -130” for conformation 1 or 

“RESTRAINT-TORSION 10 8 12 14 1 -130 -10” for conformation 2. The combined resulting average 

electric fields are shown in Table S2. 

Table S3. Data set used for Fig. 3 in the main text and Fig. S4 below.  

 Fixed Charge MD Polarizable AMOEBA MD 

Solute/solvent Average  
Solvent 

Electric Field 
/ MV/cm 

Conf. 1  
Average  
Solvent 

Electric Field 
/ MV/cm 

Conf. 2  
Average  
Solvent 

Electric Field 
/ MV/cm 

Average 
Electric Field  

Solvent / 
MV/cm 

Conf. 1  
Average  
Solvent 

Electric Field 
/ MV/cm 

Conf. 2  
Average  
Solvent 

Electric Field 
/ MV/cm 

PenG       

Water (tip3p) -62.4 -50.6 -70.5 -91.6 -58.5a -91.6 

DMSO -19.2 -14.1 -28.3 -28.6 -28.6 -44.3a 

DMF -16.4 -11.3 -22.0 -39.9 -22.2a -39.9 

PGA       

Water (tip3p) -62.2 -47.8 -70.1 -87.4 -57.5a -87.4 

DMSO -30.4 -25.4 -37.5 -52.0 -33.4a -52.0 

DMF -25.0 -20.3 -33.2 -38.1 -34.2a -38.1 

ACN -26.6 -19.6 -32.9 -46.1 -31.1a -46.1 

THF -14.7 -13.6 -19.2 -42.6 -26.0a -42.6 

TOL -12.2 -13.6 -15.3 -32.0 -23.0a -32.0 

DBE -6.8 -5.0 -8.9 -22.8 -17.5 -25.1 

HEX 0.0 0.0 0.0 -14.1 -11.6 -15.1 
a Average electric fields for these conformations were determined from restraint simulations as indicated in the text. 

Based on the specific conformation dependent solvent electric fields shown in Table S2, we 

determined separate solvatochromic analyses for both conformations shown in Figure S4. Addition of 

the intramolecular fields to obtain average environmental fields results in Figure 5 in the main text. 
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Figure S4. Conformation-dependent solvatochromic VSE analysis of PenG and PGA using electric fields obtained 
from FC (A,B) and POL MD simulations (C,D). Based on the two conformations observed in MD trajectories 
separate VSE evaluations are performed labelled with FC 1 and FC 2 as well as POL 1 and POL 2, referring to the 
corresponding conformation depicted in Figure 4 (solvent colors refer to the same pattern as in Figure 2; data points 
for conf. 1 and 2 are shown as squares and triangles, respectively). The linear regressions provide the following 
results in (A): 𝑣̅= (0.22 ± 0.08) F + (1771 ± 3) (PenG FC 1, with R2 = 0.88) and 𝑣̅= (0.18 ± 0.06) F + (1773 ± 3) 
(PenG FC 2, with R2 = 0.91); in (B): 𝑣̅= (0.62 ± 0.03) F + (1799.8 ± 0.7) (PGA and FC 1, with R2 = 0.98) and 𝑣̅= 

(0.41 ± 0.02) F + (1799.8 ± 0.8) (PGA and FC 2, with R2 = 0.98); in (C) 𝑣̅= (0.26 ± 0.07) F + (1775 ± 3) (PenG and 

POL 1, with R2 = 0.93) and 𝑣̅= (0.17 ± 0.06) F + (1775 ± 4) (PenG and POL 2, with R2 = 0.88); in (D): 𝑣̅= (0.63 ± 
0.05) F + (1807.3 ± 1.5) (PGA and POL 1, with R2 = 0.97) and 𝑣̅= (0.39 ± 0.04) F + (1805.7 ± 1.8) (PGA and POL 
2, with R2 = 0.95). 

 

5. Correlation of DFT C=O frequencies with side-chain MD electric fields for PenG and 

PGA in vacuum 

To analyze if PenG’s and PGA’s side-chain groups contribute to the shift of the β-lactam C=O 

stretch via through space electrostatics or through bond effects, we compared gas-phase DFT vibrational 

frequency calculations with MD simulations of the corresponding side-chain electric fields. First, we 

optimized the geometries of the PenG anion and PGA using density functional theory (DFT) at the 

b3lyp/6-311++g(2d,2p) level with the C-C-N-C dihedral restrained between the phenylacetamido group 

and the penam core and then determined the vibrational frequencies of the β-lactam C=O using normal 

mode analysis. The frequencies were scaled by a factor of 0.9679 according to M. P. Andersson and P. 

Uvdal.4 Then, we calculated fixed charge MD trajectories in vacuum with restricted dihedrals of the side 

chains similar to those in the DFT caluculation and extracted the averaged intramolecular electric fields 

exerted on the β-lactam C=O. It should be noted that within the Amber force field intramolecular 

electrostatic interactions are excluded for 1-2 and 1-3 pairs, and 1-4 pair electrostatics are scaled down 

by a factor of 0.833; all further distant pairs are considered via direct electrostatics. As such one must be 

careful when interpreting absolute values of the intramolecular electric fields, which contain considerable 

unphysical (i.e. forcefield-dependent) offsets due these electrostatic cutoffs. Note that PenG, PGA and 

PNM contain slightly different atomic partial charges, which thus leads to molecule specific offsets in 
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absolute intramolecular electric fields (see further discussion below). In the simplest attempt to correct 

for such offsets, we subtracted from the intramolecular electric fields of PenG and PGA the intramolecular 

electric field of PNM (17.2 MV/cm); in this way we are self-consistently accounting for the contribution of 

the penam core in order to obtain side-chain electric fields in the simplest approximation.  

Plotting the DFT C=O frequencies and averaged side-chain electric fields against the restrained 

dihedral angle (Figure S5 A and B), we obtain very similar trends for the PenG anion and PGA. That is, 

the vibrational frequency and fields follow a similar trend spanning a total of ca. 30 cm-1 and ca. 50 

MV/cm, respectively, with minima and maxima at ca. 150 and 330 deg. In Figure S5 C, the DFT C=O 

frequencies are correlated with the side-chain MD electric fields. Interestingly, both molecules show 

linear trends with slopes of 0.62 ± 0.05 and 0.70 ± 0.10 cm-1/(MV/cm) for PenG and PGA, respectively, 

which surprisingly reproduce the Stark tuning rate of the β-lactam C=O within the limitations and accuracy 

of this approach. This indicates that the observed frequency shifts of the β-lactam C=O due the side 

groups of PGA and PenG can be treated within the classical electrostatic approximation of MD 

simulations, i.e. via a through space electric field exerted on the β-lactam C=O. 

 

Figure S5. Correlation of DFT-based β-lactam C=O frequencies with MD-derived average intramolecular 
electric fields (both restrained at specified C-C-N-C dihedrals) for the PenG anion (A) and PGA (B). (A,B): 
Vibrational frequencies of β-lactam C=O are shown on the left y-axis (scaled by factor of 0.9769, see SI 
text); average side-chain MD electric fields exerted the β-lactam C=O shown on x-axis. (C): Correlation 
of DFT C=O frequencies with the average side-chain MD electric fields at corresponding dihedrals results 
in linear trends with 𝑣̅= (0.62 ± 0.05) F + (1776 ± 1) (PenG with R2 = 0.93) and with 𝑣̅= (0.70 ± 0.10) F + 

(1801 ± 1) (PGA with R2 = 0.80). 
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6. Side-Chain Electric Fields on the β-Lactam C=O 

Table S4. Average side-chain electric fields of PNM, PenG, PGA in conf. 1 and 2 for FC and POL MD 
simulations. All side-chain electric fields are reported in reference to PNM’s total intramolecular field (17.2 
MV/cm), to isolate the contributions of the side groups, i.e. the phenyl acetamido chain, the carboxylate, or the 
allyl ester group. To obtain a similar approach for POL MD, where the penam core was one polarization group for 
each of the molecules, we caluclated MD vacuum trajectories of PNM, PenG and PGA and recalculated the 
electric fields with the C=O set as a separate group. This approach did not shift total intramolecular fields of PNM, 
but shifted those of PGA and PenG by -27.7 and -47.7 MV/cm, which were added to the side-chain fields when 
the penam core was one polarization group.  

 Fixed Charge MD Polarizable AMOEBA MD 

Solute/solvent Average 
Intramol. 

Electric Field 
/ MV/cm 

Conf. 1  
Average 
Intramol. 

Electric Field 
/ MV/cm 

Conf. 2  
Average 
Intramol. 

Electric Field 
/ MV/cm 

Average 
Intramol. 

Electric Field 
/ MV/cm 

Conf. 1  
Average 
Intramol. 

Electric Field 
/ MV/cm 

Conf. 2  
Average 
Intramol. 

Electric Field / 
MV/cm 

PNM       

Water (tip3p) -0.7   0   

DMSO 0.1   0   

DMF 0.0   0   

ACN -1.4   0   

THF -1.9   0   

TOL -0.9   0   

DBE -1.2   0   

HEX -0.7   0   

PenG       

Water (tip3p)  -34.4 -15.1  -29.3 1.6 

DMSO  -35.3 -18.7  -30.3 -3.5 

DMF  -36.9 -18.5  -32.3 -1.6 

vacuum  -37.2 -29.8  -35.7 -31.7 

PGA       

Water (tip3p)  -11.8 9.9  -13.1 14.5 

DMSO  -11.9 7.3  -12.5 11.0 

DMF  -11.5 5.3  -13.1 10.5 

ACN  -11.8 3.5  -12.1 11.1 

THF  -10.0 -0.9  -13.6 10.7 

TOL  -11.6 -2.7  -12.7 6.9 

DBE  -12.3 -1.5  -12.4 6.9 

HEX  -12.2 -3.6  -12.5 6.4 
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7. Water models 

For FC MD (Figure S6, Table S5), the observed trend in water model-dependent electric fields 

follows the increasing partial charge (in units of e) on the H atoms from ca. 0.24 (tip5p models; 0.39 for 

tip5p2018) to 0.42 (tip3p models) and 0.52 – 0.56 (tip4p models), which systematically modulates the 

electric field based on Coulombic interactions. Tip7p deviates from this correlation with a partial charge 

of 0.58, which is due to the considerably more complex electrostatics with the virtual site between H and 

O atoms with a charge of ca. -0.46. In addition, the above trend is associated with a shortening of the 

average heavy-atom H-bond distance to the C=O, which decreases by ca. 0.2 Å (Figure S7). This 

shortening leads to a closer proximity and less fluctuations of water’s H atoms relative to the carbonyl O 

atom. Interestingly, tip7p combines these solvation properties, adopting an H position similar to that of 

tip5p, but with a much narrower distribution as observed for tip4p models.  

For POL MD, (Figure S6, Table S5), Amoeba03* yields similar solvent electric fields as the original 

amoeba03 water as only bonded parameters were refined. However, amoeba14 water results in 

increased electric field magnitudes at the β-lactam C=O due to ca. 0.2 Å-shorter and more homogeneous 

H bonds than amoeba03 (see Figure S8). Although iamoeba also yields ca. 0.2 Å-shorter H-bonds, there 

is greater heterogeneity which leads to a decrease in the electric fields as polarization due to induced 

dipoles is not considered in this direct polarization model (in contrast to mutual polarization used in the 

other amoeba models, where induced dipoles contribute to polarization). 

                                   

Figure S6. Effect of different water models on the average solvent (top) and side-chain electric fields 
(bottom) exerted on the β-lactam C=O in FC and POL MD simulations. The water models tip5p (black 
and gray), tip7p (green), tip3p (red colors) and tip4p (blue colors) for PNM as well as PGA and PenG in 
both conformations (“C#”) 1 and 2 are sorted in accordance with the general trend of increasing electric 
fields magnitudes as discussed in the text. Amoeba water models are shown in purple colors.   
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Table S5. Average MD solvent and side-chain electric fields determined in various water models for 
PNM and PenG’s and PGA’s separate conformations, as in Table S3. 

 Fixed Charge/Polarizable AMOEBA MD 

Solute/solvent Partial 
charge on H 

/ e 

Average 
Solvent 
Electric 

Field / MV 
cm-1 

Conf. 1  
Average 
Solvent 
Electric 

Field / MV 
cm-1 

Conf. 2  
Average  
Solvent 
Electric 

Field / MV 
cm-1 

Average 
Intramol. 
Electric 

Field / MV 
cm-1 

Conf. 1  
Average 
Intramol. 
Electric 

Field / MV 
cm-1 

Conf. 2  
Average 
Intramol. 
Electric 

Field / MV 
cm-1 

PenG        

tip5p-ew 0.241  -33.9 -56.4  -33 -11.8 

tip5p 0.241  -35.8 -56.4  -31.9 -11.3 

tip5p-2018 0.394137  -45.6 -69.3  -34.2 -12.8 

tip7p 0.58014 
(-0.45837)a  -49.4 

-69.5  
-33.4 -13.1 

tip3p 0.417  -50.6 -70.9  -34.4 -14.8 

tip3p-fb 0.42422  -57 -80.0  -35.2 -11.4 

tip4p-fb 0.52  -56.3 -80.4  -35.2 -12.9 

tip4p 0.52  -60.6 -80.1  -34 -13.2 

tip4p-2005 0.5564  -61.4 -81.0  -32.9 -12.9 

tip4p-ew 0.52422  -60 -81.3  -34.6 -12.6 

iameboa -  -35.8 -53.7  -24.13 5.2 

amoeba03 -  -58.5 -91.6  -29.3 1.5 

amoeba03* -  -64.8 -94.6  -27.42 1.9 

amoeba14 -  -86.2 -115.4  -27.31 3.37 

PNM        

tip5p-ew 0.241 -49.8   -0.7   

tip5p 0.241 -49.5   -1.0   

tip5p-2018 0.394137 -59.0   -1.8   

tip7p 0.58014 
(-0.45837)a -65.1  

 -0.8   

tip3p 0.417 -68.5   -0.7   

tip3p-fb 0.42422 -71.7   -1.2   

tip4p-fb 0.52 -69.6   -1.5   

tip4p 0.52 -72.6   -1.3   

tip4p-2005 0.5564 -76.0   -0.7   

tip4p-ew 0.52422 -78.6   0.1   

iameboa - -55.6   0   

amoeba03 - -92.7   0   

amoeba03* - -90.8   0   

amoeba14 - -119.3   0   

PGA        

tip5p-ew 0.241  -38.2 -57.6  -12.2 8.3 

tip5p 0.241  -38.3 -58.8  -12.2 7.2 

tip5p-2018 0.394137  -46.4 -69.4  -12.5 7.9 

tip7p 0.58014 
(-0.45837)a  -47.9 

-69.4  
-13.5 7.8 

tip3p 0.417  -49.6 -69.6  -12.7 7.7 

tip3p-fb 0.42422  -55.7 -76.8  -11.2 9.5 

tip4p-fb 0.52  -54.9 -76.4  -13.4 7.8 

tip4p 0.52  -58.2 -76.1  -13 7.7 

tip4p-2005 0.5564  -52.9 -74.7  -13.5 7.1 

tip4p-ew 0.52422  -55.8 -78.3  -13.5 8 

iameboa -  -34.2 -48.4  4.12 27.37 

amoeba03 -  -57.5 -89.3  -7 20.6 

amoeba03* -  -57.6 -86.3  -6.48 19.8 

amoeba14 -  -76.3 -109.9  -6.17 19.73 
a This charge refers to the virtual site located halfway between the O and H atom. 
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Figure S7. Radial distribution functions of water atom positions for FC MD simulations in reference to 
the O atom of the β-lactam C=O groups (i.e. OCO – OW and OCO – HW distances shown on top and 
bottom, respectively, for each case) for PNM, PenG and PGA with the water models shown in the 
legend. (A): Radial distribution functions for PNM. (B,C): Radial distribution functions for PenG’s 
conformations 1 and 2, as labelled. (D): Difference between the radial distributions in B and C. (E,F): 
Radial distribution functions for PGA’s conformations 1 and 2, as labelled. (G): Difference between the 
radial distributions in E and F. 
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Figure S8. Radial distribution functions of water atom positions for POL MD simulations in reference to 
the O atom of the β-lactam C=O groups (i.e. OCO – OW and OCO – HW distances shown on top and 
bottom, respectively, for each case) for PNM, PenG and PGA with the water models shown in the 
legend. (A): Radial distribution functions for PNM. (B,C): Radial distribution functions for PenG’s 
conformations 1 and 2, as labelled. (D): Difference between the radial distributions in B and C. (E,F): 
Radial distribution functions for PGA’s conformations 1 and 2, as labelled. (G): Difference between the 
radial distributions in E and F. 
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8. Comparison of Electrostatic MD parameters for the Penam cores 

Table S6. Charge parameters for PenG, PGA and PNM used in FC MD. 

  PenG PGA PNM 

C charge / e 0.650501 0.651501 0.667501 

O charge / e -0.572501 -0.516501 -0.534501 

 

Table S7. Multipole parameters for PenG, PGA and PNM used in POL MD. 

  PenG PGA PNM 

C charge / e 0.58689 0.57804 0.54137 

 dipole (X) / e bohr -0.24782 -0.19770 -0.25139 

 dipole (Z) / e bohr -0.04286 -0.09096 -0.27306 

 quadrupole (XX) / e bohr2 0.09078 0.03877 -0.13238 

 quadrupole (YY) / e bohr2 -0.45408 -0.33729 -0.25279 

 quadrupole (XZ) / e bohr2 0.00386 -0.00782 -0.03915 

 quadrupole (ZZ) / e bohr2 0.36330 0.29852 0.38517 

     

O charge / e -0.66147 -0.60352 -0.60581 

 dipole (X) / e bohr -0.03378 -0.00785 0.04409 

 dipole (Z) / e bohr -0.17824 -0.16200 -0.17138 

 quadrupole (XX) / e bohr2 -0.18476 -0.26429 -0.20693 

 quadrupole (YY) / e bohr2 0.32031 0.29959 0.39592 

 quadrupole (XZ) / e bohr2 -0.10790 -0.08865 0.19010 

 quadrupole (ZZ) / e bohr2 -0.13555 -0.03530 -0.18899 

 

9. Comparison of Electric Fields from FC force fields, POL force fields and DFT 

 

Figure S10. Excerpt structure obtained from FC MD with average solvent field, containing one PenG 
molecule and 56 water molecules.  

In order to test whether the discrepancy of MD electric fields on PenG’s β-lactam C=O is due to 

electrostatic issues of the 3-point water models, we performed a direct comparison of solvent 

electrostatics based on FC force fields, POL field fields, and DFT (b3lyp/6-311++g**) in the style of a 

similar comparison in proteins5. For this we extracted one frame of the FC MD trajectory of PenG in tip3p 

water, in which the electric field at the β-lactam C=O was closest to the average. From this frame we 

extracted an excerpt containing (a) the PenG molecule and (b) a shell of water molecules within 8 Å 

distance of the C=O’s O atom; in total, this excerpt contained 1 PenG molecule and 56 water molecules 

(Figure S10). Next, we determined the electric fields from this structure using the three methods with the 
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same atomic positions (i.e. without any further optimization). Maintaining the atom positions allows us to 

specifically isolate the differences due to the electrostatic properties of the water molecules with tip3p 

and amoeba03 parameters as well as at the chosen DFT level. We are aware that for a definitive answer 

extensive sampling would be needed to provide a statistically relevant picture. As such, we see this 

comparison as a simple test pointing towards potential, more extensive studies. Using this approach, we 

obtain solvent electric fields of -65 MV/cm, -75 MV/cm and -30 MV/cm from FC force fields, POL field 

fields, and DFT (b3lyp/6-311++g**). As such, we observe that DFT yields solvent fields smaller by |ΔF| 

= 35 – 45 MV/cm than the MD water models tip3p and amoeba03. This difference is in line with the 

overestimated fields in tip3p and amoeba03 water observed in Figure 6 and it is therefore possible that 

averaged DFT electric field (corresponding to an entire MD trajectory) could compensate for the 

discrepancy in water. 
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