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Abstract:  

We have explored the structural factors on the photophysical properties in two rhenium(I) diimine 

complexes in acetonitrile solution, cis,trans-[Re(dmb)(CO)2(PPh2Et)2]+ (Et(2,2)) and cis,trans-

[Re(dmb)(CO)2(PPh3)2]+ ((3,3)) (dmb = 4,4'-dimethyl-2,2'-bipyridine, Ph = phenyl, Et = ethyl) 

using the combination method of time-resolved infrared spectroscopy, time-resolved extended X-

ray absorption fine structure, and quantum chemical calculations. The difference between these 

complexes is the number of phenyl groups in the phosphine ligand, and this only indirectly affects 

the central Re(I). Despite this minor difference, the complexes exhibit large differences in 

emission wavelength and excited-state lifetime. Upon photoexcitation, the bond length of Re-P 

and angle of P-Re-P are significantly changed in both complexes, while the phenyl groups are 

largely rotated by ~20º only in (3,3). In contrast, there is little change in charge distribution on 

the phenyl groups when Re to dmb charge transfer occurs upon photoexcitation. We concluded 

that the instability from steric effects of phenyl groups and diimine leads to the smaller Stokes 

shift of the lowest excited triplet state (T1) in (3,3). The large structural change between the ground 

and excited states causes the longer lifetime of T1 in (3,3). 
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1. Introduction 

    Rhenium(I) diimine biscarbonyl complexes that bear two phosphine ligands with various 

numbers of allyl groups or alkyl groups are widely known as efficient redox photosensitizers in 

photocatalytic systems for CO2 reduction [1-6]. These complexes are good building blocks for 

linear-shaped [7,8] or ring-shaped [9-12] Re(I) multinuclear complexes. Such complexes have 

been used in various applications as photofunctional materials such as light harvesting materials 

[8,13], efficient photosensitizers [9,12], and multielectron storage molecules [10]. A useful 

characteristic of these complexes for these applications is that their photophysical and 

photochemical properties are controllable by varying the number and type of functional groups 

of the two phosphine ligands [4,6]. 

    In general, the redox potentials, absorption, and emission wavelengths in these complexes 

are linearly dependent on the sum of the Tolman's  values, which are an index of the electron 

accepting ability of phosphine ligands [4,6]. There are deviations from these trends when the 

complexes bear different numbers of aryl groups [6]. In particular, the Stokes shifts, which are 

the difference between absorption and emission energies, significantly decrease and the excited 

state lifetimes significantly increase when the complexes bare three aryl groups. These 

characteristics in the complexes bare three aryl groups are favorable for redox photosensitizers. 

In a previous report [6], these deviations were attributed to - interaction between the aryl groups 

of the two phosphine ligands and a diimine ligand. The - interaction is a generic concept that 

includes various interactions from attractive to repulsive forces between aromatic rings [14-17]. 

In the current study we examined the electronic and structural properties of two prototypical 

complexes in the excited-state using time-resolved infrared vibrational spectroscopy (TR-IR), 

time-resolved extended X-ray absorption fine structure (TR-EXAFS), and quantum chemical 

calculations. 

    TR-IR is a powerful tool for studying metal complexes in the excited state [18]. In particular, 

the IR spectra of double bonds such as C=C and C=N stretching vibrational modes in the finger-

print region are good probes for the electronic and structural character of aromatic groups in the 

excited state, for aromatic ligands in metal complexes [19-23], and organic compounds [24-27]. 

There are two major advantages to studying intramolecular interactions in molecules containing 

aromatic groups using TR-IR. One is that a geometry for the lowest excited triplet state (T1) can 

be determined in combination with quantum chemical calculations [20-23]. This is because T1 is 

the lowest triplet state so optimized geometries can be calculated without considering 

configuration interactions or having to use time-dependent density functional theory (TD-DFT). 

This was confirmed using prototypical [Ru(bpy)3]2+ and its ligand- and isotope-substituted 

complexes [20,23]. The other major advantage is that correlations between photophysical 

properties and structural dynamics can be derived from temporal evolutions of TR-IR spectra [19, 
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21, 24-27]. The wavenumber and intensity of vibrational modes including double-bond vibrations 

are sensitive to the bond order and structure. Variations in bond order and structure can therefore 

be traced after photoexcitation in real-time. Using this method, we revealed that inter- and intra-

molecular interactions between aromatic groups play an important role for photophysical 

properties such as photoinduced phase transition materials [19, 24, 25], photoactive liquid crystals 

[26], and thermally-activated delayed fluorescence materials [27]. 

    The lowest photoexcited state in Re(I) diimine complexes is the metal-to-ligand charge 

transfer (MLCT) state. Thus, the positions of atoms adjacent to the central Re(I) atom are key for 

understanding the structural dynamics upon photoexcitation. EXAFS is one of the best methods 

to determine the positions of atoms adjacent to metal atoms [28,29]. It has recently become 

possible to measure TR-EXAFS of a metal complex in solution in sub-nanosecond time resolution 

with high sensitivity comparable to that of TR-IR [30-36]. TR-EXAFS provides complementary 

information to TR-IR on the structure of metal complexes. This is because TR-IR spectra above 

1000 cm–1 are sensitive to vibrations within ligands but not to vibrations between a central metal 

atom and ligands. 

    In this study, we focus on two Re(I) diimine biscarbonyl complexes that have very different 

photophysical properties despite their similar molecular structures. One is cis, trans-

[Re(dmb)(CO)2(PPh2Et)2]+[PF6]– (dmb = 4,4'-dimethyl-2,2'-bipyridine, Ph = phenyl, Et = ethyl) 

(Et(2,2), Figure 1a) and the other is cis, trans-[Re(dmb)(CO)2(PPh3)2]+[PF6]– ((3,3), Figure 1b). 

According to the previous report [6], the absorption wavelengths of Et(2,2) and (3,3) to 1MLCT 

(metal-to-ligand charge-transfer state) are almost the same at 403 and 402 nm, respectively. 

However, their emission wavelengths from 3MLCT are very different at 622 and 600 nm, 

respectively. This indicates that the Stokes shift of (3,3), 8200 cm–1, is significantly smaller than 

that of Et(2,2), 8700 cm–1. The lifetime of 3MLCT of (3,3) is 1280 ns, which is more than twice 

as long as that of Et(2,2) at 646 and 203 ns (dual emission). The higher energy (because of the 

small Stokes shift) and longer lifetime of 3MLCT of (3,3) should make (3,3) a better redox 

photosensitizer than Et(2,2). 

    To explore the difference in photophysical properties between Et(2,2) and (3,3) in terms of 

excited-state character, we measured TR-IR spectra in the wavenumber range from 1000 to 2200 

cm–1 and carried out spectral simulations using DFT calculations. To confirm the assignments of 

vibrational modes, we carried out measurements on deuterated (3,3) in which all hydrogen atoms 

of phenyl groups were replaced by deuterium ((3D, 3D), Figure 1c). We measured TR-EXAFS 

under almost the same conditions as the TR-IR measurements, and analyzed the positions of 

atoms adjacent to Re(I). We discuss in detail the electronic and structural character based on 

geometries confirmed by TR-IR and TR-EXAFS. We found little difference in the electronic 

properties but a large difference in the excited-state structures between Et(2,2) and (3,3), which 
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should cause the difference in photophysical properties. 

 

2. Experimental 

2.1. Materials. All complexes were synthesized according to a previous report [6]. 

 

2.2. Instrumentation. Detailed procedures of steady-state IR and TR-IR measurements are 

reported elsewhere [18,23]. The steady-state IR spectra were measured by a Fourier-transform 

infrared (FT-IR) spectrometer (Shimadzu Prestage-21). KBr pellets for FT-IR measurements were 

prepared from 1.0 mg of sample and 150 mg of KBr powder. TR-IR spectra were acquired by a 

purpose-built system based on the pump-probe method, using a femtosecond Ti:sapphire chirped 

pulse amplifier (Spectra Physics Spitfire Ace, pulse duration = 120 fs, wavelength = 800 nm, 

repetition rate = 1 kHz). The pump pulse (wavelength = 400 nm, fluence at sample position = 7 

mJ/cm2) was generated using the second harmonic generation of part of the amplifier output. The 

tunable probe pulse (wavenumber range = 1000–4000 cm–1, bandwidth = 150 cm–1) was obtained 

by an optical parametric amplifier equipped with a crystal for difference frequency generation 

(Lighconversion, TOPAS-Prime). The pump and probe pulses were irradiated on an infrared flow 

cell with BaF2 windows (optical path length = 0.1 or 0.5 mm). The polarizations of the pump and 

probe pulses on the flow cell were set to the magic angle using half wave plates for visible and 

mid-infrared wavelengths to avoid the effect of rotational relaxation. The spectrum of each probe 

pulse after passing through the flow cell was recorded by a mercury-cadmium-tellurium (MCT) 

infrared linear array system (Infrared Systems Development FpAS-64166-D). TR-IR spectra were 

obtained by averaging the difference between those with and without the pump pulse using an 

optical chopper synchronized with the pump pulse. The wavenumber resolution was 1–3 cm–1, 

which depends on wavenumber because of the linearity of polychromator. The accuracy of the 

wavenumber was calibrated by comparing to the spectrum of a polystyrene film to within 2 cm–

1. Typical samples for TR-IR measurements were 3 mM acetonitrile solutions, which were 

bubbled with nitrogen gas before and during each measurement. All measurements were carried 

out at room temperature. 

    TR-EXAFS experiments with the pump-probe method were conducted at the AR-NW14A 

beamline in the Photon Factory Advanced Ring (PF-AR) [37]. The pump pulse (wavelength = 

343 nm, fluence at sample position = 6 mJ/cm2) was generated by the third harmonic generation 

of a femtosecond Yb fiber laser (Amplitude Tangerine). TR-EXAFS spectra were collected in 

fluorescence mode using a plastic scintillation detector. To measure the spectral change by the 

laser excitation precisely, the fluorescence X-ray signals before and after laser excitation were 

measured by gated integrators synchronized with the laser pulse (397 kHz). The sample (5 mM 

acetonitrile solution) was circulated using a diaphragm pump to reduce radiation damage by the 
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laser and X-ray, and was shaped to a stable 450-m-thick jet using a stainless steel nozzle. 

 

2.3. Quantum chemical calculations. All quantum chemical calculations were performed using 

the Gaussian16 software package [38]. The geometries of the ground state (S0) and T1 were 

optimized by DFT calculation using the mPW1PW91 functional and the LanL2DZ basis set. 

Solvent effects of acetonitrile were considered using the conductor-like polarizable continuum 

model. The IR vibrational spectra of S0 and T1 were simulated on the basis of the optimized 

geometries, and difference spectra corresponding to experimental TR-IR spectra were obtained 

by subtracting the S0 spectra from the T1 spectra. To fit the calculated spectra to the experimental 

spectra, we considered the bandwidth = 10 cm–1 and a scaling factor = 0.97 for vibrational modes 

at wavenumbers less than 1650 cm–1 [20] and a scaling factor = 1.02 for CO stretching vibrational 

modes ranging from 1750 to 2050 cm–1 [39]. To discuss changes in charge distribution upon 

electronic transition by photoexcitation, we performed TD-DFT calculations and obtained natural 

transition orbitals (NTOs) [40]. 

 

3. Results and Discussion 

3.1. Experimental and calculated spectra and vibrational mode assignments 

    Figures 2a and 2c show the FT-IR spectra and Figures 2b and 2d show the calculated spectra 

of Et(2,2) and (3,3), respectively. The intensities less than 1650 cm–1 are shown enlarged for 

clarity. The FT-IR and calculated spectra are in good agreement with each other for both 

complexes, so we assigned the observed vibrational bands to the normal vibrational modes 

obtained by the calculations. The colors indicate the ligand at which the vibrations of each 

vibrational mode are mainly localized, judging from the view of the vibrational mode obtained 

by the calculations (Figure S1–S4). Peaks in blue, green, red, and gray are mainly localized at CO, 

dmb, Ph, and Et, respectively. Roughly speaking, the bands at 1850–1950 cm–1 are assigned to 

CO stretching vibrational modes while those at <1650 cm–1 are assigned to dmb and Ph. 

    Figures 3a and 3c show the TR-IR spectra at 100 ps of Et(2,2) and (3,3), respectively, and 

Figures 3b and 3d show their corresponding calculated spectra. These spectra show the difference 

in absorbance (abs) spectra between the ground and excited states. Upward and downward bands 

are assigned to vibrational transitions in the excited (transient absorption band) and ground states 

(bleach band), respectively. The TR-IR and calculated spectra are also in good agreement with 

each other for both complexes, so it is reasonable to discuss the character of T1 based on these 

calculations. In the same manner as above, we assigned the bands to normal vibrational modes 

and the colors indicate the same groups as those for the FT-IR results. There are two distinctive 

features in these spectra. One is that the wavenumbers of bands assigned to CO (indicated by 

blue) are increased by 40–70 cm–1 compared with the corresponding bleach bands. These blue 
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shifts are well known and indicate that the charge at Re is reduced by the charge transfer from Re 

to dmb upon photoexcitation, and the C-O bands are strengthened by a decrease in  back-

donation from Re [41-44]. The other distinctive feature is that almost all bands at wavenumber 

<1650 cm–1 (indicated by green) except that at 1100 cm–1 (indicated by red) are assigned to 

vibrational modes of dmb, which is largely different from the ground state spectra. This feature 

strongly indicates that charge variations by the charge transfer occur mainly on dmb. This 

speculation is supported by the NTO analysis from DFT calculations, which is described later. 

    To confirm our vibrational mode assignments, we measured the TR-IR spectra and carried 

out spectral simulations of (3D,3D). The measured and calculated results are shown in Figure 4a 

and 4b, respectively. The normal mode vibrations assigned to Ph are strongly localized in Ph 

(Figure S4), so the deuteration of Ph only affects the vibrations in Ph. The overall features of both 

the measured and calculated spectra are almost the same as those of (3,3) (Figure S5), indicating 

that there are few bands assigned to vibrational modes localized in Ph. However, carefully 

comparing the spectra of (3,3) in Figure 3c and (3D,3D) in Figure 4a reveals that the shapes of 

the bands assigned to Ph (indicated in red at approximately 1100 cm–1 in Figure 3c) are different. 

To show this difference more clearly, the TR-IR spectra of (3,3) and (3D,3D) are compared in the 

range from 1085 to 1130 cm–1 in Figure 4c. Although there is little difference in spectral shape at 

1100–1120 cm–1, the transient absorption and bleach bands at 1085–1100 cm–1 are only observed 

in (3,3). This indicates that these bands are assigned to vibrations localized in Ph. This result 

strongly suggests that the bands at 1085–1100 cm–1 are a good probe for changes in the character 

of Ph upon photoexcitation. 

 

3.2. Temporal evolutions of TR-IR spectra 

    Temporal evolutions of TR-IR are useful for understanding the electronic and structural 

character of ligands in photoexcited states. We measured temporal evolutions of the TR-IR spectra 

of Et(2,2) and (3,3) in three wavenumber regions where typical bands assigned to each ligand are 

located: 1825–2050 cm–1 for CO (Figure 5), 1180–1260 cm–1 for dmb (Figure 6), and 1075–1120 

cm–1 for Ph (Figure 7). In each figure, (a) and (b) show data of Et(2, 2) and (3, 3), respectively. 

The effects of rotational relaxation on the spectra were canceled by the magic angle configuration. 

    In Figures 5a and 5b, the two bleach bands show little spectral change up to 100 ps, whereas 

the transient absorption bands show slight blueshift and bandwidth narrowing within 10 ps. These 

trends in spectral evolution are almost the same as those in Figures 6a and 6b. On the basis of the 

spectral simulations obtained by the quantum chemical calculations, the bands in Figures 5 and 6 

are assigned to the vibrations purely localized on CO and dmb, respectively. Except for the slight 

blueshift and narrowing, which result from vibrational relaxation in the excited states [41], the 

large wavenumber shifts of these transient absorption bands from those in the ground state occur 
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less than 1 ps after photoexcitation. This indicates the charge transfer from Re to dmb occurs 

immediately after photoexcitation. No change in bleach bands up to 100 ps indicates that there is 

no relaxation process to the ground state up to100 ps. 

    In contrast, the temporal evolutions of bands in Figure 7 are very different from those in 

Figures 5 and 6. On the basis of the calculations, vibrational bands in this region largely contain 

vibrations of Ph. Ph therefore has different dynamics from the other ligands in the early process 

after photoexcitation. The band at 1100 cm–1 in Figure 7a, which consists of normal vibrational 

modes strongly localized on Ph, increases gradually from 1 to 100 ps though it starts at a negative 

value because of overlapping with a bleach band. The band at 1100 cm–1, which consists of 

vibrational modes of both dmb and Ph, also increases gradually from 1 to 30 ps after the sudden 

increase at 1 ps. In Figure 7b, the temporal behaviors of the bands are almost the same as those 

in Figure 7a, except that the overlapping between the transient absorption band and bleach band 

is much larger in the range from 1087 to 1097 cm–1. 

    To show the different dynamics of each ligand clearly, we plot the intensities of typical bands 

at 1971–1976 cm–1 for CO (blue squares), at 1212–1214 and 1214–1217 cm–1 for dmb (green 

squares), and at 1098 and 1093 cm–1 for Ph (red squares), as a function of delay time in Figures 

8a and 8b for Et(2,2) and (3,3), respectively. The intensities of the bands for CO and dmb were 

estimated by fitting to Gaussian functions to cancel the effects of the blueshift and narrowing. For 

the intensities of the bands for Ph, the Abs at 1198 cm–1 for Et(2,2) and the Abs at 1193 cm–1 

for (3,3) were simply plotted because it is difficult to extract one band from the experimental 

spectra consisting of several transient absorption and bleach bands. For all three plots, the 

intensities change greatly less than 1 ps after photoexcitation followed by a gradual increase over 

10 ps for CO and dmb and over 50 ps for Ph. The time constants of these gradual increases were 

estimated using a single exponential function. The estimated time constants for Et(2,2) in Figure 

8a are 1.2 ± 0.1 ps for CO, 2.0 ± 0.1 ps for dmb, and 30.8 ± 1.4 ps for Ph, and those for (3,3) in 

Figure 8b are 1.2 ± 0.1 ps for CO, 3.7 ± 0.3 ps for dmb, and 25.2 ± 0.7 ps for Ph. These results 

strongly indicate that phenyl groups in the phosphine ligands in both complexes do not undergo 

structural changes immediately after charge transfer from Re to dmb by photoexcitation. Rather, 

it takes more than 20 ps for their structural changes to occur after charge transfer. 

 

3.3. TR-EXAFS determination of atomic displacements adjacent to Re atom 

    To determine directly the positions of atoms adjacent to the central Re(I) atom, we measured 

TR-EXAFS of (3,3) at the Re-LIII absorption edge. Details of the analysis can be found in the 

supporting information. For S0 and T1, EXAFS spectra weighted by k3 (k: wavenumber) and their 

Fourier-transformed (FT) spectra are shown in Figure 9a–d. The EXAFS spectrum of T1 was 

measured at 100 ps after photoexcitation in which the movement of the ligands subsided. In the 



9 
 

FT spectra of both S0 (Figure 9b) and T1 (Figure 9d), a dominant contribution at ∼1.0–2.3 Å is 

attributed to the first nearest neighbor (NN) of the Re-C in CO, the Re-N in dmb, and the Re-P in 

PPh3. The feature appearing at ∼2.3–3.2 Å results from contributions from the second NN of the 

Re-C in dmb and the Re-O in CO, and the multiple scatterings in dmb and CO. To investigate the 

local molecular structures around the Re atom in more detail, curve-fitting analysis was performed. 

The R range employed in the curve-fitting analysis was Δ R ≈ 1–3.2 Å. Fitting results are shown 

in Figure 9 as dotted lines. The bond lengths of the first NN obtained from the EXAFS analysis 

are listed in Table 1 together with those obtained by the DFT calculations from the TR-IR analysis. 

These values are in good agreement with each other. Also, the values for S0 are very close to those 

in a single crystal obtained by X-ray diffraction analysis [6]. These results strongly indicate that 

the optimized geometries by DFT calculations are highly reliable. 

    The differences in bond length between S0 and T1 are qualitatively explained by the fact that 

T1 is the MLCT state. Charge transfer from Re to dmb decreases the charge on Re and increases 

that on dmb. The bonds between Re and CO and between Re and dmb have d- interaction as 

well as coordination bond whereas that between Re and a phosphine ligand has only coordination 

bond. A decrease in charge on Re decreases the d- interaction in Re-C bond between Re and CO 

(a decrease in -back donation) and increases the bond length between Re and C. The bond 

between Re and dmb undergoes an increase in charge on dmb in addition to a decrease in charge 

on Re; thus, the d- interaction somewhat increases and the bond lengths between Re and N 

increase. In contrast, the bond length between Re and P increase by a decrease in charge on Re 

because the bond between Re and a phosphine ligand has no d- interaction. 

 

Table 1. Bond lengths and mean-square displacements σ2 in S0 and T1 obtained by the EXAFS 

fitting in (3,3), and calculated values obtained by the DFT calculations. 

 

bond S0 

 

T1 

length (Å) σ2 (Å2) 

 

length (Å) σ2 (Å2) 

calc. EXAFS EXAFS 

 

calc. EXAFS EXAFS 

Re−C1 1.89 1.86(2) 0.008(2) 

 

1.96 1.95(2) 0.016(13) 

Re−C2 1.89 1.86(2) 0.008(2) 

 

1.90 1.89(2) 0.016(13) 

Re−P1 2.51 2.41(2) 0.004(2) 

 

2.56 2.54(2) 0.005(3) 

Re−P2 2.51 2.41(2) 0.004(2) 

 

2.56 2.54(2) 0.005(3) 

Re−N1 2.16 2.13(5) 0.004(4) 

 

2.14 2.11(2) 0.001(1) 

Re−N2 2.15 2.13(5) 0.004(4) 

 

2.05 2.03(2) 0.001(1) 

 

3.4. NTOs and geometries in S0 and T1 
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   The calculated difference spectra between T1 and S0 are in good agreement with the TR-IR 

spectra and also the optimized geometries are confirmed by the TR-EXAFS spectra. The 

optimized geometries in S0 and T1 are therefore sufficiently reliable for further discussion on 

molecular orbitals and molecular structures. Figure 10 shows NTOs in S0 and T1 for Et(2, 2). 

NTOs were calculated by TD-DFT based on the optimized geometries, and they express the 

variation in charge distribution upon transition [40]. For both S0 and T1 geometries, the highest 

occupied NTO (HONTO) is distributed mainly at Re and slightly at CO and dmb, whereas the 

lowest unoccupied NTO (LUNTO) is distributed mainly at dmb and slightly at CO but little at Re. 

This variation in orbital distribution indicates that charge at Re transfers to dmb, which agrees 

well with T1 being assigned to the 3MLCT state. In contrast to CO and dmb, NTOs are little 

distributed at Ph and there is almost no change in orbital distribution between the HONTO and 

LUNTO, indicating that phenyl groups do not undergo changes in charge distribution. These 

results explain why the structural change of phenyl groups occurs more slowly than charge 

transfer from Re to dmb after photoexcitation (described above). The phenyl groups are 

electronically isolated through the C-P-Re bond, so they are relocated by weak interactions with 

dmb and/or CO, which can be regarded as - interactions. This process should take several tens 

picoseconds using the analogy for the reorientation of surrounding solvent molecules. This 

mechanism also applies in (3, 3) because the HONTO and LUNTO are almost the same as those 

of Et(2, 2), as shown in Figure 11. 

    We now compare the optimized geometries between S0 and T1. For Et(2, 2), there are two 

geometries that have slightly different energies: one geometry has both Et groups on the same 

side (cis-Et(2, 2) in Figure 12) and the other geometry has one Et on either side (trans-Et(2, 2) in 

Figure 13). In these figures, the lower and upper geometries are S0 and T1, respectively. These 

geometries correspond to two of the conformers in the previous report [6], and they can be verified 

by comparing their calculated spectra with TR-IR spectra. The calculated difference spectra of 

these two geometries are almost the same, as shown in Figure S6. Thus, the predominant geometry 

in solution cannot readily be determined from the TR-IR spectra. The energy difference between 

these geometries is very small: 0.0069 eV in S0 and 0.0207 eV in T1, but the potential barrier 

between the two geometries should be much larger considering the reaction path. According to 

the previous report [6], the barrier heights are around 10 kJ/mol, which is much higher than the 

energy at room temperature (~2.5 kJ/mol). Thus, these two geometries are not likely to exchange 

at room temperature. 

    Figure 14 shows the optimized geometries in S0 (lower) and T1 (upper) for (3, 3). Tables S1 

and S2 summarize structural parameters obtained from the calculations for Et(2, 2) and (3, 3), 

respectively. When the geometrical changes from S0 to T1 are considered, the common features 

in structural change between Et(2, 2) and (3, 3) are the elongation of Re-P bonds (0.05 Å in 
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Et(2, 2) and 0.05 Å in (3, 3)) and the reduction of P-Re-P angle (–4.6º in Et(2, 2) and –8.1º in 

(3, 3)). These structural changes should occur immediately after photoexcitation because P is 

coordinated directly to Re and Re is oxidized by the charge transfer from Re to dmb upon 

photoexcitation. Similar structural changes are reportedly observed in the dimer consisting of the 

same Re complex units [21]. The structures of CO and dmb are little changed by the charge 

transfer because the double or triple bonds in these ligands are stronger than P-Re. The electronic 

states of these ligands are largely changed by charge transfer because large spectral changes are 

observed immediately after photoexcitation. 

    In addition to these common features in structural change between Et(2, 2) and (3, 3), the 

rotations of phenyl groups on the C-P axis are different between Et(2, 2) and (3, 3). As shown in 

Tables S1 and S2, the phenyl groups are rotated by 1º or 2º in Et(2,2) and by 16–27º in (3, 3), with 

respect to the ground state angles. The intensities of vibrational bands assigned to Ph increase 

more slowly than the other bands, so these rotations occur much later after the charge transfer 

upon photoexcitation. There is little change in charge distribution in the phenyl groups upon 

photoexcitation, indicating that there is little change in electronic interaction of the phenyl groups 

with other ligands. Thus, these structural changes occur not by direct change in electronic states 

by the charge transfer but by indirect change induced by the elongation of Re-P bonds. 

 

3.5. Correlation between photophysical properties and excited state structures 

    According to the report [6], there are two characteristics of photophysical properties in (3,3) 

compared with (2,2) and other complexes: 

(1) The Stokes shift of (3,3) is much smaller than that of Et(2,2), 

(2) The lifetime of T1 in (3,3) is much longer than that in Et(2,2). 

Our experiments and calculations revealed the following characteristics in terms of electronic 

state and molecular geometry:  

(i) Charge transfer occurs only in the plane consisting of Re, CO, and dmb, and has no direct 

effect on Ph, 

(ii) Only Ph undergoes structural change slowly (25–30 ps) after photoexcitation. 

Therefore, phenyl groups in the phosphine ligands show different behavior upon photoexcitation, 

and this behavior is expected to originate from indirect interactions. 

    The next question is how these experimental observations explain the difference in 

photophysical properties. Regarding characteristic (1), the quantum chemical calculations of T1, 

which are well supported by TR-IR and TR-EXAFS, effectively reproduce this characteristic as 

shown in the energy diagram in Figure 15. This means that the calculations include the origin of 

this characteristic. Close inspection of the distances among the functional groups in the filling 

models obtained from the calculations (Figure 16) shows that the phenyl group above dmb in 
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Et(2,2) is more parallel to the dmb plane than that in (3,3). This is probably because the phenyl 

groups in (3,3) are so crowded that they are rotated to avoid steric repulsions. This rotation reduces 

the attractive - interaction between the phenyl group and dmb in (3,3) and increases the 

repulsive force among the phenyl groups and dmb. This is why T1 in (3,3) is higher in energy than 

that in Et(2,2). Figure 17 shows schematic potentials depicting this situation. The crowded phenyl 

groups in (3,3) create the shallow potential because of steric repulsion, which makes the phenyl 

groups readily rotate. The deeper potentials because of the non-crowded phenyl groups in Et(2,2) 

restrict the rotation of phenyl groups. This difference in potential also explains why the Stokes 

shift of (3,3) is smaller than that of Et(2,2). 

    Regarding characteristic (2) requires considering how the lifetime of T1 is determined in 

these complexes. In general, a lowest triplet excited state has a very long lifetime of more than a 

millisecond because of spin forbidden transition. The main relaxation paths to the ground state in 

these types of metal complexes are direct relaxation from T1 to S0 potentials unless another excited 

state exists that is close in energy to T1. This type of non-radiative relaxation was studied semi-

quantitatively by Engleman and Jortner [45]. They derived a simple law named the "energy gap 

law": The relaxation rate is determined by the overlap between wavefunctions of the excited and 

ground state potentials at the same energy level (Franck-Condon factor). Roughly speaking, a 

larger energy gap between two potentials gives a smaller Franck-Condon factor and a smaller 

relaxation rate if the equilibrium positions of the two potentials are close (Figure 18a). A larger 

difference in equilibrium position gives a larger Franck-Condon factor and a larger relaxation rate 

if the energy gap is the same (Figure 18b). However, these simple predictions are not reasonable 

for a molecule in which there is a large difference in molecular structure between the ground and 

excited states such as in our complexes. Particularly the assumption described in Ref. [45]: "We 

assume that the normal modes and their frequencies are the same in the two electronic states 

except for displacements in the origins of the normal coordinates.", is not valid for a complex that 

undergoes a large structural change upon photoexcitation such as (3,3). This deviation from the 

simple model is known as the Duschinsky effect [46, 47]. Nevertheless, quantitative estimation 

of this effect is difficult for a complicated system such as in our complexes, so here we consider 

it qualitatively. If the normal coordinate of T1 is largely different from that of S0, the Franck-

Condon factor becomes small, as shown schematically in Figure 18c. The energy gap law 

considering this effect can explain characteristic (2). While the structural change between T1 and 

S0 in (3,3) is large, that in (2,2) is small. Thus, the total Franck-Condon factor in (3,3) is smaller 

than that in (2,2), so the lifetime of T1 in (3,3) becomes longer than that in (2,2). This situation is 

the same as that for the dimer consisting of the same Re complex units we reported previously 

[21]. 
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4. Summary 

    We investigated the photophysical properties of two phenylphosphine Re(I) diimine 

biscarbonyl complexes, one bearing two phenyl groups and one ethyl group, Et(2,2), and the other 

baring three phenyl groups, (3,3), in one phenylphosphine ligand. The different photophysical 

properties of these two complexes cannot be explained solely by the electron accepting ability of 

the phosphine ligands. Thus, we compared their excited state dynamics using the combination 

method of TR-IR, TR-EXAFS, and DFT calculations. Their TR-IR spectra are effectively 

reproduced by the DFT calculations, assuming that the ground and excited states are the lowest 

singlet (S0) and lowest triplet (T1) states, respectively. Normal vibrational mode analyses were 

carried out based on the calculations and comparison to spectra of a deuterated complex. The 

temporal evolutions of TR-IR spectra indicate that the phenyl groups undergo structural change 

more slowly (by ~20–30 ps) than the other ligands (<1 ps). The positions of atoms adjacent to Re 

were determined by TR-EXAFS, which are consistent with the geometries obtained by the DFT 

calculations. 

    The natural transition orbital analysis indicates that photoexcitation induces charge transfer 

from Re to the diimine ligands but no change in charge at the phenyl groups. From the optimized 

geometries of S0 and T1, the bond length of Re-P and the angle of P-Re-P are changed to a similar 

degree in both complexes, while the phenyl groups are largely rotated by 16–21º only in (3,3). 

These results indicate that that displacements of phenyl groups occur indirectly via steric 

interaction among the aromatic groups, phenyl groups, and diimine. We therefore concluded that 

the triplet excited state in (3,3) being located higher in energy than that in Et(2,2) originates from 

the steric instability; this is because of the congestion of the phenyl groups in (3,3). The longer 

lifetime of (3,3) is attributed to the reduced non-radiative relaxation from the smaller overlap of 

wavefunctions between S0 and T1 because of the large displacements of phenyl groups, which is 

a special case of the energy gap law. This correlation between photophysical properties and 

structural dynamics indicates that photophysical properties in metal complexes can be controlled 

by carefully placing ligands while considering their steric interactions. In addition, our study 

shows that the combination method of TR-IR and TR-EXAFS makes it possible for us to explore 

photophysical and photochemical properties in metal complexes in terms of excited-state 

structure.  
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Figure captions 

Fig. 1. Molecular structures of (a) cis, trans-[Re(dmb)(CO)2(PPh2Et)2]+ (Et(2,2)), (b) cis, trans-

[Re(dmb)(CO)2(PPh3)2]+ ((3,3)), and (c) deuterated (3,3) ((3D, 3D)). 

 

Fig. 2. Steady-state observed and calculated spectra of Et(2,2) and (3,3): (a) FT-IR spectra and (b) 

calculated IR spectra of the S0 state of Et(2,2), (c) FT-IR spectra and (d) calculated IR spectra of 

the S0 state of (3,3). The colors indicate the ligand on which the vibrations are predominantly 

localized: blue = CO, green = dmb, and red = Ph. 

 

Fig. 3. Time-resolved observed and calculated spectra of Et(2,2) and (3,3): (a) TR-IR spectra and 

(b) calculated difference IR spectra between the T1 and S0 states of Et(2,2), (c) TR-IR spectra and 

(d) calculated difference IR spectra of the T1 and S0 states of (3,3). The colors indicate the ligand 

on which the vibrations are predominantly localized: blue = CO, green = dmb, and red = Ph. 

 

Fig. 4. (a) TR-IR spectra and (b) calculated difference IR spectra between the T1 and S0 states of 

(3D,3D). (c) Comparison of the TR-IR spectra of (3,3), black line, and (3D,3D), red line. 

 

Fig. 5. Temporal evolutions of the TR-IR spectra of (a) Et(2,2) and (b) (3,3) in the CO stretching 

vibrational mode region. 

 

Fig. 6. Temporal evolutions of the TR-IR spectra of (a) Et(2,2) and (b) (3,3) in the region in which 

dmb vibrational modes are located. 

 

Fig. 7. Temporal evolutions of the TR-IR spectra of (a) Et(2,2) and (b) (3,3) in the region in which 

Ph and dmb vibrational modes are located. 

 

Fig. 8. Temporal profiles of the intensity estimated by fitting using a Gaussian function for bands 

assigned to CO (blue) and dmb (green), and of the absorbance change (abs.) at the position 

mainly assigned to Ph (red) in (a) Et(2,2) and (b) (3,3). See the text for details of the estimations. 

 

Fig. 9. EXAFS of the S0 (a) and T1 (c) states, and Fourier-transformed (FT) EXAFS of the S0 (b) 

and T1 (d) states of (3,3). The EXAFS of the T1 state is derived by eq. (1) in the supporting 

information, with the EXAFS of the S0 state shown in (a), 1.4% of the fraction for T1 at τ = 100 

ps, and the transient EXAFS difference at 100 ps. In (a) and (c), the windows are for the Fourier 

transformation, and EXAFS data and their fitting results are indicated by the blue lines and orange 
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dotted lines, respectively. In (b) and (d), the windows are for the EXAFS fitting analysis. The 

experimental data of the real and imaginary parts of FT EXAFS are indicated by the blue and 

light-blue lines, respectively. The fitting results for the real and imaginary parts of FT EXAFS are 

indicated by the blue and light-blue dotted lines, respectively. 

 

Fig. 10. Natural transition orbitals for the S0 and T1 states of Et(2,2). 

 

Fig. 11. Natural transition orbitals for the S0 and T1 states of (3,3). 

 

Fig. 12. Optimized geometries of the S0 and T1 states of cis-Et(2,2). 

 

Fig. 13. Optimized geometries of the S0 and T1 states of trans-Et(2,2). 

 

Fig. 14. Optimized geometries of the S0 and T1 states of (3,3). 

 

Fig. 15. Energy diagrams of the S0, S1, and T1 states of Et(2,2) and (3,3). Observed values were 

estimated from the absorption and emission wavelengths. Calculated emission values were 

obtained by TD-DFT calculations using the optimized geometry of the T1 state. Calculated Stokes 

shift values are difference between the observed absorption and calculated emission values. 

 

Fig. 16. Filling models of optimized geometries of Et(2,2) and (3,3). 

 

Fig. 17. Schematic potentials of (3, 3) with crowded phenyl groups and Et(2, 2) with non-crowded 

phenyl groups. 

 

Fig. 18. Schematic Frank-Condon factors in three different configurations between the ground 

and excited states: (a) same equilibrium position in the same normal coordinate, (b) different 

equilibrium position in the same normal coordinate, (c) two potentials located in different normal 

coordinates. 
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Figure 3. 
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Figure 4. 
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Figure 5. 
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Figure 6. 
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Figure 7. 
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Figure 8. 
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Figure 9. 
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Figure 10. 

 

 

  



31 
 

Figure 11. 

 

 

  



32 
 

Figure 12. 
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Figure 13. 
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Figure 14. 
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Figure 15. 
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Figure 16. 
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Figure 17. 
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Figure 18. 
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Figure S1. Typical normal vibrational modes of S0 in cis-E(2,2). 
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Figure S2. Typical normal vibrational modes of T1 in cis-E(2,2). 
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Figure S3. Typical normal vibrational modes of S0 in (3,3). 
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Figure S4. Typical normal vibrational modes of T1 in (3,3). 

 

 



44 
 

Figure S5. Comparison of TR-IR spectra of (3,3) and (3D,3D). 
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Figure S6. Comparison of observed FT-IR and TR-IR spectra of (a) Et(2,2) with the calculated 

spectra of the (b) cis- and (c) trans-Et(2,2) geometries. 
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Table S1. Selected bond lengths and dihedral angles in the optimized geometries of S0 and T1 in 

cis-Et(2,2). Atom labels are shown in the schematic below. 
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Table S2. Selected bond lengths and dihedral angles in the optimized geometries of S0 and T1 in 

(3,3). Atom labels are shown in the schematic below. 
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Details of EXAFS Analysis  

    The wavenumber (k) ranges in the Fourier transformation were 3 to 12 Å–1, as shown in the 

windows in Figure 14a and 14c. The Fourier transformed EXAFS functions 𝑘ଷ ൈ 𝑓ሺ𝑘ሻ of the S0 

and T1 states at 100 ps are shown as lines in Figure 14b and 14d. The curve-fitting analysis was 

performed in R space using the single scatterings from the first nearest neighbor (NN) (Re-C in 

CO, Re-N in dmb, and Re-P in PPh3), the single scatterings from the second NN (Re-C in dmb 

and Re-O in CO), and the multiple scatterings in dmb and CO. The R range employed in the 

curve-fitting analysis was ∆R ∼1–3.2 Å, as shown in the windows in Figure 14b and 14d. The 

scattering amplitudes and phase shifts were calculated by the FEFF 6 code [1] from the DFT 

orientations. Throughout the curve-fitting analysis, the parameters of the coordination numbers 

were held constant at the same values as the composition formula. For both S0 and T1, an energy 

origin for EXAFS (𝐸଴) was determined to be 10533 eV from the inflection point obtained by the 

first derivative of the Re-LIII absorption edge of the S0 spectrum. For all scattering paths in S0 

and T1, the same amplitude reduction factor (𝑆଴
ଶ) and energy shift (∆𝐸଴) from 𝐸଴ were applied. 

The bond length of each scattering path was expressed by an expansion factor (𝛼) and half path 

distance (𝑟𝑒𝑓𝑓) from the DFT orientation as 𝛼 ൈ 𝑟𝑒𝑓𝑓. For the scattering paths from the dmb, 

CO, and PPh3 ligands, different 𝛼 and different mean-square displacements (DMS) (𝜎ଶ) were 

considered as 𝛼ௗ௠௕ , 𝛼஼ை , 𝛼௉ , and 𝜎ௗ௠௕
ଶ  , 𝜎஼ை

ଶ  , 𝜎௉
ଶ . For the DMS in multi-scattering paths, 

𝜎௠௨௟௧௜
ଶ  was used as the fitting parameter. Data analysis was performed by the Larch software 

package [2] using a Python library. 

In regards to S0, a normal EXAFS analysis was performed using the above parameters as shown 

in Figure 14a and 14b. The results are shown in Table S3. 

The T1 EXAFS spectrum 𝑓ሺ𝑘, 𝜏ሻ
భ்
 was obtained by the expression 

𝑓ሺ𝑘, 𝜏ሻ
భ்
ൌ 𝐹ሺ𝜏ሻΔ𝑓ሺ𝑘, 𝜏ሻ ൅ 𝑓ሺ𝑘ሻௌబ ሺ1ሻ 

where 𝐹ሺ𝜏ሻ is the scale factor at the delay time 𝜏, 𝑓ሺ𝑘ሻ
భ்
 is the absorption spectrum of the S0 

ground state, and ∆𝑓ሺ𝑘, 𝜏ሻ is the difference absorption spectrum at τ. To obtain 𝐹ሺ𝜏ሻ at 𝜏 = 

100 ps, the minimum R-factor, which indicates the closeness-of-fit [3], was explored to give the 

values of 𝐹ሺ𝜏ሻ  and ∆𝐸଴  [4,5]. From the mapping of R-factors for 𝐹ሺ𝜏ሻ  and ∆𝐸଴  shown in 

Figure S7, the minimum R-factor was obtained at 𝐹ሺ𝜏ሻ = 0.014 and ∆𝐸଴ = 13 eV. In this case, 

the fraction of T1 at 𝜏 = 100 ps was estimated to be 1.4%. The EXAFS spectrum of the T1 state 

shown in Figure 14c was derived by eq. (1) with 𝐹ሺ𝜏ሻ = 0.014. The EXAFS analysis for T1 was 

performed using the same parameters in S0. Table S3 shows the fitting results for T1. Although 

the valence of S0 is Re(I), the valence of T1 is Re(II) because it is a transient charge transfer state. 

Therefore, in the EXAFS fitting result, the ∆𝐸଴ of T1 is larger than that of S0 because of the effect 

of chemical shift. 
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Figure S7. R-factor mapping for F(τ) and ΔE0 in the EXAFS analysis of T1 in (3,3). 
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Table S3. Fitting results from the EXAFS analysis of S0 and T1 in (3,3). 
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