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Abstract 

Popular computational catalyst design strategies rely on the identification of reactivity 
descriptors, which can be used along with Brønsted−Evans−Polanyi (BEP) and scaling relations 
as input to a microkinetic model (MKM) to make predictions for activity or selectivity trends. The 
main benefit of this approach is related to the inherent dimensionality reduction of the large 
material space to just a few catalyst descriptors. Conversely, it is well documented that a small set 
of descriptors is insufficient to capture the intricacies and complexities of a real catalytic system. 
The inclusion of coverage effects through lateral adsorbate-adsorbate interactions can narrow the 
gap between simplified descriptor predictions and real systems, but mean-field MKMs cannot 
properly account for local coverage effects. This shortcoming of the mean-field approximation can 
be rectified by switching to a lattice-based kinetic Monte Carlo (kMC) method using cluster 
expansion representation of adsorbate−adsorbate lateral interactions.  

Using the prototypical CO oxidation reaction as an example, we critically evaluate the 
benefits of kMC over MKM in terms of trend prediction accuracy and computational cost. After 
confirming that in the absence of lateral interactions the kMC and MKM approaches yield identical 
trends and mechanistic information, we observed substantial differences between the two kinetic 
models when lateral interactions were introduced. The difference, however, is mainly manifested 
in the absolute rates, surface coverages and the optimal descriptor values, whereas relative activity 
trends remain largely intact. Moreover, the nature of the rate-determining step as identified using 
Campbell’s degree of rate control is also consistent between both approaches. Considering that the 
computational cost of MKM is ca. three orders of magnitude lower than for a kMC simulation, the 
MKM approach does provide the best balance between accuracy and efficiency when used in the 
context of computational catalyst screening. 
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1. Introduction 

Microkinetic modeling (MKM) is a powerful tool for relating reaction mechanistic insight 
to overall observable rates under various reaction conditions; it is extensively used in catalyst, 
reactor and process design because it is easy to implement and only requires solving a system of 
coupled ordinary differential equations (ODEs) [1,2]. In addition to the reaction conditions (T, Pi), 
the ODEs contain a pair of rate coefficients for all elementary steps, causing the number of 
parameters to quickly increase with mechanistic complexity. But when employed in conjunction 
with Brønsted−Evans−Polanyi (BEP) and scaling relationships based on catalytic descriptors, the 
complexity of the MKM can be reduced, allowing the study of activity and selectivity trends across 
large material spaces [3–9]. Optimal catalysts for a given set of reaction conditions are located near 
the top of the resulting volcano curve in descriptor space. The underlying mean-field 
approximation in MKM simplifies the mathematical description of the problem but disregards the 
spatial distribution of adsorbates on a catalyst surface. This limitation can be a concern when 
multifunctional catalysts with interacting sites of different types are studied, for instance at the 
interface between a metal particle and oxide support [10–12]. In such cases, diffusion between the 
distinct sites must be explicitly considered. Another example is the formation of ordered overlayers 
or islands, resulting from attractive interactions, particularly when surface diffusion is slow. While 
lateral interactions can be approximated in the MKM approach by referencing the average surface 
coverage, this solution only provides a correction term for energies and does not capture deviations 
from the law of mass action [13–15]. To explicitly consider correlations, fluctuations, and spatial 
distributions of surface species, the most common approach is based on solving the Markovian 
master equation within a kinetic Monte Carlo (kMC) simulation [16,17]. 

A convenient formalism for expressing lateral interactions on a 2D lattice is the cluster 
expansion Hamiltonian, which can incorporate short-range, long-range, and multibody interactions 
[18,19]. To take advantage of the explicit treatment of lateral adsorbate interactions for both energy 
corrections and non-uniform adsorbate distributions, the kMC model requires additional input 
information, which is usually obtained from computationally demanding density functional theory 
(DFT) calculations, in addition to the higher computational expense for solving the Markovian 
master equation. 

Hoffmann and Bligaard [20] developed a lattice kMC solver specifically designed for  
descriptor-based catalyst screening studies and showed that in the absence of surface diffusion 
limitations and adsorbate-adsorbate interactions MKM and kMC approaches yield identical trends. 
They inferred that if lateral interactions or diffusion limitations were present, significant 
differences between MKM and kMC are expected. To properly evaluate the practical advantages 
of MKM and kMC in terms of efficiency and accuracy in the context of descriptor-based catalyst 
design particularly in the presence of lateral interactions, we studied the prototypical CO oxidation 
reaction on close-packed fcc(111) surfaces, for which MKM-based trend studies with and without 
lateral interactions have been published. In particular, we refer to the screening studies published 
by Falsig et al. [21] and Grabow et al. [13], who reported BEP relations, scaling relationships, and 
lateral interaction parameters for adsorbate-adsorbate interactions, respectively. Using the same 
mechanistic assumptions and rate constants, we focus on the corresponding kMC simulations and 
juxtapose both approaches in terms of their accurate capture of relevant physical phenomena, 
performance, practical implementation, and computational cost. 
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2. Methods 

Following prior work [13,21], we consider the following five elementary reactions: 

 𝐶𝑂(𝑔) + ∗ ⇌  𝐶𝑂∗ (R1) 

 𝑂ଶ(𝑔)  + ∗ ⇌  𝑂ଶ
∗ (R2) 

 𝑂ଶ
∗  + ∗ ⇌  2𝑂∗ (R3) 

 𝐶𝑂∗  +  𝑂∗  ⇌  𝐶𝑂ଶ(𝑔) +  2 ∗ (R4) 

 𝐶𝑂∗  +  𝑂ଶ
∗  ⇌  𝐶𝑂ଶ(𝑔) + 𝑂∗  + ∗ (R5) 

To capture the effects of surface diffusion in the grid-based lattice kMC simulation we 
must also add three diffusion steps, R6–R8,  

 𝐶𝑂∗  + ∗ ⇌ ∗  + 𝐶𝑂∗ (R6) 

 𝑂∗  + ∗ ⇌ ∗  + 𝑂∗ (R7) 

 𝑂ଶ
∗  + ∗ ⇌ ∗  + 𝑂ଶ

∗ (R8) 

We assume that the molecular adsorption steps for CO and O2 are non-activated and their 
adsorption rate constants can be estimated from collision theory with the sticking coefficient 
approximated as unity [22]. 

 𝑘ௗ௦ = 𝑃௫ ∙
𝐴௦௧

ඥ2𝜋𝑚௫𝑘𝑇
 Eq. (1) 

In Eq. (1), 𝐴௦௧  is the effective area of the sites where the reactions occur, 𝑚௫  is the 
molecular weight of the species 𝑥, 𝑘 is the Boltzmann constant, 𝑇 is the temperature, and 𝑃௫ is 
the partial pressure of species 𝑥. The rate constants of the surface reactions and diffusions (R3–
R8) were obtained from transition state theory [23] according to Eq. (2), 

 𝑘௫ =
𝑘𝑇

ℎ
∙ 𝑒

∆ௌ‡

ಳ ∙ 𝑒
ି

∆ாೌ
‡

ಳ்  Eq. (2) 

where ∆𝐸
‡ = 𝐸்ௌ − 𝐸ூௌ is the activation energy. Transition state energies, 𝐸்ௌ , of R3, R4, 

and R5 and the binding energy 𝐸ைమ
 of O2* are determined by reported scaling relations [13,21] 

 𝐸்ௌ,ோଷ  = 1.387 𝐸ை + 1.5793 eV Eq. (3) 

 𝐸்ௌ,ோସ  = 0.6997 (𝐸ை + 𝐸ை) + 0.0417 eV Eq. (4) 

 𝐸்ௌ,ோହ  = 0.81018 (𝐸ை + 𝐸ை) − 0.058559 eV Eq. (5) 

 𝐸ைమ
 = 0.8925 𝐸ை + 0.2159 eV Eq. (6) 

where 𝐸ை is the binding energy of O* and 𝐸ை is the binding energy of CO*. The activation 
barriers for diffusion steps R6, R7, and R8 are obtained from a linear correlation between the 
activation barrier and the initial-state energy 𝐵𝐸ூௌ [24]. 

 ∆𝐸
‡ = −0.12 𝐵𝐸ூௌ − 0.02 eV Eq. (7) 
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We ensured thermodynamic consistency by calculating the reverse rate constant 𝑘
ି from 

the forward rate constant 𝑘
ା and the equilibrium constant 𝐾 as 𝑘

ି =


శ


 for each elementary step. 

The entropies for the gas species are 𝑆ை = 197.66 J ∙ Kିଵ ∙ molିଵ , 𝑆ைమ
= 213.74 J ∙ Kିଵ ∙

molିଵ, and 𝑆ைమ
= 205 J ∙ Kିଵ ∙ molିଵ. The entropy for all surface species is assumed to be zero. 

Instead of solving the system of coupled ordinary differential equations numerically, we 
obtained the mean-field solution from the analytical rate expression derived in reference [21]. In 
their derivation, Falsig et al. assumed the non-activated molecular adsorption of CO and O2 to be 
quasi-equilibrated. Our kMC simulations were performed in the Graph-Theoretical kinetic Monte 
Carlo (GT-kMC) framework as implemented in the software package Zacros [25,26] on a 
hexagonal lattice of 50 × 50 points. 

To compare the reactivity trends of CO oxidation qualitatively between MKM and kMC 
implementations, we use a normalized turnover frequency (TOF) under steady-state conditions at 
each grid point of the descriptor space. For the kMC model the TOF is extracted as the slope of 
the number of CO2 molecules produced as a function of time, after steady state has been reached. 
The normalized TOF is then defined as 

 𝑇𝑂𝐹௭ௗ =
log(𝑇𝑂𝐹) − log (𝑇𝑂𝐹)

log (𝑇𝑂𝐹௫) − log (𝑇𝑂𝐹)
 Eq. (8) 

where 𝑇𝑂𝐹 and 𝑇𝑂𝐹௫ represent the minimum TOF and maximum TOF, respectively, 
within the descriptor space. 

 
3. Results and Discussion 
3.1 Reactivity Trends in the Absence of Lateral Interactions 

The computational time requirements of the kMC simulation depend strongly on the 
stiffness of the reaction equations and number of lateral interactions included in the model. But 
even in the absence of lateral interactions, kMC simulations are very slow to converge to steady-
state. For instance, in our simple CO oxidation model the computational requirements are about 3 
orders of magnitude higher compared to the MKM implementation. Thus, we initialized our kMC 
simulations with the steady-state coverage calculated from the MKM run at each grid point to 
reduce the time to convergence. The resulting CO oxidation activity map in the absence of 
adsorbate–adsorbate interactions is plotted as a function of the two independent variables 𝐸ை and 
𝐸ைin Figure 1. Because of the higher computational cost, we employ a smaller descriptor range 
around the peak position compared with other descriptor-based volcanoes published by Falsig et 
al.[21] and Grabow et al. [13]. The comparison of the MKM results (Figure 1a) and kMC results 
(Figure 1c) show that the position of the top of the volcano marked with a star at (-1.0, -1.3) is 
identical in both cases. Moreover, the kMC results (Figure 1c) reproduce the surface coverage 
from MKM (Figure 1a) and a snapshot of the lattice configuration at steady state is shown in Figure 
S1. For both models oxygen is the most abundant surface intermediate when EO is strongly 
negative, i.e. strong binding of oxygen. As the oxygen binding energy becomes weaker, CO* 
becomes the dominant adsorbate on the surface. The coverage of O2* is always less than 2 × 10ିହ 
monolayer (ML) and is omitted in Figure 1. 
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Figure 1:  Comparison of trend predictions for CO oxidation as a function of 𝐸ை and 𝐸ை from 
MKM (a, b) and kMC (c, d) models at 𝑇 = 600 𝐾 , 𝑃ைమ

= 0.33 𝑏𝑎𝑟 , 𝑃ைమ
= 1.0 𝑏𝑎𝑟 , 𝑃 =

0.67 𝑏𝑎𝑟 in the absence of lateral interactions. The normalized TOF is shown in contour plots 
obtained from (a) MKM and (c) kMC. The corresponding surface coverages of O* (red) and CO* 
(black) are provided in panels (b) for MKM and (d) for kMC. The star marks the point of maximum 
activity and the corresponding coordinates in descriptor space are provided in parentheses. The 
color depth in (b) and (d) is linearly correlated with the coverage. The coverage of O2* is always 
< 2 × 10ିହ ML and is not shown. The horizontal dashed line in panels (c) and (d) represents a 
fixed value of 𝐸ை = −1.3 𝑒𝑉 used in the degree of rate control analysis in the kMC model. 

 
Given the identical list of elementary reaction steps, rate constants and reaction conditions 

we expected the TOF of the MKM and kMC simulation to be identical; however, we found that 
the absolute TOF from kMC was nearly one order of magnitude higher than from MKM. Since it 
has been proven that the chemical master equations for on-lattice stochastic systems reduces to the 
well-mixed case in the limit of fast diffusion [27], we analyzed the sensitivity of the kMC model 
with respect to the diffusion barriers of steps R6–R8, but did not observe any notable differences. 
Moreover, under steady-state conditions at the top of the volcano we calculate the probability of 

finding an O* or O2* species next to CO* as 
்௧ ௨  ை∗ିை∗ ௗ ை∗ିைమ∗ ௦

்௧ ௨  ௧௩ ௦௧௦ ×  × ଶ
 = 0.157, 
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which is in good agreement with the value of [𝐶𝑂 ∗][𝑂 ∗] +  [𝐶𝑂 ∗][𝑂ଶ ∗] = 0.151 obtained from 
the law of mass action in the mean-field approximation. The value of 6 in the denominator of the 
above equation represents the number of nearest neighbor sites for each active site and value of 2 
is needed to eliminate double counting. Hence, we may conclude that the surface species in our 
kMC run are well-mixed within reasonably small error bars. 

Similar discrepancies between the TOF calculated with MKM and kMC have been reported 
by a number of other authors, for example, Temel et al. [28], Andersen et al. [29] and Hoffmann 
et al. [20]. All studies found that the TOF discrepancy can be caused by different probabilities of 
finding reactant pairs, even when diffusion is fast. For instance, the dissociative adsorption of O2 
requires two adjacent vacant sites, while a single site suffices for CO adsorption, potentially 
causing heterogeneities in the surface adlayer. In our case, R5 allows O2* to directly react with 
CO*, which eliminates the need for adjacent vacant sites for O2 activation even when CO* is the 
most abundant surface intermediate. Hoffmann and Bligaard tested a number of additional 
strategies, such as embedding mean-field boundary conditions, disabling diffusion steps and 
desorption steps for low-coverage regions, employing geometry factors, and steady-state detection 
techniques, but were still unable to exactly match the TOF values from MKM and kMC models 
[20]. Given the challenges to obtain identical TOF values and the fact that absolute TOF values 
are practically meaningless for trend studies, we chose to normalize the TOF when we compare 
trend predictions across the descriptor domain obtained from MKM and kMC approaches. 

A common form of sensitivity analysis for kinetic models is known as Campbell’s degree 
of rate control which aides in the identification of rate-determining steps and investigation of 
reaction mechanisms [30,31].  

 𝑋, =
𝑘

𝑟
൬

𝜕𝑟

𝜕𝑘
൰

,ೕಯ

≈
𝑘



𝑟
×

𝑟 − 𝑟

𝑘 − 𝑘
 =

𝑟 − 𝑟

𝑥 × 𝑟
 Eq. (9) 

This analysis is straight forward to implement by approximating the partial derivative as 
finite difference. Here, 𝑥 denotes the step size relative to the reference rate constant 𝑘

 of each 
elementary step, i.e., 𝑘 =(1 + 𝑥)  𝑘

  and the corresponding rate at the reference condition is 
denoted as 𝑟 . All equilibrium constants 𝐾  and rate constants 𝑘ஷ  of all other reaction steps 
remain unchanged. 

Our 𝑋  analysis using the MKM approach and 𝑥 = 0.1  over the descriptor space is 
presented in Figure 2. Since we assumed that the adsorption of O2 and CO is quasi-equilibrated, 
these steps are not considered in the 𝑋 analysis. A large value of 𝑋 for any reaction step i 
implies that the overall reaction rate has a high degree of sensitivity to the rate-determining 
transition state of step i. We find the largest 𝑋  values for steps R4 and R5, while 𝑋,ோଷ  is 
essentially zero everywhere. This observation is consistent with the fact that the reaction rate of 
O2* dissociation is nearly zero across all simulations and the entire descriptor space. Thus, the 
dominant reaction pathway proceeds via the sequence of R5 (𝐶𝑂∗  +  𝑂ଶ

∗  ⇌  𝐶𝑂ଶ(𝑔)  + 𝑂∗  + ∗) 
followed by the reaction of O* with a second CO* in step R4 (𝐶𝑂∗  +  𝑂∗  ⇌  𝐶𝑂ଶ(𝑔) +  2 ∗). At 
steady state, CO* oxidation with O* (R4) and O2* (R5) have the same reaction rate. 

In the O*-covered region identified in Figure 1(c) we find R4 to be rate-determining with 
𝑋,ோସ ≈ 2, while R5 is rate-determining elsewhere. This shift between rate-determining steps is 
clearly visible in Figure 2. Interestingly, we also find a negative value for 𝑋,ோହ in the O*-covered 
region, indicating that fast CO* oxidation with O2* lowers the overall reaction rate here. To explain 
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the combination of 𝑋,ோସ ≈ 2 and 𝑋,ோହ ≈ −1 in the O*-poisoned region, we note that R4 is 
necessary to remove O* as CO2 and to regenerate two empty sites. The two empty sites are rapidly 
occupied by adsorbing CO* and O2*, leading to the formation of another CO2 molecule and 
restoring the poisoning O*. Hence, accelerating R4 accelerates the formation of two CO2 
molecules, which explains the value of 𝑋,ோସ ≈ 2. The negative value of 𝑋,ோହ is a result of step 
R5 producing more O* when the surface is already saturated with O* and inhibiting the adsorption 
of more CO*. Conversely, when the O* coverage is low, CO* oxidation with O* is quasi-
equilibrated with 𝑋,ோସ ≈ 0 and the single rate-determining step is O* formation by the reaction 
of O2* with CO*.  

 
Figure 2: Degree of rate control (𝑋) for significant reaction steps (a) R4 and (b) R5 during CO 
oxidation in the absence of lateral interactions from the MKM model at 𝑇 = 600 𝐾 , 𝑃ைమ

=

0.33 𝑏𝑎𝑟, 𝑃ைమ
= 1.0 𝑏𝑎𝑟, 𝑃 = 0.67 𝑏𝑎𝑟. The star marks the point of maximum activity. 

 
Extracting the dominant reaction pathway from a kMC simulation is most easily 

accomplished by examining the frequency of individual reaction events. Figure 3 shows such an 
event frequency graph at the point of maximum TOF in the descriptor space. The information in 
Figure 3 is fully consistent with the results from the MKM model: the adsorption of CO and O2 
(R1, R2) are quasi-equilibrated; O2 dissociation (R3) has no contribution; steps R4 and R5 are 
irreversible; and the net reaction rate of R4 is equal to the reaction rate of R5. Moreover, the 
diffusion of CO* and O* is very fast, and the low frequency of O2* diffusion steps is attributed to 
the very low coverage of O2*. While the mechanistic interpretation of the event frequency graph 
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is rather intuitive, it does not provide enough information to pinpoint the rate determining step 
between R4 and R5. 

 

 
Figure 3: Event frequency for each elementary step at steady state in the absence of interactions 
from kMC simulations with EO = -1.0 eV and ECO = -1.3 eV, corresponding to the point of 
maximum activity. 

 

Mathematically the degree of rate control can be obtained from any kinetic model, but the 
stochastic nature of the kMC algorithm introduces a large amount of noise when finite differences 
are taken. To address this issue, Hess et al. [32] have proposed to use a rather large step size (𝑥 =
1.0) and average the value of 𝑋 over three simulations. We followed this approach and initialized 
each of the three simulation with changed rate constants with the same steady-state coverage 
obtained from the simulation using the reference rate constants 𝑘

, but the adsorbate arrangement 
was randomized before each run. For increased efficiency, the new reaction rate is obtained by 
running only for a short time (10-9 – 10-5 s in the absence of lateral interactions; 10-10 – 1 s in the 
presence of lateral interactions) using a new reaction constant.  

 

 
Figure 4: Degree of rate control (𝑋) for significant reaction steps R4 and R5 during CO oxidation 
in the absence of lateral interactions from kMC simulations at 𝑇 = 600 𝐾 , 𝑃ைమ

= 0.33 𝑏𝑎𝑟 , 
𝑃ைమ

= 1.0 𝑏𝑎𝑟, 𝑃 = 0.67 𝑏𝑎𝑟. The 𝑋 values were calculated along the dashed white line in 
Figure 1 (b,d) corresponding to ECO = -1.3 eV. 

 
Despite the described efforts to increase computational efficiency and reduce noise, the 

repeated evaluation of finite differences for each reaction step using the kMC model remains costly 
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and the noise was not fully eliminated. Hence, the equivalent 2D representation of 𝑋 as shown 
in Figure 2 for MKM is difficult to analyze. Instead, we performed the 𝑋 analysis along a one-
dimensional cut parallel to 𝐸ை  that passes through the top of the volcano at a constant 𝐸ை =
−1.3 𝑒𝑉, as indicated by the dashed white line in Figure 1Error! Reference source not found.(b, 
d). The outcome is presented in Figure 4. In agreement with the MKM results, the degree of rate 
control value for R3 is essentially zero for the entire range of O* binding energies, indicating that 
these steps are not rate-limiting and therefore omitted in Figure 4. Moreover, the lack of sensitivity 
to the rate constants of steps R1 and R2 in the kMC model validates the quasi-equilibrium 
assumptions made for the MKM. As shown in Figure 4, in the region where 𝐸ை is lower than -1.0 
eV, which is also the region where the surface is fully covered by O* (Figure 1d), R4 is rate-
limiting with 𝑋,ோସ ≈ 2. The rate-determining step shifts to R5 at the top of the volcano as 𝐸ை 
becomes weaker.  

As expected, in the absence of lateral adsorbate-adsorbate interactions the MKM and kMC 
simulations predict identical reactivity and coverage trends and yield fully consistent mechanistic 
information, despite minor differences in the absolute TOF. Considering the higher computational 
cost and more difficult degree of rate control analysis, we may conclude at this point that if no 
adsorbate-adsorbate interactions are included and the spatial arrangement of active sites is uniform, 
the MKM approach is clearly preferable. 

 
3.2 Reactivity trends in the presence of lateral interactions 

Lateral interactions among co-adsorbed intermediates are known to play an important role 
in catalysis by modifying the activation energies and reaction energies of elementary processes 
[33,34]. Lateral interactions may also lead to the formation of ordered adlayers for which the mean-
field approximation breaks down. To assess the consequences of including lateral interactions into 
descriptor-based trend studies using MKM and kMC solvers, we rerun the kinetic trends models 
with two sets of interaction parameters. The first set was adopted from Grabow et al. for Pt(111) 
and contains only repulsive nearest neighbor interaction terms [13]. The pairwise energy 
contribution are 0.242 eV for O*-O*, 0.232 eV for CO*-CO*, and 0.102 eV for CO*-O* 
interactions. For the second set of parameters that also includes attractive second nearest neighbor 
interactions we adopted the DFT values reported by Nagasaka et al. on Pt(111) [34]. Both 
interaction parameter sets are summarized in Table 1. 

Table 1: Lateral Interactions Parameters 

Co-adsorbed Species Interaction Energies (eV) 
 Set 1 (Grabow et al. [13]) Set 2 (Nagasaka et al. [34]) 

O*-O* 0.242 0.238 
CO*-CO* 0.232 0.263 
CO*-O* 0.102 0.009 

O*-*-O* (120°) - -0.006 
O*-*-O* (180°) - -0.027 

CO*-*-CO* (120°) - -0.008 
 

With purely repulsive lateral interactions for O*-O*, CO*-CO*, and CO*-O* from Set 1 
implemented within the mean-field approximation, the MKM simulation in Figure 5(a) produces 
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a rate map with a broad plateau and a peak position that is noticeably shifted to more negative 
descriptor values. The maximum TOF with and without interactions retains the same order of 
magnitude at the top of the volcano. Also, the low coverage region in the top right corner of the 
descriptor space does not change. Importantly, we find in agreement with Grabow et al. [13], that 
the order of catalytic activity between metal candidates is consistent with Figure 1(a), obtained in 
the absence of interactions.  

In contrast, the kMC model explicitly treats pairwise additive lateral interactions between 
nearest neighbors. This different interaction treatment leads to pronounced differences between 
the MKM solution in Figure 5(a) and the kMC solution in Figure 5(c). For instance, the peak of 
the volcano obtained from kMC remains well-defined and is closer to the peak of the volcano 
obtained without any interaction (Figure 1c). Moreover, the maximum TOF from kMC is two 
orders of magnitude higher than the maximum TOF from MKM. We are again able to eliminate 
surface diffusion as a possible origin of the differences, which we verified by varying the rate 
constants for the surface diffusion steps in the kMC model. As shown in the event frequency graph 
in Figure S2, all diffusion steps are quasi-equilibrated and rapid surface rearrangement is 
kinetically feasible.  
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Figure 5: Comparison of trend predictions for CO oxidation as a function of 𝐸ை and 𝐸ை from 
MKM (a, b), kMC with interaction energies from Set 1 (c, d) and kMC with interaction energies 
from Set 2 (e, f) at 𝑇 = 600 𝐾, 𝑃ைమ

= 0.33 𝑏𝑎𝑟, 𝑃ைమ
= 1.0 𝑏𝑎𝑟, 𝑃 = 0.67 𝑏𝑎𝑟. The normalized 

TOF is shown in contour plots obtained from (a) MKM and (c, e) kMC. The corresponding surface 
coverages of O* (red), CO* (black), and O2* (blue) are provided in panels (b) for MKM and (d, f) 
for kMC. The coverage of O2* is always < 2 × 10ିହ ML in the MKM approach and is not included 
in panel (b). The star marks the point of maximum activity and the corresponding coordinates in 
descriptor space are provided in parentheses. The color depth in (b, d, f) is linearly correlated with 
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the coverage. The horizontal dashed line in panels (c, d) and (e, f) represents a fixed value of 𝐸ை =
−1.7 𝑒𝑉 and 𝐸ை = −1.5 𝑒𝑉, respectively, used in the degree of rate control analyses for the kMC 
model. 

 
Marked differences between MKM and kMC results are also found for surfaces coverages 

shown in Figure 5(b, d). An accompanying snapshot of the kMC lattice configuration at the point 
of highest activity is provided in Figure S3. The commonality of the MKM and kMC results is that 
the point of maximum activity is found at the border of O* and CO* covered regions. Thus, we 
can infer that the observed activity trend differences can be attributed to different surface coverages 
resulting from the different treatment of lateral interactions. Notably, we observe a large region in 
Figure 5(d) where a mixed O*/O2* surface phase is stable and the low concentration of CO* limits 
O*/O2* removal. Considering the very low O2* coverages we obtained in the absence of 
interactions as well as in the MKM solution with repulsive interactions, the high coverage of O2* 
is somewhat unexpected. The emergence of the extended O*/O2* phase can be explained, however, 
as a result of missing O*-O2* and O2*-O2* interactions, which allows O* and O2* to pack densely 
without energy penalty. Significant amounts of surface CO* only form for weaker values of 𝐸ை, 
which explains why the volcano peak remains closer to the Pd and Pt points. While the kMC 
approach is powerful and has the potential to capture adsorbate-adsorbate interactions more 
accurately than the mean-field MKM approach, this example illustrates that a complete set of 
interaction parameters is required to correctly predict spatially-resolved active site occupancies in 
a 2D lattice. Omitting certain interactions can have unintended consequences. In the mean-field 
description of the MKM approach the globally high coverage of O* reduces the stability and 
coverage of O* and O2* via Eq. (6), allowing CO* to show up even for strongly negative values 
of 𝐸ை. Hence, the mean-field implementation is more forgiving. 

For the MKM model with lateral interactions we continue to observe two coverage regions 
in Figure 5(b), i.e., the O* and CO* covered region. As already discussed for Figure 2, the change 
of most abundant surface intermediate coincides with a change in the rate control of steps R4 and 
R5; Figure 6(a) shows that the degree of rate control values for R4 increase from the strong CO* 
binding region to the strong O* binding region from the bottom right to the top left, which indicates 
that the removal of O* by oxidation with CO* is a single rate-determining step in the strong O* 
binding region. Conversely, the degree of rate control values for R5 increase from the strong O* 
binding region to the strong CO* binding region from the top left to the bottom right, implying 
that the CO*-assisted dissociation of O2* becomes a partially rate-determining step in the strong 
CO* binding region. A comparison between Figure 2 and Figure 6 shows consistent degree of rate 
control values in the CO*-covered region, while the sensitivity in the O*-covered region is 
lessened. This can be explained by the lower O* coverage and availability of empty sites which 
effectively decouples R4 and R5; with empty sites always available the adsorption of CO* and 
O2* does not depend on the creation of two empty sites after R4. Consistent with the results in the 
absence of lateral interactions, the direct dissociation of O2*, R3, does not have any significant 
contributions to O2* activation; thus, its degree of rate control is practically zero.  
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Figure 6: Degree of rate control (𝑋) for significant reaction steps (a) R4 and (b) R5 during CO 
oxidation in the presence of repulsive interactions between O*-O*, CO*-CO*, and CO*-O* from 
the MKM model at 𝑇 = 600 𝐾, 𝑃ைమ

= 0.33 𝑏𝑎𝑟, 𝑃ைమ
= 1.0 𝑏𝑎𝑟, 𝑃 = 0.67 𝑏𝑎𝑟. The star marks 

the point of maximum activity. 

 
To examine the degree of rate control predicted by the kMC approach with repulsive 

interaction parameters, we limit ourselves again to an analysis along the horizontal line in Figure 
5(c, d), defined by a constant value of 𝐸ை = −1.7 eV, which includes an intersection with the 
TOF maximum. Consistent with all other cases, the degree of rate control for R1, R2, and R3 is 
always near zero and not further discussed. Figure 7 shows that the degree of rate control for step 
R5 increases at the expense of R4 as the affinity of the catalysts to oxygen decreases. This 
observation is by and large consistent with the MKM results presented in Figure 6, but in the kMC 
case, the shift of the rate-determining step coincides with the peak of the volcano at 𝐸ை = −1.5 
eV.  
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Figure 7: Degree of rate control (𝑋) for reaction steps R4 and R5 during CO oxidation in the 
presence of repulsive interactions between O*-O*, CO*-CO*, and CO*-O* from kMC simulations 
at 𝑇 = 600 𝐾, 𝑃ைమ

= 0.33 𝑏𝑎𝑟, 𝑃ைమ
= 1.0 𝑏𝑎𝑟, 𝑃 = 0.67 𝑏𝑎𝑟. The 𝑋 values were calculated 

along the dashed white line in Figure 5(c,d) corresponding to ECO = -1.7 eV. 

 
Thus far, we only discussed repulsive interactions, which alter the stabilities of surface 

intermediates and transitions states leading to differences in coverage and rates depending on the 
implementation. Repulsive forces can theoretically also result in non-ideal, segregated surface 
coverages; for instance, if A-B repulsion was large, but A-A and B-B interactions are small, the 
surface would be populated by islands of pure A and pure B, but not a well-mixed A-B adlayer. 
We are not aware of such a scenario with practical relevance and instead consider the attractive 
second nearest neighbor interactions between O* on Pt(111). Attractive interactions are the most 
typical reason for the formation of adsorbate islands, with the implication that bimolecular 
reactions may only occur at the boundary of two adjacent surface phases. Here we adopt the DFT 
values calculated by Nagasaka et al. [34] on Pt(111) for the attractive interactions between the 
second nearest-neighbor O*-*-O* clusters, where the angles between O*-* and *-O* are 180° and 
120 ° , respectively, and the repulsive second nearest-neighbor CO*-*-CO*, where the angle 
between CO*-* and *-CO* is 120 ° . Their interaction parameters for the nearest neighbor 
interaction between O*-O*, CO*-CO*, and CO*-O* are in good agreement with the exclusively 
repulsive set by Grabow et al. as the direct comparison in Table 1 shows.  

We modified our kMC model with the repulsive and attractive interaction parameters from 
Set 2 in Table 1 and obtained the results displayed in Figure 5(e, f). The activity plot in Figure 5(e) 
shows strong resemblance to Figure 5(b), which is not surprising given the nearly identical 
repulsive interactions in Sets 1 and 2, and the rather small attractive interaction energies in Set 2. 
Figure S4 also shows a fairly random ordering of the mixed adsorbate layer for the peak position 
in Figure 5(e). The degree of rate control analysis along the horizontal line in Figure 5(e, f) defined 
by a constant value of 𝐸ை = −1.5 eV is consistent with all other cases. The peak of the volcano 
at 𝐸ை = −1.6 eV is the point where the rate-determining step shifts from R4 to R5. The remaining 
reactions are quasi-equilibrated.  

Nevertheless, the small attractive interactions between the second nearest-neighbor O*-*-
O* clusters are strong enough to stabilize O*, which is reflected as higher O* and lower O2* 
coverage for surfaces with high oxygen affinity shown in Figure 5(f). Yet, the weak attractive 
interactions are not strong enough to form pronounced islands within the descriptor space we 
considered. Figure S5 obtained for an O*-rich surface only shows evidence for the formation of 
O*-*-O* motives with the stabilized 180° and 120° angles. Our finding is in agreement with 
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Piccinin et al. [35], who reported a similar kMC study of CO oxidation on Pd(111) and were also 
unable to observe extended O* islands.  

 

3.3 Trend comparison between MKM and kMC 
The value of descriptor-based screening studies lies in the ability to rank order catalysts 

depending on their activity or selectivity and to extract mechanistic trend information across the 
periodic table [36]. Given the many approximations in this approach it is certainly unrealistic to 
expect reliable absolute reaction rates or coverages. In Table 2 we have compiled a ranking of 
monometallic catalysts according to their predicted TOF for CO oxidation as obtained from MKM 
or kMC methods, with and without lateral interactions. Despite the large differences we have noted 
for absolute TOFs and surface coverages, we find that the relative rank ordering is invariable in 
all cases. Besides, the same rate-determining steps were consistently identified using a degree of 
rate control analysis.  

Table 2: The Rank Order of Metals from kMC and MKM approaches in the Absence and 
Presence of Lateral Interactions. 

From kMC From MKM 
In the absence 
of interactions 

Interaction 
energy Set 1 

Interaction 
energy Set 2 

In the absence of 
interactions 

Interaction energy 
Set 1 

Pd Pd Pd Pd Pd 
Pt Pt Pt Pt Pt 

Rh, Ru, Ni Rh Rh Rh Rh 
 Ru Ru Ru Ru 
 Ni Ni Ni Ni 

 
For the particular example of CO oxidation at elevated temperature, we find that using a 

MKM even in the presence of adsorbate-adsorbate interactions is accurate enough to study activity 
trends. Considering its easier implementation and high computational efficiency, a MKM is 
preferred over the more sophisticated and expensive kMC approach. We emphasize, however, that 
this should not be misunderstood as a general recommendation; the mean-field assumption has 
limitations and can indeed break down for cases with high surface heterogeneity, such as the 
surface island formation due to strong lateral adsorbate-adsorbate interactions or catalysts with 
multiple spatially distributed active sites, possibly coupled with slow surface diffusion. If these 
phenomena are known to exist, then the additional cost of a kMC simulation is justified to produce 
more reliable outcomes. 

 
4. Conclusions 

We have performed a cost-benefit analysis for using mean-field MKM versus lattice kMC 
approaches as kinetic models in the context of descriptor-based catalyst screening. The analysis 
was performed for the CO oxidation reaction at elevated temperature with and without lateral 
adsorbate interactions as test case. In the absence of coverage effects and random adsorbate 
distributions on the surface, the MKM approach is superior. When lateral interactions are included, 
however, the outputs from MKM and kMC simulations show large differences in terms of absolute 
reaction rates and surface coverages. The possibility of slow diffusion in the kMC approach was 
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eliminated, such that all differences can be attributed to the description of lateral interactions using 
the mean-field approximation in MKM and the cluster expansion in kMC. 

The detailed spatial resolution of site and adsorbate distributions offered by kMC along 
with the possibility to capture local environment effects with a cluster expansion constitutes a big 
advantage. But this benefit comes at the price of a three orders of magnitude increased 
computational cost and the need for a long list of interaction parameters, which also add a 
significant cost when obtained from first principles calculations. The higher computational 
expense can be justified if surface heterogeneities are known to be important for a particular system, 
but for exploratory catalyst design studies the information of interest is often limited to a relative 
rank ordering of materials and mechanistic trends. We find that both these pieces of information 
are identical, regardless of whether MKM or kMC was used, with or without lateral interactions. 
The monometallic catalyst rank ordering predicted by all models in decreasing order of activity is 
Pd, Pt, Rh, Ru and Ni. A degree of rate control analysis consistently showed that CO oxidation 
with O* (R4) is rate-determining at high O* coverage, whereas CO oxidation with O2* is rate-
determining in CO* covered regions. Unless, there is a justified need for the spatial resolution 
afforded by kMC simulations, our analysis suggests that MKM offers the best compromise 
between affordable computational cost and reliable catalytic trend predictions. 
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Figure S8. Snapshot of the lattice configuration at the end of a kMC simulation at steady state for 
𝐸ை = −1.0 𝑒𝑉 and 𝐸ை = −1.3 𝑒𝑉 (corresponding to the point of maximum activity in Figure 1) 
in the absence of lateral integrations. Red circles represent O*, black circles represent CO*. 

 

 
Figure S9. Event frequency for each elementary step at steady state for 𝐸ை = −1.5 𝑒𝑉 and 𝐸ை =
−1.7 𝑒𝑉 (corresponding to the point of maximum activity in Figure 5(c, d)) in the presence of 
lateral interactions using the parameter Set 1 in Table 1. 
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Figure S10. Snapshot of the lattice configuration at the end of a kMC simulation at steady state 
for 𝐸ை = −1.5 𝑒𝑉 and 𝐸ை = −1.7 𝑒𝑉 (corresponding to the point of maximum activity in Figure 
5(c, d)) in the presence of lateral interactions using the parameter Set 1 in Table 1. Red circles 
represent O*, blue circles represent O2*, black circles represent CO*. 

 

 
Figure S11. Snapshot of the lattice configuration at the end of a kMC simulation at steady state 
for 𝐸ை = −1.6 𝑒𝑉 and 𝐸ை = −1.5 𝑒𝑉 (corresponding to the point of maximum activity in Figure 
5(e, f)) in the presence of lateral interactions using the parameter Set 2 in Table 1. Red circles 
represent O*, blue circles represent O2*, black circles represent CO*. 
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Figure S12. Snapshot of the lattice configuration at the end of a kMC simulation at steady state 
for 𝐸ை = −1.5 𝑒𝑉 and 𝐸ை = −1.0 𝑒𝑉 (within the low CO*-coverage region) in the presence of 
lateral interactions using the parameter Set 2 in Table 1. Red circles represent O*, blue circles 
represent O2*, black circles represent CO*. 

 


