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Abstract 
The severe acute respiratory syndrome coronavirus-2 (SARS-CoV-2) an enveloped, positive-sense single-
stranded RNA virus that is responsible for the COVID-19 pandemic. The viral spike is a class I viral fusion 
glycoprotein that extends from the viral surface and is responsible for viral entry into the host cell, and is 
the primary target of neutralizing antibodies. However, antibody recognition often involves variable 
surface epitopes on the spike, and the receptor binding domain (RBD) of the spike hides from immune 
recognition underneath a glycan shield aside from brief dynamic excursions to search for the host-cell 
surface receptor ACE2. Using an atomistic model of the glycosylated wild-type spike in the closed and 1-
up RBD conformations, we identified specific interactions that stabilize the closed RBD, and mapped the 
free energy landscape for RBD opening. We characterized a transient pocket associated with a hinge 
motion during opening of the RBD, suggesting the possibility of allosteric control of the RBD via this 
region. Substitution of a conserved alanine to bulkier leucine in the pocket shifted the RBD equilibrium to 
favor the open, exposed state, as did removal of a conserved lysine that forms a critical salt-bridge in the 
closed, hidden state. Results from our virtual screening, MD simulations and free energy landscape 
calculations for wild-type spike suggest that small molecules can spontaneously bind to the highly 
conserved hinge pocket, and that such binding can shift the RBD equilibrium to favor the open state. 
Stabilizing the open state may facilitate antibody recognition by forcing the spike to expose critical RBD 
epitopes, and also could increase the likelihood of premature triggering of the spike fusion machinery via 
S1 shedding, neutralizing the infectious ability of the virus. 
 

Introduction 
 The emergence of COVID-19 in late 2019 sparked a global pandemic, causing > 1 million deaths as 
of 20191, and crippling the international economy. The disease is caused by the SARS-CoV-2 coronavirus, 
a positive-sense single-stranded RNA virus that can cause respiratory distress, pneumonia, and death. 
The severity of the pandemic, coupled with the globe’s past history with coronavirus outbreaks, ignited a 
massive effort to develop effective therapeutics. A particularly promising target in the viral life cycle for 
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therapeutic design is the spike glycoprotein, a class I membrane fusion protein2-5 that decorates the 
surface of the virus.6-7 The goal of COVID-19 vaccines currently under development is to expose the 
human immune system to the spike glycoprotein prior to viral infection.8-9 
 The SARS-CoV-2 spike is a homotrimeric glycoprotein consisting of two subunits, S1 and S2 
(Figure 1A), and is cleaved by host cell proteases at two distinct sites.2, 10-13 The N-terminal S1 subunits sit 
atop the spike and are responsible for recognizing and binding the host cell receptor angiotensin 
converting enzyme 2 (ACE2) and stabilizing the S2 core.11, 13-19 At some point after the S1 region binds to 
ACE2, the S1 subunits dissociate to expose the S2 core, which undergoes dramatic conformational 
changes to initiate membrane fusion.3, 20-23 Each S1 subunit consists of an N-terminal domain (NTD), a 
receptor binding domain (RBD), and two C-terminal domains (CTD1 and CTD2); the S1/S2 interface lies at 
the C-terminal end of CTD2 (Figure 1B-C).24-26  
 

 
Figure 1. (A, upper) structure of the trimeric SARS-CoV-2 spike glycoprotein ectodomain from 6VXX26, 
with the S1 subunit shown in green the S2 subunit shown in blue, and the glycans in gray. (B, middle) 
domain organization of the spike protomer along the protein sequence. (C, bottom) protomer structure, 
with colors matching the domain organization in the middle image (space-filling on the right, ribbon 
diagram on left). 
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In SARS-CoV-2, the RBD in the S1 region is responsible for recognizing and binding ACE2.15-19, 27 

The RBD alternates between two distinct conformational states relative to the remainder of the spike: 
‘open’ and ‘closed’ (Figure 2A,B).6, 25-26, 28 A two-stranded hinge region links the RBD and CTD1, and allows 
the RBD to shift between the two geometries.29 An open RBD is a prerequisite for ACE2 binding; in the 
closed state binding of ACE2 is precluded by a steric clash with the RBDs of other protomers.26, 28-30 
Another key feature of the closed state is that the RBD is shielded by the extensive glycans decorating the 
surface; only upon opening of the RBD does the receptor binding motif RBM) protrude out of the glycan 
shield (Figure 3).31 This allows it to recognize and contact the ACE2 receptor (Figure 2C) -- but also makes 
the critical RBD residues vulnerable to neutralization by antibody binding.31-33  

 

 
Figure 2. Cartoon illustration of the presumed role of the spike in fusion of the viral (lower beige 

blocks) and host cell (upper blocks) membranes. The RBD on the S1 subunit (orange) is attached to the S2 
subunit (blue), and fluctuates between (A) closed and (B) open states. When the spike approaches the 
ACE2 receptor (gray), the open RBD is capable of binding to ACE2 (C), leading to shedding of the S1 
subunit (D), insertion of fusion peptides into the host membrane (E), additional conformational changes 
to co-localize the membranes (F) and eventual membrane fusion (G). Double arrows indicate reversible 
dynamics, while single arrows indicate presumably irreversible events. 

 

 
FIgure 3. Structure from MD simulations of the spike glycoprotein with all 3 RBD domains closed (left), 
and with a single RBD in the open position (right, 1-up). A single snapshot of the protein is shown in 
space-filling model, with red/yellow/blue for the 3 protomers, with the RBM region of the opening RBD 
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shown in purple. Glycans are shown in gray, with multiple MD snapshots shown to indicate the region of 
the protein covered by the dynamic glycan shield. 
 

Although the SARS and SARS-CoV-2 S proteins bind to the same host cell receptor using the same 
RBD region, the residues responsible for ACE2 recognition and binding are substantially different. The 
isolated RBD of the SARS-CoV-2 S protein binds ACE2 more strongly than that of SARS, but the complete S 
proteins bind with nearly the same affinity.13, 15, 17, 21, 34 SARS-CoV-2 S is thought to occupy the active, open 
RBD state less often than in the SARS S, but is compensated by the greater affinity of the RBD for ACE2.21 
Since the RBD is largely obscured by the glycan shield in the closed state31, the shifted equilibrium allows 
the spike to spend less time in the vulnerable open conformation without sacrificing its affinity for ACE2.  

While the S1 subunit is responsible for receptor binding, the S2 subunit contains the fusion 
machinery of the spike.3 The S2 is composed of an upstream helix (UH) at the N-terminus, followed by 
the fusion peptide (FP), a fusion peptide proximal region (FPPR), a conserved heptad repeat region (HR1), 
a long central α-helix (CH), and a connector domain (CD) that leads into the C-terminal ‘stalk’ which 
contains the second heptad repeat (HR2), and the transmembrane domain (TM) that spans the viral 
membrane, followed finally by an intracellular region.21, 25-26 Both the S1 and S2 subunits are heavily 
decorated with glycans.35  

Although the pre-fusion spike initially is stably folded, following S1 shedding (Figure 2D) the S2 
core is metastable, and undergoes large-scale refolding that initiate membrane fusion.20 S2 is thought to 
begin the fusion process by releasing the fusion peptides that insert into the host cell membrane, 
presumably forming a short-lived pre-hairpin intermediate tethered between the two membranes 
(Figure 2E).3, 20, 36 This structure then refolds again to adopt the post-fusion structure, with a six-helical 
bundle5, 20, 37 formed from the HR1 and HR2 helices that are attached to the spike stalk and fusion 
peptides, respectively (Figure 2F,G). This dramatic conformational rearrangement allows one or more 
spikes to bring the two lipid bilayers into contact, generating a fusion pore and releasing the virion’s 
contents into the host cell.21, 33  

The SARS-CoV-2 spike possesses two distinct cleavage sites that must both be processed to foster 
efficient membrane fusion. The S1/S2 site (682RRAR685 ), contains a dibasic furin cleavage site insertion not 
present in SARS and many other coronaviruses.10 Cleavage at the S1/S2 site for SARS-CoV-2 is thought to 
occur during biosynthesis in the secretory pathway, and serves to disconnect the S1 subunit from the S2 
and permit S1 dissociation (shedding). The S2’ (814KRSF817) cleavage site2, 5 is in the S2 domain and is 
believed to be cleaved by membrane-bound TMPRSS25, 38-40 or cathepsin5, 41 host proteases, allowing for 
release of the fusion peptides at the end of HR1 that are subsequently inserted into the host membrane. 
The timing of S2 cleavage relative to ACE2 binding and S1 shedding remains unclear.  

Studies of the wild-type (WT) cleaved spike for both SARS-CoV and SARS-CoV-2, either isolated or 
on viral particles, observe detectable amounts of post-fusion S2 structures even in the absence of ACE2.6-

7, 20-21, 23, 29, 42-43 These results suggest that the S1 subunit can spontaneously shed and prematurely trigger 
the irreversible S2 transition to the post-fusion state. Binding of antibodies can also trigger premature 
spike activation.33 

Our focus here is on the dynamics of the RBD, through which it transitions from the hidden and 
binding-incompetent closed position, to the open conformation in which it can bind ACE2 but is also 
susceptible to immune surveillance. Locking the spike in either the open or closed conformation could 
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potentially interfere with the viral entry into host cells. Sealing it in the closed state would eliminate its 
ability to bind ACE2, preventing infection. This approach has been demonstrated through introduction of 
disulfide bonds that lock the RBD closed, preventing ACE2 binding.44-47 Small molecules may also be able 
to reduce RBD opening for wild-type spike, as suggested by the identification of a linoleic acid binding 
pocket in the RBD of the SARS-CoV-2 spike.48-49 Conversely, substitutions that increase population of the 
open RBD47 may more frequently expose antibody epitopes, potentially facilitating a neutralizing immune 
response50-51. Shifting the distribution to the open state also could weaken the S1-S2 interface and help 
to prematurely trigger S1 shedding, irreversibly neutralizing the spike6, 16, 21.  

Rational design of small molecules that can penetrate the glycan shield and serve as probes or 
modulators of RBD positioning would be facilitated by a complete, atomically-detailed model of the RBD 
dynamics. Here, we use a wide array of computational methods to model a conformation transition 
pathway and free energy landscape between the all-closed and 1-up RBD states in the fully glycosylated, 
solvated spike models based on prior simulations31, cryo-EM25-26 and crystal19 structures, and mass 
spectroscopy experiments35. The data provide a detailed description of RBD opening, indicating specific 
interactions that may stabilize the closed, hidden state, and provide opportunities to control RBD 
positioning. The results are briefly summarized here. 

Analysis of the RBD transition profile identified formation of a transient pocket at the hinge 
region beneath the RBD (Figure 4). This pocket is present only in the open RBD state, and is formed by 
the bottom of the RBD, the top of the CTD1 domain, and the inner surface of the two protein strands 
connecting these domains. Importantly, the amino acids composing the hinge-pocket are well-conserved 
across other betacoronaviruses, despite substantial variations in the RBD and rest of S1. This is consistent 
with an important mechanistic role for the hinge region. 
 

 
Figure 4. Space-filling model of the 1-up spike trimer, colored blue for protomer with open RBD, and red and 
yellow for the counterclockwise and clockwise protomers with closed RBD, respectively. Glycans and water are 
omitted. The RBD hinge region is shown in green. Three different views are shown: (left) pocket accessibility 
through gap left by opened RBD; (middle) narrow tunnel between hinge connectors; and (right, red S1 subunit 
not shown) concave pocket between RBD and CTD1 domains. 
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We examined specific interactions near the hinge region that influence RBD positioning. 
Consistent with experiments,7, 21 the closed RBD is favored on free energy landscapes of the wild-type 
spike.  The conserved K528 forms a salt bridge with D389 only when the RBD is closed,26 and simulation 
of K528A shifts the RBD equilibrium toward the open, exposed state. The pocket is tightly packed when 
the RBD is closed; substitution of A522 with bulkier Leu also remodels the simulated free energy 
landscape to favor the open, exposed RBD. These results suggest that binding of a small molecule that 
makes appropriate contacts in the allosteric hinge pocket could preferentially stabilize the spike in the 
open conformation, potentially counteracting the immune shielding of the closed RBD and also 
weakening the interaction between the S1 and S2 subunits.  

We conducted a virtual screen using a large library of known compounds to determine if the 
pocket was large enough to accommodate a small molecule and identified several promising candidates 
that were studied while bound to the spike during MD simulations. The most promising candidates was 
used for calculations of the free energy landscape for RBD opening in the full trimeric spike; these 
support the hypothesis that a bound ligand could dramatically shift the equilibrium of the RBD from 
strongly favoring the closed position in the apo spike, to a flatter landscape with significant population of 
the open RBD with a ligand bound at the hinge region. The results suggest that further optimized ligands 
may be able to provide precise control over RBD position, prevent or reduce shielding of the antigenic 
epitopes on the RBD, and perhaps amplify the existing tendency of the spike to undergo irreversible 
inactivation via premature shedding of the S1 subunit.  

 

Results and Discussion 
MD simulations of the spike in closed and 1-up states 

Following addition of missing loops and glycans, followed by solvation, the complete spike 
ectodomain system consisted of ~ 1.3 million atoms (see Methods for details on construction of the initial 
structures for each state). We performed three independent 300 ns MD simulations of the spike with all 
RBDs closed, as well as three independent runs of the 1-up spike (with only one RBD in the open position; 
in this work we refer to an individual RBD as being open or closed, while the spike trimer can be in the 
closed, 1-up, 2-up or 3-up state).  

We first confirmed that the spike was reasonably stable in our simulation model. We show in 
Figure 5 the best-fit backbone atom RMSD of the S1 and S2 subunits, during our 1-up and closed 
simulations, against their respective cryo-EM reference structures (see “Reference Models” in Methods). 
The simulations of the closed spike were largely stable, with each S2 subunit showing low deviations of ~ 
2 Å, and the more flexible S1 subunit sampling RMSD values of ~ 3 Å. Although the 1-up simulations are 
also stable, with similar S2 RMSD values, the additional space from reduced packing of the RBD leads to a 
more flexible S1 subunit with larger fluctuations and average RMSD values near 4-5 Å. These 
observations are consistent with prior simulations reports and lower resolution in the cryo-EM datasets 
for open RBDs.25, 31 Overall, the spike behavior appears reasonable in our model. 
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Figure 5. RMSD of backbone atoms of each protomer (blue, red, yellow) over three MD runs of the spike 
over 300 ns. (A,B,C) S1, closed spike system; (D,E,F) S2, closed; (G,H,I) S1, 1-up; (J,K,L) S2, 1-up. Each 
shade in a plot represents one of three independent trials. Columns represent protomers 1, 2 and 3 with 
colors matching Figure 4. 

 
We next examined the behavior of individual regions of the spike in the closed and 1-up 

simulations (Figures S6, S7). For the closed system, the domains tended to be quite stable with most 
sampling RMSD values between 1-2 Å. Similar domain stability is seen in the 1-up simulations, with larger 
changes in the NTD domains that become more loosely constrained when the packing at the top of the 
spike is reduced. The CTD2 domain in one protomer shows higher deviation in both systems, likely due to 
an inaccurately modeled surface loop in the initial structures. The cleaved S1/S2 site is highly mobile in 
both the closed and 1-up simulations (data not shown), consistent with it typically being unresolved in 
cryo-EM experiments. In contrast, the uncleaved S2’ site is highly stable and samples RMSD values of only 
~ 0.5 Å in all simulations, with R815 in the KRSF segment remaining partially buried and presumably 
inaccessible to proteases. This is consistent with inaccessibility of S2’ to proteases in pre-fusion SARS 
spikes.52 The fusion peptide regions proximal to the S2’ site are similarly stable, with small changes 
occurring in some trials, but the results are anecdotal and were not subjected to detailed analysis. 
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Quantifying RBD positioning 
In addition to RMSD values, we characterized the extent of RBD opening using two collective 

variables (CVs) that describe the opening angle of the RBD and rotation of the RBD in the plane roughly 
perpendicular to the central helices (see Methods for angle definitions). All RBDs in the 1-up and closed 
states remained in their respective conformations for the entirety of the 0.3 μs simulations, with no 
spontaneous transitions between open and closed RBDs (Figure 6, with 2 additional independent runs 
shown in Figure S8). This metastable RBD behavior on the sub-μsec timescale is consistent with the 
behavior observed by Casalino et al. in 4 μsec simulations.31 In the 1-up system, the two closed RBDs 
sample different angle ranges due to their different positions relative to the cavity left by the open RBD. 
 

 
Figure 6. Collective variables quantifying RBD position in MD simulations of closed (left) and 1-up (right) 
spike systems. Dots represent MD snapshots, and each protomer is shown in a different color 
corresponding to Figure 4.  
 
Glycans 

Behavior of the glycans in the SARS-CoV-2 spike was previously described by by Casalino et al., 
who proposed that the N-glycans at N165 and N234 in the NTD play an essential structural role in RBD 
conformational transitions.31 In our closed simulations, the glycans on N234 point towards the solvent, 
rather than the core of the protein. In the 1-up simulations, the glycans on N234 of the adjacent NTD 
direct inward, occupying the vacancy left by the RBD and interacting with the closed, opposing RBD. 
During the same simulations, the glycans at N165 interacted with various residues on the open RBD and 
inserted itself into the vacancy with those at N234. These observations are consistent with those 
reported by Casalino et al. using multiple force fields and MD software packages.31 

 
Mapping the RBD opening pathway 
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Since brute-force MD simulations were unable to capture spontaneous opening or closing of the 
RBD during the 300 ns runs, we used a nudged elastic band (NEB) approach53 to optimize a low-energy 
pathway between the spike in the closed and 1-up RBD states (see Methods). Briefly, NEB uses a set of 
multiple simulations (“beads”) that connect two fixed conformational endpoints. Virtual springs ensure 
that the beads remain spaced apart along the path, but the intermediate beads are otherwise free to 
explore changes in the positions of all atoms. An annealing optimization provides a model for a low-
energy pathway connecting the defined conformations of the endpoints.  

The NEB pathway maps the RBD transition in full Cartesian space, but to facilitate visual analysis 
we project the resulting dynamics onto the two CVs that quantify the RBD position; these are shown as a 
function of progress along the closed-to-open RBD transition pathway in Figure 7, along with overlaid 
structure snapshots of a single protomer during the transition shown in Figure 8. At roughly 15% progress 
along the pathway, the COM angle rises, indicating the start of RBD opening. Changes earlier in the path 
correspond to modest adjustments in the NTD as it shifts away from the RBD to provide clearance for 
opening. Next, the RBD lifts up out of the cavity formed by the NTD and RBD of the counterclockwise 
protomer, giving rise to a sharper increase in the CoM angle value until ~ 60% progress along the path. As 
the RBD clears the cavity it rotates outward, quantified by the increase in the CoM dihedral starting at 
roughly 30% progress.  
 

  
Figure 7. Spike structure properties during the RBD opening pathway, with the closed state on the left 
and the 1-up spike on the right. (Top) RBD opening angle, (middle) RBD rotation dihedral, (bottom) RMSD 
values for RBD and CTD1 domains, after best-fit to central helices (CH). 
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Figure 8. Spike structure snapshots during the RBD opening pathway, colored by opening pathway 
progress from blue to red. (Left) Structure of a single protomer, best-fit to central helices to emphasize 
the larger change in RBD as compared to CTD1 domain; (right) close-up of the pocket formed between 
the RBD and CTD1, best-fit to CTD1 to emphasize the hinge motion between these domains.  
  
RBD opening is achieved through a hinge 

As the RBD lifts it moves away from the rest of the spike, leading to an RMSD increase to ~ 30 Å 
relative to its position in the closed state (Figures 7 and 8, best-fit to the S2 core CH helices). The 
attached CTD1 domain also shifts, but remains much closer to the position in the closed RBD state, 
deviating less than 5 Å over the pathway. These values largely reflect rigid-body shifts in the individual 
domains, with much smaller RMSD values of ~ 1-2 Å when these domains are self-fit (Figure S9), likely 
due to the presence of multiple disulfide bonds proximal to the hinge pocket (Table S2). Thus the most 
significant change in RBD opening is in the relative position of the RBD and CTD1 domains, with a smaller 
outward shift of CTD1, consistent with experiments25-26.  

The hinge connecting the RBD to the CTD1 is composed of two antiparallel strands, one 
connecting the C-terminal end of the first β-strand in CTD1 to the N-terminal end of the RBD (“N-
connector”), and the other connecting the C-terminal of the RBD back to form the remainder of CTD1 (“C-
connector”). Both connectors are located on one side of the domain interface, on the exterior of the 
spike, allowing it to serve as a hinge around which the RBD can rotate up and outward (Figure 7). As 
hinges, both connectors undergo local conformational changes as the spike RBD opens, with backbone 
dihedral changes present in I332, T333 and P527 (Figure S10).  
 
Specific interactions in the hinge region may stabilize the closed RBD 

In the all-closed cryo-EM structure 6VXX26, a salt bridge is apparent between K528 on the C-
connector and D389 on the RBD α-3 helix. This salt bridge is also present at the beginning of the RBD 
opening pathway, but the interaction is broken as the RBD moves upward and away from CTD1 (Figure 
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9A, with distance vs. pathway shown in Figure S11). The absence of this salt bridge with an open RBD 
supports the hypothesis that the hinge pocket region modulates RBD opening. Cryo-EM structures also 
suggest increased hinge flexibility when the RBD is open; many experimental structures are missing 
density in the hinge region, including K528 and the entire N-connector in the initial model for our 1-up 
spike system (6VSB).25  
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Figure 9. Hinge pocket and tunnel in simulated open RBD structure used for virtual screening (A, upper) 
and after MD simulation of the upper structure in complex with ligand Z158703301 (B, lower). Pocket is 
viewed from inside the spike. Sidechains discussed in the text are labeled, and key interactions shown in 
magenta. For clarity the solvent, most sidechains and hydrogen atoms are not shown. 
 

The hinge region is strongly conserved both within identified SARS-CoV-2 isolates, as well as 
other betacoronaviruses (Figure S12, Table S6), supporting a mechanistic function for this region. In 
particular, the salt-bridge pair D389 and K528 are both well conserved, while the immediately adjacent 
K529 is poorly conserved; this difference is consistent with our suggested role for K528 in stabilizing the 
RBD:CTD1 interface when the RBD is closed and the lack of specific interactions observed in MD for K529 
(Figure 9). N331 on the C-connector and nearby N343 on the RBD are both glycosylated, with the glycans 
extending into solution during MD and perhaps shielding the conserved hinge region from antibody 
recognition (Figure S13).  
 
RBD opening via the hinge opens a pocket between RBD and CTD1 

In the RBD-closed state, both hinge strands typically are resolved in cryo-EM structures, and the 
sulfur atoms of RBD disulfide C391-C525 dock into the hydrophobic space between the connector 
strands. The two domains are tightly packed, with no gaps in the solvent-accessible surface. A520 on the 
RBD and Q564 on CTD1 are in close contact in the interior of the hinge pocket when the RBD is closed, 
but move apart to ~ 27 Å as the RBD opens (Figure S14A). The disulfide on the RBD base moves upward, 
leaving a short tunnel between the connector strands and creating a pocket in the expanding space at the 
former interface between the RBD and CTD1 (Figures 1, 8, 9). SASA analysis indicates that the pocket 
becomes solvent accessible halfway along the opening pathway, reaching a maximum value of 600 Å2 
(Figure S15). 

This transient but well-conserved hinge region provides an appealing target for possible 
intervention in the spike function by modulating the intrinsic open/closed RBD equilibrium. To explore 
the druggability of the hinge pocket, we used fpocket54 to extract descriptors across the opening RBD 
pathway (see Methods). The volume of the pocket ranged from 0 (closed RBD) to 900 Å3, with a median 
of 579 Å3 when the RBD is open (> 45% RBD opening progress, Figure S15), comparable to a median of 
530 Å3 from a survey55 of druggable pocket volumes. Transient decreases in the pocket volume of the 
pocket near 70% and 80% progress correspond to χ1 rotation of F329 that temporarily positioned the 
aromatic ring inside the hinge pocket.  

Next, we used fpocket to estimate the potential druggability of the open hinge pocket. The 
druggability score ranges from 0 (unlikely) to 1 (very likely) and is dependent on overlapping apolar α-
spheres, and an amino acid specific hydrophobic and polarity score.54  A survey of known small molecule 
binding pockets in protein crystal structures yielded druggability scores ranging from 0.5 to 1.56 
Application to the spike hinge pocket showed reasonable druggability scores during opening, with many 
snapshots scoring above 0.5 (Figure S15).  Pocket druggability is expected to vary as amino acids rotate in 
and out of the pocket, and as the connector strand conformations vary. For example, the transient 
rotation of F329 is associated with reduced druggability (Figure S15). Overall, the fpocket analysis 
suggests that the hinge pocket can adopt conformations with a volume and druggability score consistent 
with known druggable binding pockets.  
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Free energy landscapes for RBD opening in wild-type and substituted spike systems 

Since it is highly challenging to sample RBD dynamics in a statistically meaningful way for the full 
spike system, we calculated free energy landscapes in the form of potentials of mean force (PMFs) for the 
RBD closed/open transition in the complete, glycosylated spike. Uncertainties in our structure (such as 
model quality for flexible loops) likely prevent us from obtaining accurate quantitative free energy values 
for the open-to-closed RBD transition, but the qualitative changes resulting from hinge pocket amino acid 
substitutions or small molecule binding are likely to be qualitatively informative due to cancellation of 
systematic errors. 

The WT spike shows a strong preference for the closed RBD state (Figure 10A), consistent with 
cryo-EM experiments6, 21 on the wild-type system, as compared to more frequent observation of open 
RBD in experiments using the common “2P” stabilizing substitutions52, 57 that also may weaken21 the 
interaction between the closed RBD and the S2 subunit. The PMFs suggest that RBD opening involves 
three states: the closed state, open state, and a more diffuse, weakly populated intermediate state. The 
intermediate state (CoM angle 65-70°; CoM dihedral 18-26°) is stabilized in part by a transient salt bridge 
between K386 on the RBD and D985 at the top of CH.  In the closed and intermediate state, K528 helps 
stabilize the RBD by forming a network of electrostatic interactions involving D389-K386-S383 to D985 at 
the top of CH in the S2 subunit. Further opening results in breaking of the K528-D389 salt bridge. In the 
open state, a cluster of salt bridges forms between D427/D428 on the RBD and R403/R408 on the closed 
clockwise RBD. 

Focusing on the hinge pocket, we estimated the impact of deleting the salt bridge involving K528 
and D389 via simulations of the K528A spike. Consistent with our structure-based hypothesis, the K528A 
substitution significantly destabilizes the closed RBD, and the free energy surface is shifted toward easier 
RBD opening (Figure 10B). The intermediate state is flatter, likely due to increased flexibility of D389-
K386-S383 in the absence of K528.  

A shift in the open RBD position is seen in a cryo-EM structure47 of the spike with amino acid 
substitutions at the CTD2:S2 interface. We hypothesized that substitutions in the hinge pocket may also 
affect RBD dynamics. The small, nonpolar A522 is tightly packed into the hinge pocket when the RBD is 
closed, but becomes exposed when the RBD opens (Figure 9A). Replacement of A522 with a bulkier side 
chain such as Leu could be readily accommodated with an open RBD, but introduce a steric clash in the 
tightly packed RBD:CTD1 interface in the closed-RBD structure. The simulated free energy landscape for 
the A522L substitution supports our hypothesis, and is strongly shifted to favoring the intermediate and 
open RBD (Figure 10C). The minimum for the closed RBD is shifted to higher angles, consistent with a 
steric clash preventing full closing, and the poorly packed interface destabilizes the closed RBD. These 
A522L results suggest that introducing new chemical matter into the hinge pocket interface could disrupt 
the ability of the spike to adopt a closed-RBD state to evade immune surveillance.  
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Figure 10: Free energy landscapes for RBD opening in A) WT, B) K528A, C) A522L, D) WT+ Z158703301. 
Contour lines indicate 1 kcal/mol intervals. WT has a global minimum with closed RBD, K528A prefers an 
open RBD, and both systems with additional chemical groups in the hinge pocket (WT with bound ligand, 
A522L) show significant flattening of the free energy landscape. 

 
Virtual screening of small molecules targeting the hinge pocket 

Although these proof-of-principle sequence substitutions support the proposed allosteric nature 
of the hinge region, it may be preferable to alter RBD dynamics without modification of the viral genome. 
The location of the hinge pocket at the base of the RBD, facing the interior of the spike, makes it unlikely 
that it could be accessible for antibody or nanobody binding. In particular, the pocket is ~ 20 Å farther 
down the RBD than a cryptic epitope observed in the crystal structure58 of a complex between the 
CR3022 antibody and isolated RBD (Figure S16). However, the pocket appears more readily accessible to 
small molecules diffusing from the outside of the protein, through a 20+ Å gap between the NTD of the 
clockwise protomer and CH of the counterclockwise protomer; this space was previously occupied by the 
closed RBD (Figure 1). Small molecules also are more likely to bypass the glycan shield.  

We hypothesized that the transition from an open-to-closed state could be blocked by a small 
molecule docked to an open-like state, making intermolecular interactions similar to those that would 
normally be present between RBD and CTD1 domains when in the closed-like state. Specifically, we 
aimed to replace key interactions lost upon RBD opening, including (1) occupying the tunnel between the 
hinge connectors, perhaps forming hydrogen bonds to the protein backbone, (2) engaging the 
protonated sidechain of K528 to compensate for the lost salt bridge to D389, and (3) extending a steric 
“prop” to support the base of the RBD near C361 and keep it from closing onto the CTD1 (Figure 9A). 

We carried out virtual screening using DOCK6,59 with a setup that followed well-tested protocols 
we previously employed to identify small molecule inhibitors through targeting HIV gp41,60-62 fatty acid 
binding proteins,63-64 botulinum neurotoxins,65-66 HER2,67 Ebola GP2,68 Zika glycoprotein E69. We screened 
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libraries of purchasable molecules downloadable from the ZINC database70. Compounds were scored 
based on footprint similarity scores71-72, initially using residues  at the base of the RBD as a reference, 
then supplemented with energy-minimized interactions of the spike with small molecules from an initial 
screen. The footprint was manually modified to emphasize interactions of interest (see Methods for 
additional details). Compounds from the first round of screening were not stably bound during MD, but 
were used to develop a hybrid footprint for additional screening that resulted in six lead compounds 
(Table S8 and Figure S21, with additional details for compound selection and analyses provided in 
Supplementary Information).  
 
MD using hits from virtual screening show reversible ligand binding and allosteric RBD control 

Since the hinge pocket is transient, it is unclear (1) if the presence of a small molecule ligand 
would be sufficient to shift the equilibrium of the RBD opening, and (2) if a docked ligand could stay 
bound against the pressure of the closing RBD. Since MD simulations of the entire spike are 
computationally demanding, we carried out initial testing using a reduced construct of the hinge region, 
consisting of a single protein chain including only the RBD, CTD1 and connector chains from one 
protomer (576 amino acids, Q321-S591, see Methods and Figure S4). To assess suitability as a model 
system, MD simulations for this 15x smaller system were initially carried out in the absence of a docked 
ligand, starting from the open conformation used for virtual screening. Despite the removal of the 
surrounding protomers, both domains in the smaller construct were stable during MD simulations of 2 
μsec, with domain backbone RMSD values near 2-3 Å (Figure S9). The hinge pocket behavior from the 
NEB trajectory of the full spike also was recapitulated in unrestrained MD for the smaller fragment, 
sampling a similar distance range between Cα atoms of A520 and Q564 with several opening/closing 
events and a preference for the closed state of the RBD (Figure S14). 

We next carried out fully unrestrained simulations for this RBD+CTD1 construct with six different 
docked ligands (Figure S21). Three of the simulations resulted in substantial shifts in the ligand pose 
within 50-200 ns, with two of these showing closing of the RBD as was observed for the unbound 
construct (Figure S17).  

The simulation with ligand Z739327691 showed remarkable behavior. In the docked pose, it 
exhibited good VDW packing in the cleft, but the only protein-ligand hydrogen bond present was 
between the side chain of K528 and the charged carboxyl group of the ligand (Figure S21).  After ~ 175 ns 
of MD, the ligand dissociated and diffused into solution, reaching as far as ~ 60 Å from the hinge pocket 
before re-approaching and autonomously inserting into the tunnel between the connector strands. 
Spontaneous protein-ligand binding has been reported in previous MD simulations.73 The ligand then 
formed a hydrogen bond to the backbone carbonyl of K528, where it remained for ~30 ns before 
dissociating into solution once again. This observation suggests that spontaneous insertion of a small 
molecule between the strands connecting the RBD and CTD1 domains may be a reasonable event, and 
that hydrogen bonds between the ligand and the connector backbone may be important for binding.  

The ligand Z902245578 remained in the pocket during the simulation, but the docked pose for 
did not exhibit hydrogen bonds to the tunnel connectors, and it shifted position several times and did not 
adopt any stable hydrogen bonds to the protein. The ligand Z153687312 also remained bound, but lost 
the initial hydrogen bond to the backbone of K528 (instead forming one with the backbone of P320 on 
the N-connector) and did not make a direct contact with the K528 side chain during the simulation.   
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The remaining ligand, Z158703301, exhibited all of the desired features in the docked pose, 
including hydrogen bonds to both the K528 backbone and side chain, and VDW contacts with the RBD 
side of the pocket (Figure 9B). It remained stably bound for ~ 0.5 μsec of unrestrained MD (Figure S18). 
In contrast to the unbound RBD+CTD1 simulations (Figure S14), the A520 - Q564 distance did not fall 
below 10 Å at any point, and showed several transitions where the RBD opened even further than in the 
unbound version, sampling distances over 20A before attempting unsuccessfully to close, and then 
opening again (Figure S18). The key protein-ligand contacts observed in the docked pose were largely 
stable. These included the hydrogen bond to the backbone of K528, the packing of the cyclopentane ring 
against the base of the RBD, and the hydrogen bond to the Nζ of K528 (indicated via magenta lines in 
Figure 9B, with time traces shown in Figure S18). New contacts were also formed; the aromatic ring of 
F329 repositioned to stack underneath the ligand, and an adjustment in the N-connector after ~ 100ns 
MD allowed formation of an additional ligand hydrogen bond to the side chain Oγ of T333 (Figure 9B). 
Although T333 initially pointed to the outside of the pocket in the structure we had selected for virtual 
screening (Figure 9A), the adjustment appears reasonable since the “T333-in” conformation is observed 
in other structures sampled along the RBD opening pathway, as well as in experimental models such as 
PDB ID 7A9816 in which the open RBD is bound to ACE2. During MD, it was observed that the ligand 
appeared unable to adopt strong hydrogen bonds simultaneously to both T333 Oγ and K528 Nζ; these 
interactions alternated on the ~ 100 ns timescale. This suggests possible avenues for future optimization 
of ligand geometry.  

Two independent simulations of ~ 0.5 μsec were performed for the same complex with 
Z158703301 (Figure S18). In the second run, the ligand again stayed bound in the pocket and the RBD 
remained open, with behavior comparable to that described above, including formation of the additional 
hydrogen bond to T333. In the third run, the ligand dissociated early in the simulation, which was 
followed by collapse of the hinge pocket and closing of the RBD. A possible explanation for the difference 
is that the hydrogen bond to T333 did not form in this run. This dissociation event indicates that the long 
residence of the ligand in the pocket seen in the other two runs is not simply a result of the ligand being 
trapped in the docked pose.  

Overall, these simulations of the RBD+CTD1 construct suggest that a small molecule may indeed 
fit into the hinge pocket, with multiple stable interactions on the μsec timescale, and that, while bound, it 
can prevent the RBD from closing. The allosteric role of the ligand is supported by the ligand-bound 
simulation in which the RBD closed shortly after ligand dissociation, in contrast to a reproducibly stable 
open RBD with bound ligand.  
 
The bound ligand remodels the free energy landscape to favor the open RBD 

Although the RBD+CTD1 construct appears to be a reasonable model for the hinge pocket, we 
also tested the docked ligand in a 380 ns simulation of the entire glycosylated spike trimer. Control 
simulations of a 3-up unbound spike model showed that all 3 RBDs remained open (Figure 11A). These 
RBDs exhibited larger fluctuations in the angle and especially dihedral space as compared to the 1-up 
simulation (Figure 6), and sampled larger opening angles than in the closed to 1-up NEB path (Figure 7), 
likely due to reduced constraints from neighboring RBDs in the 3-up spike.  

Following placement of Z158703301 into each hinge pocket of the 3-up spike trimer (see 
Methods), MD simulation of the same length showed that all 3 RBDs again remained open, but with 
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reduced fluctuations as compared to the unbound 3-up spike (Figure 11B). With the ligands bound to the 
hinge pocket, the RBDs were restricted closer to the region explored in the 1-up model, perhaps because 
the ligand was selected from virtual screening against the pocket geometry obtained from 1-up 
simulations. This suggests that binding of appropriate small molecule probes to the flexible hinge pocket 
may help to reduce RBD motion and aid in structure determination for open-RBD states, and that rational 
modification of the ligand size could allow for specific positioning of the RBD. 

 

 
Figure 11. Scatter plot of RBD angle and dihedral measurements of apo 3-up model (left) and ligand 
bound 3-up model (right) from snapshots during unrestrained MD simulations. Blue, red and yellow dots 
represent the 3 protomers. Values at the NEB endpoints are shown as larger green and purple circles. 
 
The bound ligand shifts the free energy landscape to favor open RBD 

As with the unbound spike simulations, standard MD timescales are too short to probe the 
potential impact of the bound ligand on RBD equilibrium positioning. We repeated the free energy 
landscape calculation for RBD closing in the 1-up spike system (see Figure 10A), but with the Z158703301 
ligand bound to the hinge pocket (Figure 10D). Initial calculations were carried out without any restraints 
on the ligand, however the process of artificially forcing the RBD to sample the completely closed state 
caused a shift in the ligand pose to relieve the steric clash with the sulfur of C525 on the RBD, producing 
an artificial minimum. Since our goal was to probe the impact on the RBD of a bound ligand, we used 
restraints between the ligand and K528 to help retain the ligand in the hinge pocket as the RBD was 
forcibly closed (see Methods). 

As expected, the presence of the ligand in the hinge pocket had a similar impact on the RBD 
energy landscape as the A522L substitution, significantly flattening the opening profile and stabilizing the 
open RBD, consistent with the design goal (Figure 10D). With the ligand in the hinge pocket, the K528-
D389 salt bridge does not form when the RBD closes. Furthermore, the presence of the ligand in the 
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hinge pocket shifts the opening RBD further toward the clockwise protomer, strengthening interactions 
seen in the intermediate (K386-D985, K378-D405) and open (D427-R403, D428-R408) RBD states (Figure 
S19). 

These simple ligands identified through virtual screening of purchasable compounds almost 
certainly could be further optimized for improved affinity; for example, the highly conserved K528 forms 
a stable salt bridge with D389 in the closed-RBD state, but the Z158703301 ligand lacks an acidic group 
near K528, and instead formed a hydrogen bond with K528 that was only present in ~ 50% of the frames. 
Refining the ability of the ligand to strongly engage the highly conserved K528, and simultaneously 
hydrogen bond to T333, could further improve the ability to remain bound to the pocket and stabilize the 
RBD in the open state. 

 

Conclusions 
Experimental structures have provided a wealth of data on most of the spike structure, but less is 

known about flexible regions, and especially the detailed mechanisms by which the spike transitions 
between the observed states of the RBD. We performed computational analysis of the fully atomic detail 
SARS-CoV-2 spike glycoprotein dynamics in explicit solvent, using long standard MD simulations, steered 
MD, RBD opening pathway mapping, and umbrella sampling calculations of the associated free energy 
landscape. We identified a conserved allosteric pocket adjacent to a hinge region that is critical for the 
RBD opening and closing motion. This pocket exists when the RBD is in the open state, and vanishes 
when the RBD closes and contacts the CTD1 domain.  

Reasonable druggability scores for the hinge pocket with an open RBD motivated virtual 
screening that provided several potential allosteric ligands. We developed a simple screening method to 
identify potential ligands and explored their stability and allosteric impact over hundreds of nanoseconds 
of MD, suggesting that the transient pocket can be stably bound and held open by an appropriate ligand. 
Comparison of free energy landscapes for the complete, glycosylated spike trimer suggested that the 
presence of a ligand in the hinge pocket is able to shift the RBD conformational equilibrium, significantly 
stabilizing the open RBD conformation. Optimization of binding affinity was not pursued here, and these 
simulations are meant only to demonstrate that a small molecule bound to this pocket could have an 
allosteric effect on the RBD. However, the results did suggest specific interaction motifs that may be 
worth exploiting via rational ligand design. In addition to changes in RBD dynamics with bound, optimized 
ligands, our results suggest that appropriate substitutions of A522 and K528 also should alter the RBD 
equilibrium, and ACE2 binding affinity. 

Modulation of RBD dynamics in SARS-CoV-2 could have several consequences. Compared to 
SARS, SARS-CoV-2 better avoids immune surveillance by reducing the tendency of the RBD to adopt the 
open state. This less-frequent RBD opening reduces the effective concentration of RBD available to bind 
the ACE2 receptor, potentially leading to an unfavorable impact on ACE2 binding. The potential negative 
effect is compensated in SARS-CoV-2 via sequence changes that improve the direct interaction of the RBD 
and ACE2, with a net overall effect of reducing RBD exposure to immune surveillance while maintaining 
the net ACE2 affinity, and infectivity. Counteracting the immune shielding by forcing the RBD to remain 
exposed may be an interesting strategy to increase viral vulnerability. Furthermore, the molecular events 
that trigger irreversible S1 shedding and spike inactivation, experimentally observed in the absence of 
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ACE2, remain unclear. Forcing the RBD to adopt the open state for extended periods could weaken the 
interface between S1 and S2 subunits, potentially leading to increased premature shedding and 
irreversible disabling of the ability of the virus to infect host cells.  
 

Methods 
General Protocols  
Simulations described here used the ff14Sbonlysc,74 GLYCAM,75 and OPC376 force fields for the protein 
glycans and water, respectively, with salt described by the Joung and Cheatham monovalent ion set77-78. 
Unless otherwise specified, all simulations used default settings in Amber v2079, with a 4 fs timestep with 
hydrogen mass repartitioning80, an 8.0 Å direct space cutoff with particle mesh Ewald81 for long-range 
electrostatics, a Langevin thermostat with collision frequency of 1.0 ps-1, a Berendsen barostat with 
pressure coupling constant of 0.5 ps, and SHAKE on all bonds involving hydrogen atoms with 0.00001 A 
tolerance. Simulations were carried out using the sander and pmemd.CUDA modules of Amber2079. 
Structure visualization and salt bridge identification were performed with VMD82.  RMSD values, CoM 
angle and dihedral values, and other structural measurements were calculated using the cpptraj83  
module of Amber. Backbone RMSD values used Cα, C, and N atoms. The imshow() and contour() 
functions in the pyplot module of matplotlib library84  were used to visualize the free energy landscapes. 
All amino acid position numbers refer to those in the full-length spike sequence.  
 
Glycosylated Spike Model Building and Simulation Protocols 
 The full-length, glycosylated wild-type (WT) spike ectodomain model was described by Casalino 
et al.31, in both the closed and 1-up RBD states (the “initial models” below). These models are based on 
cryo-EM structures (the “experimental structures” below) of the soluble ectodomain of the spike (6VXX, 
closed;26 6VSB, chain A open25), which included amino acid substitutions (e.g. in 6VSB: R682S, R683G, 
R685S, K986P, and V987P) to stabilize the spike in the pre-fusion state. These variants are easier to image 
and handle experimentally, but these substitutions also potentially alter21 the structure and dynamics of 
the spike. Thus, our models were converted back to the WT sequence, as well as cleaved at the S1/S2 
interface furin site (R685|S686) to better mimic the expected state in situ. The models from Casalino et 
al.31 include both N-linked and O-linked glycans on each protomer,32, 35, 85  with a glycosylation profile 
congruent with cryo-EM and MS reports on the spike. Each protomer has 22 N-linked glycans and 1 
(chains B and C) or 2 (chain A) O-linked glycans (Table S1). The initial models had the full-length stalk 
embedded into a membrane.31 Since our focus was on RBD dynamics, we simplified the initial model by 
removing the membrane and truncating the stalk at V1164 in each protomer.  
 The experimental models, particularly the 1-up structure, were missing density for the spike 
stalk, loops and several sidechains, including a portion of the RBM. Starting from the glycosylated 
structures from Casalino et al.31, we replaced the RBD of each protomer in both initial models with RBD 
coordinates obtained from the crystal structure of the RBD:ACE2 complex (PDB 6M0J19). The non-RBM 
region from 6M0J was first aligned with the non-RBM backbone atoms of each protomer. The atoms 
between A334 and G526 from the initial model were replaced with those from the crystallographic 
structure 6M0J. This resolved missing loops, as well as repositioned two cysteine residues (C480 and 
C488) close enough to introduce a disulfide bond that was absent from the cryo-EM structures and our 
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initial models. The remaining disulfides not resolved in the cryo-EM structures were included based on 
their distance and sequence conservation against the consensus sequences of SARS coronavirus; all of 
the involved cysteines were conserved in the SARS spike protein. A complete list of all the disulfides is 
provided in Table S2. This protocol resulted in the “amended models” used in the remainder of this work. 

The amended models were solvated with a 30.0 Å minimum distance to the box edge, yielding 
403,743 molecules of explicit water, as well as a 200 mM NaCl buffer. The 1-up and closed systems each 
consisted of the same 1,298,646 atoms. Each was equilibrated using a 10-step protocol. First, the water 
molecules were minimized for 1,000 steps using steepest descent, and then for an additional 9,000 steps 
with conjugate gradient, while the rest of the system was restrained with 1 kcal/(mol·Å2) Cartesian 
positional restraints. The systems were then heated to 310 K at constant volume over 0.5 ns, again with  
100 kcal/(mol·Å2) positional restraints applied to all atoms except hydrogens and waters. The box size 
and density were then equilibrated over 1 ns with constant pressure of 1 bar, with positional restraints 
maintained. The restraints were then lowered to 10 kcal/(mol·Å2) for an additional 1 ns of equilibration, 
before a second minimization of 10,000 steps of conjugate gradient with only backbone atoms restrained 
using a force constant of 10 kcal/(mol·Å2). The next three steps of equilibration were done for 1 ns each 
at constant NPT with positional restraints on protein backbone atoms at 10, 1, and 0.1 kcal/(mol·Å2), 
respectively. This was followed by a final 1 ns of unrestrained MD at constant NPT. These equilibration 
steps used a 1 fs integration time step. Production simulations of the closed and 1-up spike systems were 
both conducted in triplicate, each for 0.3 µs at 310 K and constant NPT.  
 
Building models for sequence substitutions 

The 1-up structure used for building the WT model before equilibration was used as initial 
structure for building the sequence variants A522L and K528A. The sidechain atoms of residues to be 
substituted were deleted, and the new sidechains were introduced using the tleap module of Amber20. 
The protocols used to build and equilibrate the WT system were repeated for the substituted spike 
systems. 
 
Reference models 

The cryo-EM structures 6VYB and 6VXX26 were used as reference structures for RMSD analysis on 
the closed and 1-up structures, respectively. Since the experimental structures were missing coordinates 
for some regions, we built complete models to facilitate comparison by substituting the coordinates of 
backbone Cɑ, C, N, and O atoms of each experimental structure into our closed and 1-up models, and 
retaining coordinates for all other atoms. These are denoted as the “reference models”. RMSD 
calculations were limited to amino acids that were resolved in the 6VSB 1-up cryo-EM structure; these 
are listed for each domain in Table S3. 
 
Collective variables used to quantify the RBD open/closed transition 

We defined center-of-mass (COM) variables to quantify RBD motion during MD, the RBD-opening 
pathway from NEB, and also as the collective variables (CVs) for the umbrella sampling simulations. Gui et 
al.28 used the angle between the long axis of RBD and the plane vertical to the symmetry axis of S protein 
to quantify the state of RBD. Here, to facilitate use as restraints during umbrella sampling, a COM angle 
was defined to measure the open/closed movement of the RBD. The first point of the angle was chosen 
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to be the center of the opening RBD (COM groups are provided in Table S4). The second point is in CTD1 
on the same protomer, and the third is in the center of a short helical region in the upstream helix. The 
second group was chosen at approximately the fulcrum of RBD opening, and the third group is roughly at 
the same distance along the CH vector as the second group. These was chosen to make this COM angle 
definition similar to that used by Gui et al.28  

As the RBD opens and becomes less constrained by packing against neighboring RBDs, we also 
observed RBD rotation along its own long axis. We added a second CV, the COM dihedral, to improve 
sampling of this rotation and speed convergence in the open state. The first two points of the COM 
dihedral are in CTD1, while the other 2 are in the RBD. Figure S1 gives a visual representation of both CV 
definitions. 
 
Nudged Elastic Band Pathway Optimization 

We used a GPU implementation86 of a large-system variant53 of the nudged elastic band (NEB) 
method87 to explore a pathway of the spike transition between the closed and 1-up RBD states. We 
previously used this protocol to obtain pathways for biomolecular recognition dynamics that were 
subsequently validated through experiments.88-93 The equilibrated closed and 1-up structures were used 
as the two pathway endpoints, which in NEB are held fixed. An additional 30 intermediate simulations 
(beads) were placed to map the transition pathway, giving a total of 32 simulations run simultaneously, 
with bead 0 corresponding to the equilibrated closed state, and bead 32 corresponding to the 
equilibrated 1-up state. NEB springs were applied to the backbone heavy atoms of all residues with a 1 
kcal/(mol·Å2) force constant. NEB was run in four stages: heating, equilibration, annealing, and 
production. The set of 32 simulations were first heated from 100 to 300 K over 0.5 ns at constant volume, 
then the box size was allowed to equilibrate for 1 ns at constant pressure and temperature. Annealing 
was done over 5 ns at constant volume: 1 ns of heating from 300 to 400 K, 1 ns at 400 K, 1 ns heating 
from 400 to 500 K, 1 ns at 500 K, then cooling to 300 K over 0.5 ns and a final 0.5 ns at 300 K. The final 
annealed structure from each bead was used to initiate 15 ns of NEB at 300 K and constant P to locally 
explore the annealed pathway.  
 
Steered molecular dynamics 
The NEB calculations applied springs only to the protein backbone, leading to potential discontinuities in 
other degrees of freedom along the optimized path that could hinder calculation of free energy 
landscapes. Therefore, steered molecular dynamics (SMD94) using the Amber NFE module was used to 
generate initial structures for umbrella sampling. The starting point was the frame from NEB used for 
ligand virtual screening, to make sure the apo SMD path was comparable with the ligand-bound SMD 
path. The structure first was steered to match the 1-up endpoint of NEB by reducing RMSD from the 
initial value (1.95 Å) to zero, using a force constant of 50000 kcal/(mol· Å2) during 0.5 ns at 310 K and 
constant volume. The RMSD region included the Cα atoms of the RBD (residues 338-517), CTD1 (residues 
324-327,538-585) and helices in S2 (residues 747-782, 946-966, 987-1034) of only one protomer. The 1-
up spike was then closed gradually along the final NEB pathway in a stepwise fashion (31 steps, one for 
each subsequent NEB bead) until the RBD was fully closed. At each step, the last frame from the 
neighboring bead was used as the new reference, and the RMSD was reduced to zero as in the previous 
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step. The simulation conditions and lengths for each step were the same as the first step. This strategy 
was applied to both apo and ligand-bound wild-type and substituted full spike models. 
 
Umbrella sampling and free energy landscapes 

To map the energy landscape for the open-to-closed RBD transition in the apo and bound WT, 
and the A522L and K528A spike systems, we performed 2-dimensional umbrella sampling (US). A 2-D grid 
was generated, ranging from 45° to 95° in CoM angle and -30° to 70° in CoM dihedral, spaced evenly by 
2° in both dimensions. The range of values for the grid was selected based on the range of values 
sampled during the NEB simulations with additional space for expanding the grid. The SMD trajectories 
for apo, bound, and substituted spike systems were mapped onto the 2D grid, and the median potential 
energy structure occupying each grid point was selected to initiate US simulations. This resulted in a total 
of 111 occupied grid blocks for the bound S-protein, 102 grid blocks for the apo, 114 grid blocks for 
A522L, and 102 grid blocks for K528A S-protein. After visual inspection of the initial PMF, additional 
points were added to expand the sampled grid beyond local minima. Initial structures for expanded grid 
points were obtained from the final structure sampled in the US run of the grid left or right in CoM angle 
space; if not available, the grid above or below in CoM dihedral space was selected. The US protocol 
described above was repeated for the newly added grid points. This brought the total number of grid 
points to 332 for the bound WT, 328 for apo WT, 308 for A22L, and 280 for K528A (Figure S2). 
  Umbrella sampling was carried out with 1 window (simulation) for each selected grid point, 
simulated in parallel. For each window, the CoM angle and CoM dihedral of each initial structure were 
restrained to their respective grid center using a harmonic potential with force constants of 1600 and 
1400 kcal/(mol·rad2) respectively. For the ligand-bound US, restraints were used between the distance 
between the backbone nitrogen of K513 and the nitrogen in the imidazole ring of the ligand and the 
distance between the sidechain nitrogen of K513 and the carbonyl oxygen of the ligand. A half flat-
bottom potential was used, where there was no energy penalty when the distances were below (4 Å, 
K528 backbone; 5 Å, K528 sidechain), and a harmonic potential energy when the distance was larger, 
using a force constant of 10 kcal/(mol·Å2). Each grid structure was equilibrated for 2 ns at 310 K under 
NPT conditions, followed by a production run of 16 ns under the same conditions, saving structures every 
20 ps and values of the CVs every 0.4 ps. PMFs for each system were calculated using the weighted 
histogram analysis method95 (WHAM) in WHAM v2.0.1096, with a convergence tolerance of 0.00001 
kcal/mol and histogram boundaries of 45 ° and 95° for the CoM angle and -30° and 70° for the CoM 
dihedral reaction coordinates, respectively. Bin widths of 0.25° for CoM angle and 0.35° for CoM dihedral 
were optimized using the Shimazaki-Shinomoto algorithm97  
 
Selection of structure for virtual screening 

A snapshot from the full-spike NEB pathway calculation was selected for virtual screening and 
MD simulations. The NEB pathway was examined visually to select a structure for subsequent virtual 
screening. A520 and Q563 reside on the RBD and CTD1, respectively, and form a close contact between 
backbone Cα atoms in the closed-RBD state (distance of 4.5 Å). The distance was monitored during RBD 
opening, and reached a plateau near 27 Å (see Results). A frame was selected at the start of the plateau 
(75% progress on the opening path), since the later stages did not result in larger opening of the pocket 
and mainly corresponded to adjustments in the RBD:CTD1 N-connector strand running from F329 to 
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N334. We had greater confidence in the structural details obtained from the annealed pathway rather 
than the endpoint structure, since this connector was absent in the 6VSB cryo-EM structure used to build 
the initial models.  
 
Fpocket analysis 

Fpocket 3.0.454  was used to extract descriptors of the hinge pocket. The algorithm requires a 
selection of grid points to define the pocket. Therefore, we used mdpocket98 to obtain the grid points for 
the hinge pocket, using the trajectory from the NEB bead that contained the structure selected for virtual 
screening. The structures in the NEB trajectory were aligned along the lower portion of the central helices 
(S1006-V1036). Since the hinge pocket is contained inside a protomer, the other two protomers were 
deleted to reduce the calculation time. The analysis yielded the same results whether glycans were 
retained or removed. Default fpocket settings were used to select and cluster the α-spheres. The grid 
points that corresponded to the cluster of α-spheres located in the hinge pocket (Figure S3) were 
extracted using Chimera99 v1.14. All 395 extracted grid points were used to define the pocket to extract 
descriptors using a second run of mdpocket, which calculated descriptors using trajectories from the 
entire RBD opening pathway (all 32 beads). The descriptors used were pocket volume, pocket residues, 
and SASA score. The druggability score was calculated on each snapshot from the entire RBD opening 
pathway using the fpocket module.   

  
RBD+CTD1 construct 

In order to more rapidly test the interaction of the pocket with docked ligands in MD, and also to 
provide a smaller system for virtual screening, we excised a subset of the amino acids from the complete 
spike, including the domains on both sides of the hinge pocket (all of the RBD and CTD1 domains; 271 
residues total, corresponding to the portion from Q321 to S591 in the intact spike; see Figure S4). Five 
disulfide bonds present in these domains for the full spike were retained in the fragment (Table S2). 
Glycans were removed since none were within 10 Å of the pocket. Water was removed and the protein 
was re-solvated with a minimum distance to box edge of 10 Å, resulting in addition of ~ 27,000 water 
molecules, using the same parameters as for the full spike simulations. The resulting system consisted of 
86,270 atoms for the unbound RBD+CTD1 construct. 

This smaller construct was equilibrated using a 10-step protocol similar to that described above. 
First, the water molecules and hydrogen atoms were minimized for 1,000 steps using steepest descent, 
and then for an additional 9,000 steps with conjugate gradient while the rest of the system was 
positionally restrained with 10 kcal/(mol·Å2) restraints. Next, the systems were heated to 298 K at 
constant volume with all atoms except hydrogens and waters being restrained with 100 kcal/(mol·Å2) 
positional restraints. Next, the box size and density were equilibrated over 1 ns at constant temperature 
(298K) and pressure (1 bar) with coupling constant of 0.1, with positional restraints retained on all atoms 
except the water and hydrogens. The restraints were then lowered to 10 kcal/(mol·Å2) for an additional 1 
ns of equilibration at 298K and 1 bar, with pressure coupling constant of 0.5. This was followed with a 
second minimization of 10,000 steps of conjugate gradient, with only backbone atoms (CA, N, C) 
positionally restrained using a force constant of 10 kcal/(mol·Å2). Next, three steps of equilibration were 
performed for 1 ns each, at constant NPT, with positional restraints on only protein backbone atoms with 
restraint force constants of 10, 1, and 0.1 kcal/(mol·Å2), respectively. This was followed by a final 1 ns of 



Page 24 of 35 
 

fully unrestrained MD at constant NPT with a pressure coupling constant of 1.0. Unrestrained production 
MD was carried out for 2 μsec at 310K and 1 bar, using a time step of 4 fs. 

For the ligand-bound RBD+CTD1 constructs, the same protocol was followed as described above 
for the apo construct. The ligand was not restrained during initial minimization in order to adjust the 
docked pose to the simulation environment.  
 
Virtual Screening with DOCK 

Briefly, docking spheres were generated using the program sphgen100 which defines a negative 
image space filling model of the protein surface. DOCK spheres are subsequently used to orient ligand 
scaffolds (rigid subgroups) prior to sampling ligand internal degrees of freedom in the pocket via the Anchor 
& Grow algorithm.59 For the present setup, 52 spheres total were selected based on their proximity to the 
site being targeted which were used to define a bounding box for the program grid101 based on 0.3 Å grid 
spacing. Docking grids help speed up the calculations by pre-computing van der Waals (VDW) and 
Electrostatic (ES) contributions from the protein at each grid point.101 As in prior work, the VDW term 
employed a 6-9 potential and the ES term employed a distance dependent dielectric (4r). The overall 
docking setup is shown in Figure S5.  

We used DOCK6.959 to screen two libraries of purchasable molecules downloadable from the ZINC 
database70. Criteria for library inclusion included a ligand formal charge range of -2 to 2 and a logP range 
between -1 to 5 which helps to ensure candidates have lead-like properties from the outset. Library 1 
contained 2.5M molecules with a MW range of 200 to 500 g/mol, mainly composed of smaller molecules. 
Library 2 contained 4.5M molecules with a somewhat larger MW range of 325 to 500 g/mol. The screening 
protocol employed the DOCK FLX102 approach which samples rigid body and internal degrees of freedom 
for the ligand while the protein is held rigid. The FLX protocol retains the best scoring ligand conformer 
(pose) for each molecule as determined by the grid energy which is termed single grid energy (SGE) score. 
Each pose was energy-minimized in Cartesian space which is termed DOCK Cartesian energy (DCE) score. 
This procedure further optimizes the ligand translational and rotational degrees of freedom and enables 
Footprint Similarity (FPS) scores to be computed as discussed below. DCE minimizations employed a 
restraint tether of 10 kcal/(mol·Å2) to help keep poses in their originally docked geometry.  

As a logical way to help select compounds for experimental testing, we employed Footprint 
Similarity Scoring (FPS)71-72 which quantifies the degree of overlap (Euclidian distance) in terms of non-
bonded per-residue VDW and ES interaction energies with the protein. FPSSUM quantifies the overlap 
between the VDW and ES patterns while FPSVDW or FPSES reflect the individual components. References are 
typically based on the 3D binding geometry for a known molecule. Alternatively, as employed in the 
present work, a text-based list of residue numbers with their accompanying VDW and ES energies can be 
used.  

We hypothesized that the transition from an open-to-closed state could be blocked by a molecule 
docked to an open-like state which made intermolecular interactions similar to those that would normally 
be present between RBD and CTD1 domains when in the closed-like state. Visual examination of a 
sequential series of snapshots extracted from the NEB pathway trajectory suggested that residues 390-395 
plus 513-525 at the base of the RBD docked into the pocket in the closed-like conformation. Construction 
of the reference used for virtual screening employed the following steps: (1) Residues 390-395 plus 513-
525 were extracted and saved as a separate MOL2 file. (2) Per-residue interaction maps between residues 
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390-395 plus 513-525 were computed with all residues from the frame selected for docking (see above). 
(3) Inspection of the underlying energies led to the conclusion that the residue subset 390-394 plus 516-
524 would be most suitable for the identification of molecules that would occupy the hinge pocket which 
is only present in the open state. (4) The text-based footprint derived from this smaller subset was then 
manually adjusted to emphasize key interactions deemed important for binding. Specifically, the ES 
interaction at residue K528 was set to -7 kcal/mol due to its high conservation and important role in 
stabilizing the closed state. The VDW interactions at N360 and C361 were increased to -2 kcal/mol as these 
residues comprise a hydrophobic cleft within the hinge pocket a molecule could occupy and impede the 
closing motion. Additionally, the VDW interactions at V362 and A363 were increased to -4.5 and -3.0 
kcal/mol respectively to help identify molecules that would interact favorably with a tunnel in the open 
state. Finally, a strong ES interaction at R567 in CTD1 was determined to be of little interest due to the 
distance from the pocket, so the value was decreased to 0 kcal/mol. The overall objective was to screen 
molecules into the open-like conformation and use the text-based footprint described above, termed the 
"peptide reference", to help identify small molecules that mimic closed-state interactions. It should be 
emphasized that FPS overlap was but one guiding factor used during compound prioritization.  

Candidate molecules from docking were parametrized for MD simulations using the AMBER16103 
suite of programs. Briefly, DOCK6 poses for ligands from the virtual screen (MOL2 format) were used as 
input for the antechamber module which was used to compute AM1-BCC104-105 partial atomic charges and 
assign GAFF106 force field parameters. Full details for virtual screening methods and results are provided in 
Supplementary Information.  
 
Preparing the ligand-bound full spike, and the 3-up spike model 

The NEB frame used for virtual screening was used to build a 1-up complete spike model with a 
single ligand bound below the open RBD. A structure of the full spike from the NEB pathway with open 
RBD and T333 pointing into the pocket was selected and aligned with the structure after 300 ns of MD for 
the ligand-bound RBD+CTD1 fragment by overlapping the backbone of both connectors (F329 – P337, 
C525 – T531), and the ligand coordinates were transferred from the fragment to the full spike system. To 
avoid steric clashes that may make equilibration unstable, the pose of the ligand was further optimized 
by minimization in DOCK6. After minimization, any water molecules within 4 Å of the ligand in the 
original NEB frame were deleted. The system was equilibrated using the same protocol as described 
above for the amended spike models, except that in the first minimization step, steepest descent was 
only run for 10 steps followed by conjugate gradient, and the spring constant was 100 kcal/(mol·Å2). 
Since we started from an equilibrated structure of the spike, 10 steps of steepest descent were sufficient. 

A 3-up apo spike model was built using SMD, for control simulations and for simulations of 3-up 
spike with bound ligands. The equilibrated closed structure was used as the initial model. Three 
independent RMSDs were used as CVs to guide the opening of the three RBDs. The RMSD regions were 
Cα atoms of residues 338-517, 747-782, 946-966 and 987-1034, which included one RBD and three α-
helices in the S2 subunit including UH, CH and a helix in HR1. A weak Cartesian positional restraint of 1 
kcal/(mol·Å2) was applied to the S2 helices to maintain stability during SMD. A reference structure for the 
target RMSD was generated by aligning the open protomer from the equilibrated 1-up model to each of 
the three protomers by overlapping the S2 subunit. The newly generated RBD coordinates and the 
original S2 coordinates were saved, creating a 3-up RBD model that was suitable to use as an RMSD 
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target for SMD. During subsequent SMD simulation starting from the closed spike, the three RMSDs were 
gradually decreased from their initial values to zero using a force constant of 10000 kcal/(mol·Å2) during 
20 ns of simulation at 310 K and constant volume. 

The final structure from this SMD step was used to make the 3-up ligand bound model. To 
accommodate the ligand, the hinge pockets of all the three protomers were changed via SMD to match 
the same structure used for placement of the ligand in the 1-up full spike as described above. The RMSD 
region for SMD included the Cα atoms in the N-connector and C-connector. The target RMSD was 
reduced from the initial values to zero (final value 0.05 Å) during 10 ns of simulation at 310 K and 
constant volume. The same positional restraints were used as in the previous step. The 3 ligands were 
placed similarly as in the 1-up model by aligning the connectors to each of the three hinge pockets. The 
poses of the ligands were optimized similarly by DOCK6.59 Water molecules within 4 Å of any of the three 
ligands were deleted. The same equilibration protocol from the 1-up bound model was used to 
equilibrate the system.  Production MD was in NVT at 310K. 

 
Sequence conservation analysis 

A total of 28 sequences belonging to a variety of coronaviruses were utilized to quantify amino 
acid conservation at various locations of the spike. Lineages were chosen based on previous work done 
by Cagliani et al. 107 who noted the clustering of SARS-CoV-2 with SARS-CoV in pangolins and bats. The 
authors used knowledge of previous zoonotic spillover events that resulted in SARS and MERS outbreak 
to determine the relevance of pangolin and bat coronaviruses. Sequences were obtained using the 
genbank108  and GISAID109 databases. Lineages were chosen based on previous work done by Cagliani et 
al. 107 who note the clustering of SARS-CoV-2 with SARS-CoV in pangolins and bats. The authors used 
knowledge of previous zoonotic spillover events that resulted in SARS and MERS outbreak to determine 
the relevance of pangolin and bat coronaviruses. Differing from Cagliani, the GISAID109 reference 
sequence was utilized and two common human coronaviruses were included: 229E and OC43. Table S5 
details the specific accession numbers and hosts of coronaviruses chosen. Alignment of sequences was 
performed using default alignment parameters on the T-Coffee110 online server. Following the alignment, 
the sequences were processed to remove gaps that were present in the SARS-CoV-2 sequence. Table S6 
shows the calculated percent identity for the hinge pocket region alongside the sequence alignment. 
Lastly, sequence logos were generated utilizing the WebLogo server111.  
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Additional figures, tables, methods, and detailed description of virtual screening protocol and results. 
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