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ABSTRACT  

Fast and accurate assessment of small molecule dihedral energetics is crucial for molecular 

design and optimization in medicinal chemistry. Yet, accurate prediction of torsion energy 

profiles remains a challenging task as current molecular mechanics methods are limited by 

insufficient coverage of druglike chemical space and accurate quantum mechanical (QM) 

methods are too expensive. To address this limitation, we introduce TorsionNet, a deep neural 

network (DNN) model specifically developed to predict small molecule torsion energy profiles 

with QM-level accuracy. We applied active learning to identify nearly 50k fragments (with 

elements H, C, N, O, F, S, and Cl) that maximized the coverage of our corporate library and 

leveraged massively parallel cloud computing resources to perform DFT torsion scan of these 



fragments, generating a training dataset of 1.2 million DFT energies. By training TorsionNet on 

this dataset, we obtain a model that can rapidly predict the torsion energy profile of typical 

druglike fragments with DFT-level accuracy. Importantly, our method also provides a direct 

estimate of the uncertainty in the predicted profiles without any additional calculations. In  this 

report, we show that TorsionNet can reliably identify the preferred dihedral geometries observed 

in crystal structures. We also present practical applications of TorsionNet that demonstrate how 

consideration of DNN-based strain energy leads to substantial improvement in existing lead 

discovery and design workflows. A benchmark dataset (TorsionNet500) comprising 500 

chemically diverse fragments with DFT torsion profiles (12k DFT-optimized geometries and 

energies) has been created and is made freely available. 

  

 

INTRODUCTION  

Small molecule conformations in solution, solid state, and protein 

environment are determined primarily by the rotational energetics of constituent single bonds. 

Therefore, accurate determination of small molecule torsion energy profiles is a crucial step 

towards characterizing their physical and chemical properties and rationalizing their biological 

activities. The ability to rapidly and accurately predict preferred dihedral angles and estimate the 

energy penalty due to the deviation from the low-energy torsion angle is essential to the 

successful application of molecular modeling in small molecule discovery and design, including 

tasks such as generation of low-energy conformations1, virtual screening2, 3, and interactive 

exploration of structure-based design ideas for potency optimization.  

  

Both data-driven and physics-based techniques have been applied to assess torsional preferences 

and to identify low-energy rotamers. Knowledge derived from crystal structure databases, e.g. 

CSD4 and PDB5, serves as a useful guide for structure-based design6-8 and is also used by many 

conformation generation programs9-13. By leveraging the statistics of the observed torsion angle 

ranges in structural databases, these programs generate physically and biologically relevant 

structures. Nevertheless, such data-driven analyses are often hindered by the underrepresentation 

of novel chemistries explored by medicinal chemistry programs.  
 



Physics-based alternatives, on the other hand, usually rely on approximate molecular mechanics 

(MM) force fields14-18, expressing the total energy of a conformer using a combination of bonded 

and non-bonded terms, where each individual component is described by a fixed functional form 

and a pre-specified set of parameters. Dihedral terms are modeled as a Fourier series and the 

associated parameters are derived by fitting to torsion scan profiles of model systems obtained 

from quantum mechanics (QM) calculations. Recent force field development efforts have 

focused on improving the coverage of torsion parameters to ever-expanding small molecule 

chemical space, leading to a nearly exponential increase in the number of dihedral types in some 

force fields. For example, the number of torsion parameters in successive releases of OPLS force 

field has gone from 1.6k in the version OPLS_200519 to 45k in OPLS2.120 to 147k in  the latest 

version, OPLS3e18. Despite these notable efforts, molecular mechanics continues to be limited in  

accuracy due to its restrictive functional form and incomplete parameterization and performs 

poorly when applied to unseen chemical motifs such as those found in proprietary 

pharmaceutical libraries. 

  

Ab initio methods do not have such limitations and have been shown to reproduce preferred 

dihedral geometries in a variety of organic molecules and fragments21-25. In a recent publication, 

we reported our extensive analysis of torsional strain in crystal structures with Density 

Functional Theory (DFT)23. Key insights from that exercise were that in the crystalline state 

molecules generally adopt low-energy conformations, consistent with gas-phase DFT 

calculations from molecular substructures, and that motifs with deviations from ideal gas-phase 

geometry are normally associated with a high-energy penalty and occur relatively infrequently , 

which in a great majority of cases can be attributed to external effects such as steric hindrance or 

inter-molecular interactions. We also demonstrated that reasonable estimates of conformational 

strain can be obtained by summing up the strain energies in each individual rotatable bond in the 

molecule. The strain energy of each rotatable bond is calculated independently using an ab initio  

torsion scan performed on an essential substructure fragment around that rotatable 

bond. However, despite the relative efficiency of the fragment-based approach, the high 

computational cost associated with QM calculations severely constrains the throughput of the 

method, making it impractical for use in virtual screening or interactive structure-based design.  

  



We address this practical limitation of first principle methods by using machine learning (ML), 

which allows us to circumvent the computationally expensive QM calculations and provide 

several orders of magnitude speed-up while retaining the accuracy of ab initio  calculations. In  

recent years, ML models, trained on reference QM data, have been applied to a variety 

of chemistry tasks26, 27. One of the earliest examples was the use of a Kernel Ridge Regression 

model28 that was trained on reference data from 6k randomly selected compounds from 

GDB729—a database of organic compounds with up to 7 heavy atoms—to predict atomization 

energies. In a subsequent publication, ML was applied to a problem of greater pharmaceutical 

relevance: Random Forest models were trained to produce ab initio quality atomic charges using 

a data set of QM ESP-fit charges from 80k druglike molecules30. More recently, ML has been 

applied to predict various atomic and molecular properties31-35 and to develop general-purpose 

molecular potentials36-40. Despite the reported rapid advancement in methods for training and 

validating ML models, most of the published QM/ML models in chemistry thus far have been 

limited to modeling the ab initio data generated from GDB compounds that are comprised of a 

small number of heavy atoms (typically 7 – 13 heavy atoms) and generally lack the level of 

structural and chemical complexity found in druglike molecules. Furthermore, relatively little 

attention has been given to test these models using experimental data or to assess their utility  in  

practical medicinal chemistry workflows.  

 

In this work, we focus on improving the accuracy of dihedral preference characterization and 

torsional strain estimation in druglike molecules by using a QM/ML model. We introduce 

TorsionNet, a deep neural network (DNN) model, which can rapidly generate a DFT-quality 

torsion energy profile of an arbitrary druglike fragment. We describe our active learning 

methodology, which in conjunction with massively parallel cloud computing resources, enabled 

extensive exploration of the chemical space represented in our corporate library, and allowed us 

to generate DFT torsion scan profiles of nearly 50k small molecule fragments f or training and 

validation of our ML model. We assess the performance of TorsionNet by comparing DNN 

predictions with reference DFT calculations and extensively evaluate the ability of our model to  

identify preferred torsion angles in crystal structures. Application of DNN-based strain energies 

for practical computational drug design tasks is demonstrated with three proof-of-concept 

applications: conformation analysis, virtual screening, and crystal structure refinement.  



  
 

MATERIALS AND METHODS  

 

Minimal Torsion Fragments 

The minimal torsion fragment, as defined and described in our previous work23, is the essential 

substructure that defines the chemical environment around a specified rotatable bond that 

significantly influences its torsional energy profile. This fragmentation is both necessary and 

sufficient to accurately describe torsional energy profiles. As described in subsequent sections, 

QM and DNN profiles are generated by scanning the specified dihedral in such minimal torsion 

fragments extracted from the parent molecule. We use minimal torsion fragments instead of the 

parent molecules themselves because scanning the dihedral in the parent molecule could be both 

computationally challenging and generate misleading torsion energy profiles due to  long-range 

interactions.  

 

 

Generation of Torsion Profiles  

QM torsion energy profiles were generated by following the procedure described in our previous 

work23, and is summarized here for completeness. The workflow is comprised of three stages. 

First, Omega10 was used to generate up to 20 low-energy conformations of the given f ragment. 

However, in the absence of secondary rotatable bonds in many fragments, fewer than 20 

conformers could be generated. In the second stage, with each Omega conformation as the 

starting point, gas-phase molecular mechanics scans were performed with MMFF94s41, using the 

OETorsionScan function from the OESzybki toolkit (release 2.1.0, OpenEye Scientific Software, 

Santa Fe, NM). The output from multiple scans was combined by taking the lowest energy 

structure at each intermediate step, yielding a single MM torsion energy profile. Finally, in the 

third stage, restrained gas-phase geometry optimization of each MM conformation was carried 

out using QM, first with HF/3-21G, followed by B3LYP/6-31G* (or B3LYP/6-31+G* for 

fragments that contain Sulfur or anions). The single-point energy of each optimized structure was 

calculated in the gas phase using B3LYP/6-31G** (or B3LYP/6-31+G** for fragments that 



contain Sulfur or anions), producing a torsion profile that is comprised of 24 equally spaced 

points (separated by 15°) over the entire -180° to +180° range. 

 

All QM calculations were performed using the Psi4 package42. The workflow described above 

was implemented using Python and was run on the AWS (Amazon Web Services) using the 

Orion framework (OpenEye Scientific Software, Santa Fe, NM). 

 

Chemical Environment Representation using Symmetry Function  

The local atomic environment around a given rotatable bond is represented by a fixed-length 

numerical vector, using a set of symmetry functions �𝐺𝐺𝑟𝑟𝛼𝛼, 𝐺𝐺𝜃𝜃
𝛼𝛼𝛼𝛼 ,𝐺𝐺𝜑𝜑

𝛼𝛼𝛼𝛼� that are invariant not only to 

translation and rotation of the whole molecule but also to the permutation of atoms that are of the 

same type. Symmetry functions 𝐺𝐺𝑟𝑟𝛼𝛼 𝑎𝑎𝑎𝑎𝑎𝑎  𝐺𝐺𝜃𝜃
𝛼𝛼𝛼𝛼  were first proposed by Behler and Parrinello43 to  

describe the radial and angular distributions, respectively, of the atoms in the neighborhood of a 

reference center. In this work, we extended the original Behler-Parrinello method by introducing 

torsion symmetry functions (𝐺𝐺𝜑𝜑
𝛼𝛼𝛼𝛼), which provides a more detailed description of the local 

dihedral environment that determines the torsion energy profile. Here, 𝛼𝛼 and 𝛽𝛽 represent one of 

the 9 atom types, one for each of the chemical elements H, C, N, O, F, S, and Cl, and 2 

additional types for atoms with negative and positive formal charge. 

 

A common component of all three symmetry functions is the cutoff function 𝑓𝑓𝑐𝑐 ,  which defines 

the chemical environment around a given reference center 

𝑓𝑓𝑐𝑐�𝑅𝑅𝑖𝑖𝑖𝑖𝛼𝛼� = �
0.5 ∙ �𝑐𝑐𝑐𝑐𝑐𝑐�

𝜋𝜋𝑅𝑅𝑖𝑖𝑖𝑖
𝛼𝛼

𝑅𝑅𝑐𝑐
� + 1�         𝑓𝑓𝑐𝑐𝑓𝑓 𝑅𝑅𝑖𝑖𝑖𝑖𝛼𝛼 ≤ 𝑅𝑅𝑐𝑐           

0.0                              𝑓𝑓𝑐𝑐𝑓𝑓 𝑅𝑅𝑖𝑖𝑖𝑖𝛼𝛼 > 𝑅𝑅𝑐𝑐
                         (1) 

 

where 𝑅𝑅𝑖𝑖𝑖𝑖𝛼𝛼  is the distance between the reference center 𝑖𝑖 and the neighboring atom 𝑗𝑗 of type 𝛼𝛼 

with in the cutoff radius 𝑅𝑅𝑐𝑐. 

 

Radial symmetry functions use a Gaussian-weighted sum of cutoff functions, 𝑓𝑓𝑐𝑐 , to describe 

radial arrangement of neighboring atoms of type 𝛼𝛼 around the reference center, 



𝐺𝐺𝑟𝑟𝛼𝛼 =  𝑍𝑍𝑏𝑏𝑍𝑍𝑐𝑐∑ 𝑒𝑒−𝜂𝜂�𝑅𝑅𝑖𝑖𝑖𝑖
𝛼𝛼−𝑅𝑅𝑠𝑠�

2
𝑁𝑁
𝑖𝑖=1 ∙ 𝑓𝑓𝑐𝑐�𝑅𝑅𝑖𝑖𝑖𝑖𝛼𝛼 �.                                                             (2) 

 

Here, 𝑍𝑍𝑏𝑏 and 𝑍𝑍𝑐𝑐 represent the atomic number of the two atoms that define the specified rotatable 

bond and the reference center 𝑖𝑖 was chosen as the mid-point of that bond. Parameters 𝜂𝜂 and 𝑅𝑅𝑠𝑠,  

which represent the width and shift of the Gaussians were set to 10-4 and 0, respectively. The 

radial distribution of each atom of type 𝛼𝛼 around the reference center 𝑖𝑖 was generated using 

seven different cutoff radii (𝑅𝑅𝑐𝑐 = 1.5, 2.0, 2.5, 3.0, 4.0, 6.0, and 10.0 Å), yielding 63 radial 

symmetry function elements (7 cutoff radii for each of the 9 atom types). 

 

Angular symmetry functions depend on the angle  𝜃𝜃𝑖𝑖𝑖𝑖𝑖𝑖, centered at 𝑖𝑖, and enclosed by vectors 𝑅𝑅𝑖𝑖𝑖𝑖𝛼𝛼  

and 𝑅𝑅𝑖𝑖𝑖𝑖
𝛼𝛼  that connect atoms 𝑗𝑗 and 𝑘𝑘 of type 𝛼𝛼 and 𝛽𝛽, respectively, to the reference center. The 

sum over all cosines with respect to any neighbor 𝑗𝑗 and 𝑘𝑘, each of which is weighted by a 

Gaussian of the three interatomic distances and the respective cutoff functions were calculated as  

𝐺𝐺𝜃𝜃
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(3) 

 

As in the case of the radial symmetry functions, 𝑍𝑍𝑏𝑏 and 𝑍𝑍𝑐𝑐 represent the atomic number of the 

two atoms that define the specified rotatable bond and the reference center 𝑖𝑖 was chosen as the 

mid-point of that bond. Parameters 𝜁𝜁, 𝜆𝜆, and 𝜂𝜂 were set to 0.5, 0.5, and 10-4, respectively. In 

order to keep the number of angular symmetry function elements small, only a single cutoff 

radius, 𝑅𝑅𝑐𝑐 = 4.0 Å, was used. With nine atom types and one fixed set of parameters, our angular 

symmetry functions were described by 45 elements (number of unique atom-type pairs). 

 

Torsion symmetry functions were defined by dihedral angles  𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 that includes atoms 𝑗𝑗 and 𝑘𝑘 

of the specified rotatable bond. Pairs 𝑖𝑖 and 𝑙𝑙 are any atoms of type 𝛼𝛼 and 𝛽𝛽, respectively, but 

located on opposite side of the rotatable bond (𝑗𝑗𝑘𝑘).  
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2 � ∙ 𝑓𝑓𝑐𝑐�𝑅𝑅𝑖𝑖𝑖𝑖𝛼𝛼� ∙ 𝑓𝑓𝑐𝑐�𝑅𝑅𝑖𝑖𝑖𝑖
𝛼𝛼 � ∙ 𝑓𝑓𝑐𝑐�𝑅𝑅𝑖𝑖𝑖𝑖

𝛼𝛼𝛼𝛼��𝑖𝑖≠𝑖𝑖𝑖𝑖 .      

(4) 

 



All parameters of the torsion symmetry function were identical to those we used for the angular 

component. However, to construct a more detailed representation of the dihedral environment, 

torsion symmetry functions were calculated using a range of cutoff radii (𝑅𝑅𝑐𝑐 = 2.5, 3.5, 5 .0 , and 

10.0 Å), generating 180 values for this component. 

 

In addition to symmetry functions, we used five additional features that describe the geometric 

and chemical characteristics of the specified torsion. These include the dihedral angle, the length 

of the central rotatable bond, the distance between the two terminal atoms, and the product of the 

atomic numbers of the two central and the two terminal atoms. These additional f eatures were 

combined with the radial, angular, and torsion symmetry function elements to produce a 293-

dimensional atomic environment vector (AEV) that encodes the chemical environment around a 

given rotatable bond.  

 

The key features of these symmetry functions include their smoothness to minor perturbation in  

geometries and their invariance to translation, rotation, and permutation, making these functions 

important and well-received descriptors for machine learning methods44.   

 

 

Training Machine Learning Models 

Machine learning regression models were trained to map a given torsion motif into a numerical 

value, corresponding to the relative energy of the specified torsion angle on the DFT profile (Fig. 

1a). Model training and validation were done on a dataset 𝐷𝐷 =

{(𝑋𝑋1, 𝑦𝑦1), … . , (𝑋𝑋24, 𝑦𝑦24), … . , (𝑋𝑋𝑛𝑛×24,𝑦𝑦𝑛𝑛×24)}, comprising 1.2 million data points that were 

obtained from DFT scans of n (50k) small molecule fragments, where 𝑋𝑋𝑖𝑖  is a 293-dimensional 

AEV and 𝑦𝑦𝑖𝑖  is the corresponding relative energy obtained from the reference DFT profile. It is 

important to emphasize that while 𝑦𝑦𝑖𝑖  was the single point energy based on a DFT-optimized 

structure, the corresponding 𝑋𝑋𝑖𝑖  vector was calculated using the intermediate conformation 

generated by MM scan of the given fragment, the output from the stage 2 of our Generation of 

Torsion Profiles workflow described above.  

  

  



 
Figure 1. Illustration of training and prediction procedures. (a) Using a 3D MM conformation of 
the training set fragments, a machine learning model is trained to fit the corresponding DFT 
relative energy. Symmetry functions, which represent the local chemical environment around 
the specified rotatable bond, are provided as input features to the model. (b) A minimal torsion 
fragment around the specified torsion is generated, followed by an MM torsion scan to 
generate intermediate torsion conformers. Using symmetry functions as input, the ML model 
predicts the relative energy at each intermediate torsion angle, generating a torsion energy 
profile. (c-f) DFT and DNN torsion profiles of two motifs, selected to illustrate the effect of 
offset correction. (c and e) Raw DNN and the corresponding DFT profiles. (d and f) Offset-
corrected DNN and the reference DFT profiles. While the predicted DNN profile in panel c 
closely resembles the reference DFT profile, it is shifted up by an offset value of 0.5 kcal/mol. 
Offset correction shifts the DNN profile down by 0.5 kcal/mol along y-axis, making the two 
profiles shown in panel d (DNN and DFT) nearly identical. The DNN profile in panel e, however, 



displays a larger offset (~2.5 kcal/mol). A major discrepancy between DNN and DFT profiles 
persists even after applying offset correction (panel f). 

 

 

 

Random Forest  

The TreeBagger function from the MATLAB (Mathworks, Natick, MA) Statistics and Machine 

Learning toolbox was used to train Random Forest (RF) regression models on the available data 

(MM structure and DFT relative energies) during active learning, with AEVs as the input 

features and the relative energies obtained from the corresponding DFT profiles as the target. 

Each RF model was trained with default parameters, using an ensemble of 100 decision 

trees. Hyperparameter tuning was not performed as RF performance is known to be robust to  a 

wide range of model parameters.   

 

Deep Neural Network  

As in the case of the Random Forest, DNN regression models were also trained using AEVs as 

the input features and the corresponding relative energies as the target. However, unlike RF, each 

input feature to the DNN model was first standardized by subtracting the mean and scaling to 

unit variance. The model architecture was defined using the Keras deep learning framework 

(version 2.2.0, http://keras.io) with the TensorFlow (version 1.7.0, www.tensorflow.org) 

backend. The network is comprised of 5 fully connected (FC) hidden layers, with 2930 nodes 

(corresponding to 10p, where p is the number of input features) in the first hidden layer. 

Each subsequent hidden layer contained a decreasing number of nodes, 5p, 3p, 2p, 1p, 

respectively. The output of each FC layer was transformed by the ReLU activation 

function, followed by Batch Normalization and a drop out layer with a fixed dropout value of  

0.2. The network was trained using 70% of the torsional profile data, with 10% of the DFT data 

held out for validation; the remaining 20% of the dataset was used as the test set. Weights in 

each layer were initialized using the default Glorot scheme. The network was optimized 

for logcosh loss using Adam with a fixed learning rate of 10-4 and default settings for 

other optimizer parameters (β1=0.99, β2=0.999).  Models were trained with a batch size of 256 

http://keras.io/
http://www.tensorflow.org/


for 5000 epochs. Since no early stopping criteria were applied, each model was trained for a f ull 

5000 epochs, while saving the best model (with the smallest validation loss).   

  

Hyperparameter tuning was performed by exploring the ranges of values for the learning rate, 

batch size, and drop out that are commonly used when training deep neural networks. We also 

tuned the width and the depth of the network, testing architectures that contained between 2 and 

6 [FC-ReLU-BN-dropout] blocks. The learning rate (with Adam optimizer) was varied from 1e-

3 to 1e-6 with 10-fold increments. The batch size was sampled from one of the following values: 

64, 128, 256, 512, 1024, 2048, 4096, and 8192. Drop out values of 0.05, 0 .1, 0 .2, 0 .3 , and 0.5 

were explored, while keeping the same dropout rate for each layer.  

 

Generating ML Torsion Energy Profiles 

The procedure for generating ML torsion energy profiles is illustrated in Fig. 1b. For each test set 

fragment, the ML profile consists of 24 discrete points, representing the DNN relative energy of 

rotation intermediates around the specified single bond with uniform 15° separation in the 

torsion angle. As noted earlier, the input descriptors to the ML model were derived f rom MM-

based conformations, as described above (see Generation of Torsion Profiles section). Next, 

AEVs, representing the chemical environment around the specified rotatable bond in each 

intermediate structure, were calculated, yielding a 24-by-293 matrix in which each row 

corresponds to an intermediate conformation. Finally, this matrix was used as the input to the 

ML model, which in turn produced a 24-dimensional output where each element corresponds to  

the predicted relative energy of each of the 24 intermediate dihedral angles between -180° and 

+180°. 

 

Since the relative energy of each intermediate structure is calculated independently, the 

minimum energy point on the predicted energy-vs-angle plot is nearly always offset away f rom 

the x-axis, necessitating an “offset correction” that shifts the entire profile along the y-axis by 

setting the global profile minimum to zero. This offset correction is illustrated by two examples 

shown in Fig. 1c-1f, where the global energy minimum of the two raw DNN profiles are shif ted 

by 0.5 kcal/mol (Fig. 1c) and 2.5 kcal/mol (Fig. 1e); the offset-correction shifts these profiles 

along the y-axis, as shown in Fig. 1d and 1f, respectively.   



 

 

Predicting Torsional Strain 

The torsional strain of a given 3D conformation was determined as follows. First, the given 

molecule was decomposed into a set of overlapping substructures, generating one minimal 

torsion fragment corresponding to each constituent rotatable bond. Next, the DNN energy profile 

of each torsion motif was constructed as described above. The DNN profile was subsequently 

transformed into a continuous representation by cubic interpolation using interp1d function from 

scipy45. The strain energy of each rotatable bond was obtained by calling the interpolation 

function with the specified dihedral angle in the given 3D conformation as input. Finally, the 

torsional strain of the given 3D conformation was calculated as the sum of strain energies f rom 

all 𝑁𝑁𝜏𝜏 constituent torsions, 𝐸𝐸𝑠𝑠𝑠𝑠𝑟𝑟𝑠𝑠𝑖𝑖𝑛𝑛 = ∑ 𝐸𝐸𝜏𝜏,𝑠𝑠𝑠𝑠𝑟𝑟𝑠𝑠𝑖𝑖𝑛𝑛
𝑁𝑁𝜏𝜏
𝑖𝑖=1 . 

 

 

Estimating Prediction Error  

We have found that profiles with offset value greater than 1 kcal/mol generally show greater 

discrepancies relative to the reference DFT data, even after offset correction has been applied 

(see Supplementary Fig. 2). Therefore, we used the magnitude of offset correction as a measure 

of prediction error in the ML profiles, treating profiles with offset value greater than 1 kcal/mol 

as low confidence predictions. This criterion was used during active learning to efficiently 

sample the chemical space, selecting fragments with poorly represented chemistries for DFT 

calculation at each subsequent iteration, as described next.  

 

 

Efficient Chemical Space Coverage with Active Learning  

Active learning was applied to select a subset of chemically diverse structures for DFT 

calculations from a rank-ordered collection of nearly 3 million unique minimal torsion fragments 

that were extracted from our corporate library (fragments were rank-ordered by their total 

number of occurrence in our corporate library; highest to lowest). As shown in Fig. 2, DFT 

torsion scans were performed in batches, starting with a set of 20k fragments with the highest 

frequency of occurrence, representing fragments with the highest relevance to our programs. 



Data generated in this first iteration was used to train a Random Forest model. The choice of 

Random Forest as the ML algorithm in the active learning stage was motivated primarily  by the 

ease of training as RF is known to produce a high performing model without requiring 

significant hyperparameter tuning. The RF model was subsequently applied to predict torsion 

energy profiles of the next 50k fragments in the list; and a subset of fragments with high 

prediction error, based on the profile offset threshold of 1.0 kcal/mol, in the corresponding RF 

torsion profiles, were selected for DFT scan in the next iteration. The output from the second 

iteration was appended to the data from the first iteration, closing the loop. This procedure was 

repeated eight times, generating nearly 50k DFT torsion energy profiles.  
 

 



 
Figure 2. Active learning procedure for generating DFT torsion profiles from chemically diverse 
fragments. (a) Our in-house small molecule library was used to generate minimal torsion 
fragments. (b) Fragments were ordered based on their frequency of occurrence in the small 
molecule library, keeping the fragments with high medicinal chemistry relevance to near the 
top of the list. (c) In the first iteration of active learning, DFT torsion scans of 20k highest 
ranking (most relevant) fragments were performed on AWS using the Orion framework. (d) An 
ML model to predict torsion profiles was trained using available data (DFT relative energies and 
fragment structures); the model was then used to generate torsion profiles of the next 50k 
fragments in the collection (b). The fragments with high prediction error based on the profile 
offset threshold of 1 kcal/mol, representing chemistries not represented in the current training 
set, were selected for the next iteration of DFT calculations, model training, and selection of 
fragments with novel chemistries for the subsequent round.  

 

  



TorsionNet500: A Benchmark Dataset of 500 Diverse Fragments with DFT Torsion 

Profiles 

A diverse collection of 500 fragments and the associated DFT profiles were selected f rom our 

dataset of 50k fragments. This dataset comprises of a variety of acyclic, aryl, b iaryl,  and other 

motifs and should serve as a useful benchmark to test and validate the current and future QM/ML 

methods. The DFT energies and optimized geometries of intermediate conformations from this 

subset are available as part of the Supplementary Information. 
 

 

 

RESULTS AND DISCUSSIONS  

Employing active learning and large-scale cloud computational resources, we extensively 

explored the available chemical space of our corporate library, completing nearly 50k DFT 

torsion scan calculations within approximately three weeks, a task that would have required 

several years on typical high performance compute clusters that is accessible to  most research 

organizations. Fragments selected for DFT calculations via our active learning approach exhibit 

broad structural and chemical diversity, ranging from simple acyclic systems to  more complex 

substructures comprised of multiple heterocycles and substituents. The key physicochemical 

properties of these fragments are presented in Supplementary Fig. 1.  

 

Below, we present the performance of TorsionNet and demonstrate its applications to  common 

drug discovery tasks. First, we compared the accuracy of TorsionNet profiles with respect to  the 

reference DFT results. This is followed by qualitative and quantitative comparison of  predicted 

energy profiles with observed torsion angle distributions, rigorously testing the ability of our 

model to identify the preferred dihedral angle and geometries in crystal structures. Finally , we 

demonstrate practical applications of our method in conformational analysis, structure-based 

virtual screening, and refinement of ligand structures in the PDB. 
 

Comparison with DFT  

We compared the TorsionNet energies and profiles to the reference DFT calculations using out-

sample (unseen) motifs in a 5-fold cross-validation test set. Fig. 3 (a-d) shows TorsionNet and 

the corresponding DFT profiles of four motifs that are common in medicinal chemistry. Overall,  



TorsionNet profiles of these motifs are in excellent agreement with the corresponding DFT 

results. The ability of TorsionNet to capture fine details of DFT profiles is particularly notable. 

For example, even the low-energy barrier at 00 in the DFT profile shown in Fig. 3b is correctly  

reproduced by TorsionNet. More importantly, TorsionNet is able to predict both the location and 

relative energy value of local minima on DFT profiles with high accuracy, which is critical f or 

the successful downstream utilization of these profiles in other molecular modeling tasks such as 

conformation generation and virtual screening.    

  



 
Figure 3. (a-d) Comparison of TorsionNet profiles to the corresponding DFT results for four 
frequently observed fragments. Each profile was generated by scanning the dihedral angle 
marked in green within the fragment depicted immediately to the left of the profile. (e) 
Histogram of Pearson’s correlation between DNN and DFT torsion energy profiles in cross-
validation test set. (f) Comparison of cross-validated DNN relative energies to the 
corresponding reference DFT energies from 1.2 million intermediate torsion conformations in 
50k fragments. Relative energy of each intermediate conformation was calculated with respect 
to the lowest energy point on the corresponding torsion profile. Inset (panel f): normalized 
histogram of discrepancy in DNN relative energies with respect to DFT. (g) Schematics of 
calculating torsion angle and relative energy differences between corresponding local minima 



from DFT and DNN. (h) 2D Histogram of DNN prediction error in torsion angle (x-axis) and 
relative energy (y-axis) of 106k low-energy minima in the test set profiles with respect to DFT. 
The histogram is rendered using a logarithmic color scale according to the number of data 
points in each bin, yellow (largest) to purple (smallest). 

 

 

We extensively compared TorsionNet and DFT profiles for the entire cross-validation test set.  

Over 95% of the out-sample test set profiles were predicted with high confidence, i.e., the offset 

in these DNN profiles, which as we discussed earlier provides a measure of prediction accuracy, 

was less than 1 kcal/mol. In the following discussions, we present the performance of our model 

based on this high-confidence prediction subset.  

 

Fig. 3e shows the distribution of Pearson’s correlation for each profile pair (DNN vs. DFT) in the 

test set. We find a strong correlation between the two sets of profiles, with 82% of the profile 

pairs exhibiting Pearson’s correlation >= 0.9. Furthermore, as shown in Fig. 3f, the DNN relative 

energies of 1.2 million intermediate points that make up these profiles are in excellent agreement 

with DFT, with Pearson’s correlation of 0.94, median absolute error of 0.3 kcal/mol, mean 

absolute error (MAE) of 0.7 kcal/mol and root mean squared error (RMSE) of 1.2 kcal/mol.  

 

Low-energy minima in ab initio torsion profiles have been shown to be a good indicator of the 

preferred torsion angles of matching substructures in crystal structures21-23, making QM, in 

particular DFT, an ideal, though not necessarily practical, method to assess dihedral 

preferences. We, therefore, evaluated how well low-energy minima observed in test set DFT 

profiles could be reproduced by our DNN model through the following procedure. First, we 

identified 106k low-lying minima (relative energy <= 4.2 kcal/mol; this cutoff was chosen as it 

corresponds to a 3-fold difference in binding affinity) from our test set DFT profiles. Energy 

minima (𝐸𝐸𝑚𝑚𝑖𝑖𝑛𝑛,𝐷𝐷𝐷𝐷𝐷𝐷) were determined by minimizing the interpolation function that approximates 

a given torsion profile, using multiple initial guesses, each of which corresponds to a local 

minimum on the discrete torsion profile. Next, as illustrated in Fig. 3g, for each DFT local 

minimum (𝜃𝜃𝑚𝑚𝑖𝑖𝑛𝑛 ,𝐷𝐷𝐷𝐷𝐷𝐷) we determined the nearest minimum on the 

corresponding TorsionNet profile by minimizing the interpolation function of that profile using 

𝜃𝜃𝑚𝑚𝑖𝑖𝑛𝑛 ,𝐷𝐷𝐷𝐷𝐷𝐷 as the initial guess. Finally, for each pair of local minima identified in the previous step, 



the absolute difference between the corresponding torsion angles, �𝜃𝜃𝑚𝑚𝑖𝑖𝑛𝑛,𝐷𝐷𝐷𝐷𝐷𝐷 − 𝜃𝜃𝑚𝑚𝑖𝑖𝑛𝑛 ,𝐷𝐷𝑁𝑁𝑁𝑁�, and the 

relative energy pairs, �𝐸𝐸𝑚𝑚𝑖𝑖𝑛𝑛,𝐷𝐷𝐷𝐷𝐷𝐷 − 𝐸𝐸𝑚𝑚𝑖𝑖𝑛𝑛,𝐷𝐷𝑁𝑁𝑁𝑁�, were calculated. The result, as displayed as a 2D 

histogram plot in Fig. 3h, show that for an overwhelming majority of the data points in  our test 

set, TorsionNet is able to reproduce DFT local minima with a high degree of accuracy: 84% of  

DNN local minima occur within 200 to the nearest DFT minimum with energy difference less 

than 1 kcal/mol.  

  

We also evaluated the performance of our model on the TorsionNet500 benchmark. As 

summarized in Table 1, TorsionNet shows excellent performance in reproducing the reference 

DFT profiles and energies of the fragments in this set. 
 

 

 

Table 1. Performance of TorsionNet and ANI-2x on the TorsionNet500 benchmark dataset. 
Torsion profiles and relative energies obtained from each method were compared to the 
reference DFT data. 

Method % of profiles with 

Pearson’s 

correlation >= 0.9 

Pearson’s 

correlation, 

Rel. E 

MAE 

(kcal/mol) 

RMSE 

(kcal/mol) 

% of local minima 

with ∆𝜃𝜃 ≤ 20˚ and 

∆𝐸𝐸 ≤ 1 kcal/mol 

TorsionNet 79 0.91 0.7 1.3 83 

ANI-2x 54 0.75 1.4 2.1 66 

 

 

 

 

Profile Offset as a Measure of Prediction Accuracy 

Profile offsets, which were used as part of active learning to efficiently explore the chemical 

space, provide a robust and reliable measure of TorsionNet prediction accuracy. As illustrated in  

Fig. 1c-1f, DNN profiles with large offsets show greater discrepancy to the corresponding 

reference DFT profile, even after offset correction has been applied. For the entire test set of 50k 

fragments, we examined the relationship between offset value and error in the of fset-corrected 

DNN profiles relative to the reference DFT results. As shown in Supplementary Fig. 2, with 



increasing offset, DNN profiles exhibit a larger discrepancy with respect to DFT. For example, 

the MAE of DNN relative energies of a subset of profiles with low offset (absolute offset value 

<= 0.25 kcal/mol) is about 3x smaller compared to another subset with higher of fset (absolute 

offset value >= 1.0 kcal/mol): 0.5 kcal/mol vs. 1.7 kcal/mol. This ability of our method to 

identify less accurate predictions at no additional computational cost has significant practical 

utility since in prospective applications, it is important that the models not only make correct 

predictions but also that they can determine when the predictions might not be accurate. 

 

  

Comparison with ANI-2x 

We assessed the performance of TorsionNet relative to ANI-2x46, a recent neural network-based 

energy model that has been shown to significantly outperform common MM and semi-empirical 

methods36. We compared how closely torsion energy profiles generated from this method match 

those calculated from DFT using the same fragments in our test set. Supplementary Figure 3 

shows a detailed comparison of ANI-2x relative to DFT. Distribution of per-profile Pearson’s 

correlation between ANI-2x and DFT (Suppl. Fig. 3a) is shifted to significantly lower values 

compared to the corresponding distribution shown for TorsionNet in Fig 3e. Whereas 82% of 

TorsionNet profiles have >= 0.9 Pearson’s correlation to DFT, only 59% of ANI-2x profiles 

exceed this threshold. Comparison of the relative energies of intermediate torsion angle 

conformations shows a similar trend; in comparison to ANI-2x (Suppl. Fig. 3b), TorsionNet 

shows significantly higher Pearson’s correlation (0.94 vs. 0.83) and smaller discrepancy (MAE 

of 0.7 kcal/mol for DNN vs. 1.2 kcal/mol for ANI-2x) with respect to DFT (Fig. 3f). Our method 

also outperforms ANI-2x on the TorsionNet500 benchmark as shown in Table 1. 

 
 

Agreement between DNN Profiles and Preferred Torsion Angles in Crystal Structures  

As further validation of TorsionNet, we compared DNN profiles to the dihedral angle 

distribution of matching substructures in crystal structures. We used an existing dataset 

comprised of torsion motifs and the corresponding histogram of observed dihedral angle 

distribution from our earlier work23, where DFT profiles were compared to preferred dihedral 



angles observed in crystal structures. Here, we repeated that analysis, but used TorsionNet-

generated profiles instead of DFT.  

 

For a representative set of four frequently occurring motifs, TorsionNet profiles and the 

corresponding histogram of torsion angles derived from CSD and PDB are shown in Fig. 4. A 

high degree of complementarity between calculated profiles and observed distributions can be 

seen; prominent peaks on the histogram plots, which indicate energetically favorable torsion 

angles, coincide with low-energy minima on the DNN profiles, further demonstrating the 

predictive power of TorsionNet.  
 

 
Figure 4. (a-d) Comparison of DNN torsion energy profile and torsion angle distribution of 
commonly observed fragments. Each torsion profile was generated by rotating the highlighted 
torsion (green) in the fragment shown on the left. Histograms of torsion angle distributions 
from the CSD and the PDB are shown in the middle and right panels, respectively. (e) 
Schematics illustrating how we calculated torsion angle deviations between histogram peak and 
the corresponding local energy minima. (f-g) 2D histograms of torsion angle deviations between 
the preferred crystal conformation and the nearest local minimum on the corresponding 
TorsionNet profile. (f) CSD. (g) PDB. Each histogram is rendered using a logarithmic color scale 
according to the number of data points in each bin, yellow (largest) to purple (smallest). 

  
 



 

We performed a more comprehensive assessment of the ability of our model to identify preferred 

dihedral geometries in CSD and PDB crystal structures. As illustrated by the schematics 

presented in Fig. 4e, for each fragment in this set, we calculated the deviation of each prominent 

histogram peak (𝜃𝜃𝑚𝑚𝑠𝑠𝑚𝑚,ℎ𝑖𝑖𝑠𝑠𝑠𝑠) to the nearest local minimum on the corresponding DNN profile 

(𝜃𝜃𝑚𝑚𝑖𝑖𝑛𝑛 ,𝐷𝐷𝑁𝑁𝑁𝑁) as well as relative energy difference at those two dihedral angles (�𝐸𝐸𝑚𝑚𝑠𝑠𝑚𝑚,ℎ𝑖𝑖𝑠𝑠𝑠𝑠 −

𝐸𝐸𝑚𝑚𝑖𝑖𝑛𝑛,𝐷𝐷𝑁𝑁𝑁𝑁�). To identify local energy minima, we first transformed each discrete torsion profile 

into a continuous function by cubic interpolation using interp1d function from scipy45. 

Subsequently, the local energy minimum, 𝜃𝜃𝑚𝑚𝑖𝑖𝑛𝑛,𝐷𝐷𝑁𝑁𝑁𝑁, was determined by minimizing the 

interpolation function (using the minimize function from scipy.optimize module) with 𝜃𝜃𝑚𝑚𝑠𝑠𝑚𝑚,ℎ𝑖𝑖𝑠𝑠𝑠𝑠 

as the initial guess. The distribution of Δθ and ΔE derived from the CSD (39k histogram peaks in 

14k motifs) and the PDB (57k histogram peaks in 20k motifs) datasets is shown as a 2D 

histogram plot in Fig. 4f and Fig. 4g, respectively. Both CSD and PDB distributions are highly 

concentrated near the origin, bottom-left corner of the plot, indicating a high level of agreement 

between experimental data (preferred torsion angle in crystal structures) and DNN predictions 

(energetically favorable torsion angle) for most data points. Specifically, we find that 86% of 

CSD histogram peaks and 65% from the PDB set are located within 20˚ and 1.0 kcal/mol f rom 

the nearest local energy minimum. Encouragingly, these results are very similar to what we 

previously observed based on a similar analysis of the same dataset using DFT torsion prof iles, 

giving us further confidence that computationally expensive QM calculations can be replaced by 

TorsionNet without any noticeable loss of accuracy in most cases.  
 

Nonetheless, larger discrepancies between histogram peaks and predicted low-energy minima 

can be seen both for CSD (Fig. 4f) and to a larger extent for PDB sets (Fig. 4g). As demonstrated 

in our earlier DFT-based analysis, most of these outliers can be attributed to external factors such 

as intermolecular interactions, steric clash, and crystal packing effects. 

  
 

Application 1: Crystal Structure Ranking in Conformational Ensemble  

Generating physically and biologically relevant conformations is critical to various drug 

discovery applications, including virtual screening and structure-based design. A variety of 



conformational sampling algorithms and programs10-13, 47, 48 have been developed, and many of 

these programs, such as Omega10, utilize the knowledge base of allowed torsion angles to  limit 

conformational sampling to physically relevant regions of dihedral angle space. Conformational 

sampling is usually followed by energy-based minimization and ranking to prioritize low-energy 

conformations that are more likely to be observed in the solid-state or as a bioactive structure in  

complex with a protein. Thus, the ability of a conformer generator to generate and preferentially  

rank physically relevant structures from a vast number of possible low-energy conformations 

highly depends on the quality of energy function used. We, therefore, tested whether TorsionNet 

could rank experimental structures seeded in conformational pools with greater efficiency 

compared to an alternate force field-based approach. 

  

 

 
Figure 5. Ranking of crystal structures seeded in conformation ensembles from (a) CSD and (b) 
PDB datasets. For each test set structure, conformers and crystal structures were ranked using 
MMFF energy (excluding the stretch and angle bend components) and TorsionNet strain 
energy. Here, lower rank represents better performance. 

 

 

We analyzed two sets of crystal structures from the CSD and the PDB: the CSD subset,  which 

was adopted from our earlier work23, and the PDB subset, where the structures were derived 

from the Platinum Diverse Dataset49. Structures in these two subsets were selected f rom parent 

databases (CSD or PDB) based on a number of druglike or structure quality filters as described 

in respective publications. To better assess the role of torsional strain in this analysis, we applied 



additional filters and removed molecules containing fewer than four or greater than six rotatable 

bonds. Molecules, where fewer than 30 conformers could be generated by Omega with default 

settings, were also discarded. The distributions of key physicochemical properties of the 

resulting dataset, comprising 2.4k structures from CSD and 800 from PDB, are shown in 

Supplementary Figures 4 and 5. For each crystal structure in the two sets, we generated up to 200 

conformations using the Omega Python toolkit (release 2.9.1, OpenEye Scientific Software, 

Santa Fe, NM) with default settings. Next, we combined each conformation ensemble with its 

corresponding crystal structure. We then rank-ordered conformations in each ensemble using 

TorsionNet and MMFF14 energies. To avoid the outsized influence of stretch and angle bend 

components on the total force field energy, which can occur due to even the slightest deviation of 

bond lengths and bond angles from their pre-specified ideal value, we excluded contributions of  

these terms from the total MMFF energy.  

 

We used the ranking of crystal structures in the corresponding conformation ensemble as the 

assessing criterion: a lower rank represents better performance. The boxplots in Fig. 5  show the 

distribution of crystal structure rank using TorsionNet and MMFF. TorsionNet significantly 

outperformed MMFF for the CSD set (median rank 7 vs 22) and also produced a lower median 

rank for the PDB set (median rank 22 vs 30). That torsional strain alone can produce such 

improvement in crystal structure rank is remarkable; it reinforces the importance of torsions in  

determining small molecule conformations, and further highlights the need for fast and accurate 

methods to assess dihedral energetics. 

 

While TorsionNet produces a substantially better ranking of CSD crystal structures compared to 

MMFF, the improvement observed for the PDB set is relatively small, where a greater number of 

Omega conformations with lower energy relative to the bioactive structures are observed. This 

would imply that protein-bound ligand conformations exhibit higher strain compared to the small 

molecule structures in CSD. However, as our previous DFT-based analysis has shown, higher 

strain in PDB structures are usually due to artifacts of crystal structure refinement and can be 

attributed to the generally lower quality of PDB structures compared to those found in the CSD. 

Therefore, the relatively smaller amount of improvement of TorsionNet in the PDB set is more 



likely to be a result of poorer quality of these structures rather than the limitation of the DNN 

model specific to bioactive conformations. 
 

 

Application 2: Structure-based Virtual Screening Hit Rates  

Structure-based docking scores have been mostly developed to capture the key components of 

protein-ligand interaction through empirical terms, generally seeking a balance between speed 

and accuracy. Ligand conformational strain, an important factor in total binding affinity, is either 

neglected by most docking programs or characterized by approximate molecular mechanics 

energy functions50. We investigated the potential benefit of applying TorsionNet to structure-

based virtual screening, examining whether applying strain energy correction as a post-

processing step to score docking hits can improve hit rates. 

 

We utilized a proprietary docking dataset comprised of four protein targets, each with 100 

known actives that were designed and optimized for potency against their respective target by in-

house medicinal chemistry programs. In addition, a common set of 100k known inactive 

compounds, selected based on internal HTS screening against each individual target, were 

included as a decoy set. Docking was performed against each target as described in 

Supplementary Note 2. Next, the top-ranked docking poses (one pose for each molecule) were 

scored with GlideScore51. Additionally, the DNN torsional strain energy of the same set of 

docked poses was calculated using the procedure described in Materials and Methods. 

Subsequently, the docked poses were rank-ordered based on GlideScore or a composite score, 

𝐺𝐺𝑙𝑙𝑖𝑖𝑎𝑎𝑒𝑒𝐺𝐺𝑐𝑐𝑐𝑐𝑓𝑓𝑒𝑒 + 𝑤𝑤 ∙ 𝐸𝐸𝑠𝑠𝑠𝑠𝑟𝑟𝑠𝑠𝑖𝑖𝑛𝑛, representing a weighted combination of GlideScore and the torsional 

strain energy. The weight, 𝑤𝑤, of the strain energy component in the composite score was 

manually adjusted and set to 0.25, as it produced a better hit rate across all four targets compared 

to other values we explored. Finally, the hit rate of the top 1% poses was calculated f or all f our 

targets based on the ranking by GlideScore and the composite, strain corrected, scores. As shown 

in Fig. 6, strain correction results in substantial improvement in the recovery rate of actives over 

the baseline (GlideScore), ranging from 10% improvement for target D to over 100% 

improvement for target A. 

 



 
Figure 6. Virtual screening hit rate obtained using top 1% of the docked poses against four 
proprietary targets. For each target, a library of compounds comprised of 100 known actives 
against that target and a common set of 100k known inactive compounds identified from in-
house HTS screening campaigns against these four targets was used for docking. Docking poses 
were ranked using Glide score (red) and re-ranked based on DNN-based strain correction to the 
Glide score (green). Error bars represent 95% confidence interval, calculated using 100 
bootstrap samples. 

 

 

The impact of strain energy correction will likely vary depending on the physicochemical 

characteristics of the ligand and the binding site. For example, strain correction can be expected 

to have a larger impact on molecules with more rotatable bonds. In contrast, the effect of  strain  

correction will be less pronounced when the binding is dominated by strong polar or salt-bridge 

interactions, as in the case of target D. Nonetheless, the results presented here clearly  highlight 

the importance of incorporating a strain energy term into existing scoring functions to reduce the 

high false-positive rate that most virtual screening tools suffer from.  

 

It should also be noted that the dataset we assembled for this proof-of-concept illustration 

follows the standard practice in evaluating virtual screening performance, whereby the known 

actives against the target of interest are added to a large library of decoys, which are presumed to 

be inactive against that target. This, however, does not accurately reflect the performance of a 



virtual screening tool in prospective settings since databases screened for hits against a novel 

target rarely contain ligands that were optimized for potency against that specific target. 

Therefore, retrospective virtual screening, due to the composition of screening databases, tends 

to give a false impression of producing high hit rates. 
 

 

Application 3: Refinement of Bound Ligand in Co-crystal Structures  

The success of the structure-based design is predicated upon the availability of high-quality 

crystal structures with unambiguously determined atomic coordinates of the bound ligand and 

key binding site residues. However, incomplete electron density around the binding site region 

and other artifacts of crystal structure refinement can often result in PDB structures with poorly 

defined ligand coordinates52, 53, even for structure with relatively high resolution54. As the 

commonly used crystal structure refinement protocols mostly rely on molecular mechanics 

energy functions, the low quality of force field parameters often result in strained ligand 

geometries, especially when the electron density around the binding site region is not well 

characterized. 

 

Here, we demonstrate that unreasonable or high-energy ligand conformation in PDB co-crystal 

structures can be corrected through a simple re-refinement procedure by utilizing TorsionNet 

profiles. Taking the initial crystal structure of the bound ligand and its associated electron 

density as the only input, our method simultaneously minimizes the total torsional strain by 

optimizing the dihedral angle of each rotatable bond and maximizes its electron density overlap 

through rigid rotation and translation of the entire molecule, thus, generating a lower strain 

structure that is also compatible with the experimental electron density. Optimization is done by 

minimizing the objective function, 𝐸𝐸𝑠𝑠𝑠𝑠𝑟𝑟𝑠𝑠𝑖𝑖𝑛𝑛 −𝑤𝑤 ∙ Ο𝑠𝑠𝑠𝑠𝑛𝑛𝑖𝑖𝑚𝑚𝑡𝑡𝑠𝑠𝑡𝑡, where 𝐸𝐸𝑠𝑠𝑠𝑠𝑟𝑟𝑠𝑠𝑖𝑖𝑛𝑛 = ∑ 𝐸𝐸𝜏𝜏,𝑠𝑠𝑠𝑠𝑟𝑟𝑠𝑠𝑖𝑖𝑛𝑛
𝑁𝑁𝜏𝜏
𝑖𝑖=1  is the 

sum of strain energy from all 𝑁𝑁𝜏𝜏 constituent torsions, Ο𝑠𝑠𝑠𝑠𝑛𝑛𝑖𝑖𝑚𝑚𝑡𝑡𝑠𝑠𝑡𝑡 represents the Tanimoto overlap 

between the experimental electron density and a Gaussian representation of the molecule, and 𝑤𝑤 

is an adjustable weight parameter (default value 10). Tanimoto overlap, Ο𝑠𝑠𝑠𝑠𝑛𝑛𝑖𝑖𝑚𝑚𝑡𝑡𝑠𝑠𝑡𝑡, was 

calculated using OEShape toolkit (release 2.0.4, OpenEye Scientific Software, Santa Fe, NM). 

The optimization procedure was implemented as a Python script using OEFF toolkit (release 

2.1.0, OpenEye Scientific Software, Santa Fe, NM). Our approach is conceptually similar to  the 



method underlying AFITT55, a commercially available program. However, unlike AFITT, where 

internal strain is minimized using the full molecular mechanics force field, our method optimizes 

only the dihedral component of the internal strain using TorsionNet. 

 

 
Figure 7. Overlay of the PDB ligand conformation (orange) and electron density (cyan) from PDB 
entry 3tv7 and the corresponding strain-minimized structure (green). The TorsionNet energy 
profile of two high-strain torsions are shown in panels a and b. The orange and green vertical 
lines on each plot represent the corresponding torsion angle in the initial and strain-minimized 
structures, respectively. For each torsion, the minimization process shifts the initial torsion 
angle (orange) to a new orientation (green) that is closer to the local minimum on the energy 
profile.  

 

 

This re-refinement procedure is illustrated using the PDB example 3tv7, a 2.75 Å resolution co-

crystal structure, with a bound ligand shown in Fig. 7 (PDB conformation depicted in orange) 

along with the experimental electron density (cyan) in the vicinity of the ligand. The ligand 

conformation in this PDB structure exhibits unusually high strain mainly because the central 

amide and the terminal methoxy torsions are significantly distorted from the energetically 

favorable planar orientation, likely an artifact of crystal structure refinement due to incomplete 

electron density around these motifs. Application of our strain minimization procedure to this 



ligand shifts each dihedral angle closer to their nearest local minimum on the corresponding 

TorsionNet profile, yielding a conformation that has a significantly lower strain compared to the 

deposited PDB structure while maintaining a similar level of overlap with the experimental 

electron density. In particular, amide and methoxy torsions in the TorsionNet-optimized structure 

(Fig. 7, molecule depicted in green) adopt nearly planar orientations, compared to the somewhat 

perpendicular, high-energy orientation in the deposited structure, resulting in a substantial 

reduction in the strain energy of these two torsions, as depicted in the corresponding profiles 

shown in Fig. 7a and 7b. 

 

 

 

CONCLUSIONS  

In this work, we presented TorsionNet, a deep neural network model, that enables the rapid 

generation of small molecule torsion energy profiles with DFT accuracy. By combining 

prediction uncertainty estimates with active learning, we were able to automate chemical space 

sampling, allowing us to obtain a balanced coverage of the large medicinal chemistry space with 

a relatively small number of DFT calculations (50k fragments out of the available 3 million). 

This was, nonetheless, a major undertaking that required over 12 million CPU hours on the 

Cloud. This one-time computational investment allowed us to train a robust ML model that was 

shown to produce DFT-quality results with only a fraction of the time required by the 

corresponding QM calculations. TorsionNet achieves over two orders of magnitude speedup over 

DFT by replacing computationally expensive geometry optimization and energy evaluation steps 

in a typical QM calculation with a trained neural network model where inference is done using 

AEVs that are derived directly from a MM structure. In a large-scale evaluation, TorsionNet was 

able to accurately identify the preferred dihedral geometries of matching substructures in crystal 

structures of druglike molecules. The proof-of-concept application examples presented here 

demonstrate that incorporating DNN-based strain energy characterization can substantially 

improve the accuracy of molecular modeling workflows such as conformational analysis, virtual 

screening, and refinement of bioactive ligands in crystal structures.  

 



Unlike molecular mechanics force fields, TorsionNet is not constrained by a fixed functional 

form or a pre-specified set of parameters. This flexibility allows TorsionNet to capture the 

underlying complexities of the high dimensional potential energy surface with high accuracy. 

Just as with any other machine learning model, the performance of TorsionNet is expected to 

degrade when it is applied to molecules containing novel chemistries that are not adequately 

represented in the training set. However, such examples can be readily identified using the 

proposed offset-based uncertainty measure, another advantageous feature of our workflow. 

Unlike molecular mechanics force fields, where any update to the existing model would require 

significant manual effort, TorsionNet can be re-trained simply by augmenting the existing 

training set with new data. 

 

In contrast to earlier works (e.g. ANI, SchNet), we trained our model to predict one specific and 

important energy component, instead of attempting to learn a general potential energy function 

for any given small molecule, which remains a challenging task, despite recently enabled 

capabilities for generating large amounts of reference QM data and training machine learning 

models on large datasets56.  

 

The methodology described here can be extended to other energy terms that are important in 

determining small molecule conformations and protein-ligand binding. Our approach is 

particularly well-suited to describe the energetics of saturated and partially saturated ring 

systems, where active learning can be applied in a similar fashion to capture the huge chemical 

diversity of rings and their substitution patterns found in druglike molecules with a relatively 

small number of reference QM calculations. We envision modeling non-bonded interactions such 

as hydrogen bond, pi interactions etc. as other potential extensions of our approach. Here again, 

high-level QM calculations (e.g. MP2) along with active learning could be leveraged to 

efficiently characterize the chemical and configurational space of structural motif s relevant to  

protein-ligand binding. Compared to the first principle and other theoretically rigorous but 

computationally prohibitive methods (e.g. FEP), well-constructed and trained ML models are 

likely to offer the best tradeoff between speed and accuracy for various high-throughput drug 

discovery applications. 
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