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Abstract

In the fine chemicals industry, reaction screening and optimisation are essential to development

of new products. However, this screening can be extremely time and labor intensive, especially

when intuition is used. Machine learning offers a solution through iterative suggestions of new

experiments based on past experimental data, but knowing which machine learning strategy to apply

in a particular case is still difficult. Here, we develop chemically-motivated virtual benchmarks for

reaction optimisation and compare several strategies on these benchmarks. The benchmarks and

strategies are encompassed in an open-source framework named Summit. The results of our tests

show that Bayesian optimisation strategies perform very well across the types of problems faced in

chemical reaction optimisation, while many strategies commonly used in reaction optimisation fail

to find optimal solutions.

Keywords–Machine learning, Flow chemistry, Aromatic substitution, Cross-coupling

1 Introduction

The development of novel and efficient chemical processes is essential to meeting grand challenges in

healthcare, energy and sustainability.[1,2] In the fine chemicals industry particularly, there is a great

need for methods to simultaneously optimise reaction throughput while also minimising environmental

waste.[3] A skilled chemist can often select optimal conditions for high yield after a few experiments when
∗These authors contributed equally to this work.
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there is detailed mechanistic understanding of a reaction. Then, chemical engineers can develop kinetic

models to design pilot plant and large scale reactors for manufacturing.[4] However, time and budget

constraints often prevent detailed kinetic studies to elucidate the full mechanistic model. Therefore,

scientists have to rely on screening to find optimal conditions.

The challenge with screening is that there are a vast number of possible combinations of reagents,

solvents, stoichiometries and temperatures for a reaction. One author estimated that there are more than

50 million potential conditions for most catalytic reactions, so brute force exploration of the parameter

space is not possible.[5] Indeed, even the most advanced automated droplet flow chemistry systems can

only complete thousands of reactions per day,[6] and the 24, 96 or 384 vial plates commonly found in

the pharmaceutical industry only enable tens to hundreds of reactions per week.[7–9] Since experiments

often use expensive reagents, it is important to maximise the information learned and exploited from

each experiment.

Design of Experiments (DoE) techniques formalise and streamline the screening that a trained chemist

would do naturally.[10] These methods study the individual and combined effects of each factor that could

affect yield, selectivity or any other variable that needs to be optimised. Factorial DoE is a commonly

used method which tests combinations of each factor at predetermined levels. Factorial DoE is widely

used in industry due to the simple interpretability of these methods and availability of several commercial

software packages for setting up designs and analysing results.[5,9,11] However, the number of experiments

required for a full factorial DoE campagin grows exponentially with the number of factors. For example,

a project examining temperature and the ratio of two reactants, each at two levels, would require four

experiments, but expanding to test a library of 10 bases and 10 solvents would require 400 experiments

(N = 22 ∗ 10 ∗ 10 = 400). While it is possible to conduct a small experimental design and then follow-up

based on the results, the scientist has to make a decision about which variables are most important to

screen first. Furthermore, factorial DoE tests continuous variables at predefined values, so optima in

between these values might be missed.

To overcome the issues with factorial DoE algorithms, recent work has turned to machine learning

(ML) strategies that use previous experimental data to suggest single experiments or small batches.[3,12,13]

By learning from each experiment, these ML strategies claim to have greater efficiency than factorial

methods, which plan all experiments in a batch. Additionally, these strategies can test values throughout

a range for each continuous factor, enabling more precise optimisation. ML has been applied to a

wide variety of reactions including oxidation,[14] Diels-Alder,[15] methylation,[16] Paal-Knorr,[17] cross-

coupling,[18–21] asymmetric hydrogenation,[22] and C-H activation.[23]

Choosing the most efficient optimisation strategy for a particular chemical reaction remains a chal-

lenge. The number of machine learning methods that could be used for reaction optimisation has

exploded in recent years. Often strategies have been applied on different case studies of varying diffi-
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culty, and previous studies have shown that an algorithm which performs well on one reaction might be

inefficient on another.[14,24] Furthermore, each strategy has limited capabilities and can only be applied

to certain types of optimisation problems. For example, the SNOBFIT optimisation algorithm has been

used by several authors for optimising yield by changing continuous variables (e.g., temperature and

stoichiometry),[14,25,26] but it does not work with categorical variables such as solvents or bases. When

ML strategies have been applied to selection of categorical variables, only a small number of categorical

options have been used.[19] However, recent work has shown that descriptors of a solvent or catalyst can

be be used to extrapolate performance from a small number of experiments to a large library.[22,27]

An additional challenge is that there are often trade-offs between optimisation objectives. For ex-

ample, using harsher conditions (i.e., higher temperature or concentration) will increase conversion in

many reactions but also cause side reactions that reduce selectivity. In a broader sense, using a par-

ticular catalyst might increase reaction yield but be too expensive to use at commercial scale. These

are called multi-objective optimisation problems, and their solutions are Pareto optimal points.[3,28,29]

Pareto optimal points are defined as a set of solutions where an improvement in one objective necessarily

causes a worsening of the other. Recently, several approaches have been developed for multi-objective

optimisation,[13,28–30] but a rigorous study has not been completed to compare them all on standardised

benchmarks.

Herein, we present a comparison of a wide range of potential strategies for optimising chemical

reactions on two chemically motivated in silico benchmarks (see Figure 1). A benchmark is a standard

tool in the ML field that enables practitioners to compare the performance of different ML strategies.

For example, a benchmark containing over one million everyday objects enabled comparisons of image

recognition models on the same easily-accessible dataset.[31] Much of the rapid progress in the field of

image classification over the last ten years can be attributed to this benchmark. Instead of images,

our benchmarks are models of reactions that provide predictions of reaction outcomes (e.g., yield) given

reaction conditions. Our benchmarks act like virtual laboratories in which researchers can test the

efficiency of each strategy through virtual experiments. We chose benchmarks that had already been

validated experimentally, so anyone could use them without needing to run laboratory experiments. Each

benchmark represents a different aspect of the chemical development process. The benchmarks present

the challenges of process development, first with a SNAr reaction run in a flow chemistry reactor and,

then, selecting the optimal catalyst and ligand for a Pd-catalysed cross-coupling reaction. We note that

a contemporaneous study, which also enables benchmarking of different optimisation strategies, aims at a

broader range of experimental disciplines in chemistry and material science.[32] Ours focuses specifically

on chemical reactions, and we are the first to include extensive comparisons of different strategies.

The advantage of our approach is that it allows each strategy to be compared on a standard basis

without the need for expensive laboratory experiments. In preparing this study, we ran over 50,000
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Figure 1: Overview of the approach used by Summit. Strategies are machine learning algorithms or
baselines. Benchmarks are models of reactions that simulate physical experiments. Strategies and
benchmarks are used together in an iterative approach to find optimal reaction conditions. This software
framework enables standard comparisons of strategies on different repeatable benchmarks without the
need for expensive experiments. Furthermore, the same framework can be applied confidently to real
experimental case studies.

virtual reactions, which would have been cost-prohibitive in a laboratory. To facilitate others using our

workflow, we release an open-source software package for optimising reactions called Summit. Summit

contains the benchmarks developed in this work and a framework for implementing more in the future.

Furthermore, it includes standard implementations of seven strategies and can easily be expanded to

include more. We envision that researchers will be able to use Summit to test optimisation strategies on

benchmarks and, then, use the same software for optimisation of their physical experiments. This will

be particularly important for emerging work on closed loop optimisation, where experiments suggested

by a strategy are executed by an automated experimental setup and fed back to the algorithm.[23,33–37]

2 Results and Discussion

2.1 Developing Benchmarks and Strategies for Reaction Optimisation

We propose two approaches to developing benchmarks in Summit. The first is to use mechanistic models

that include reaction kinetics and potentially other phenomena such as mass transport. These models are

typically differential equations that can be integrated to find reaction yield and selectivity.[19,38] In Sum-

mit, these equations are easily integrated using numerical integration software available in packages like

SciPy,[39] and a standard interface saves researchers the time of re-implementing common functionality.

Alternatively, when a mechanistic model is not available, it is possible to train a machine learning model

on experimental data to predict yield or other reaction performance metrics given reaction conditions.[40]

If data is available in the form of a CSV file, this can be achieved in Summit using as little as two lines

of code. Summit is the first package to offer a simple workflow for developing both of these types of
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Scheme 1: Benchmarks used in Summit for evaluating the performance of different machine learning
strategies. A) Four dimensional optimisation of a SNAr reaction between difluoronitrobenzene (1) and
pyrrollidine (2).[41] The objective is to maximise space time yield and minimise E-factor. B) Optimisation
of a C-N cross coupling between aryl triflate (6) and aniline (7).[42] The strategies must select one of
three Buchwald catalysts and one of four organic bases for each experiment. Additionally, strategies
must select the temperature, residence time, and base equivalents. The objectives are to maximise yield
and minimise cost.

benchmarks.

As shown in Scheme 1A, the first benchmark is the optimisation of a nucleophilic aromatic substitution

(SNAr) reaction in a flow reactor. The benchmark is based on a kinetic model developed by Hone et

al.,[41] for the reaction of difluoronitrobenzene 1 and pyrrolidine 2, which produces one desired product

and two side products. The reaction is carried out in a virtual flow reactor, so the natural objective is to

maximise space time yield (STY), the mass of product formed per unit residence time. Additionally, we

minimise the E-factor, which is defined as the ratio of product formed to waste produced.[1] The decision

variables (i.e,. the reaction conditions) are the temperature (40-120 ◦C), residence time (0.5-2 minutes),

equivalents of 2 (1.0-5.0) and concentration of difluoronitrobenzene (0.1-0.5M). Further details of the

SNAr benchmark can be found in the SI.

As shown in Scheme 1B, our second benchmark is the optimisation of a Pd-catalysed C-N cross

coupling reaction. The aim is to select the best of three catalysts (t-BuXPhos, t-BuBrettPhos, AlPhos)

and four organic bases (TEA, TMG, BTMG, and DBU) for the reaction as well as the residence time

(1-30 minutes), temperature (30-100 ◦C) and base equivalents (1.0-2.5). Since it is difficult to find

fundamental kinetic models that span across multiple catalysts and reagents, we build a predictive

model on data from 96 reactions published by Baumgartner et al.[42] As shown in Figure S7, the trend

of the data is captured by the model, and the cross-validation results show that the model predicts yield

on unseen reaction conditions with approximately 8% mean absolute error. We use the trained model as

a virtual experiment that the optimisation strategies consult for yield at given conditions. In addition to

optimising yield, we also minimise cost of the reagents, so this becomes a multi-objective optimisation.
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We note that we set the bounds on the decision variables by observing the limits of the experimental

data from the original sources for both benchmarks. When optimising a new reaction the lab, a chemist’s

prior knowledge and a small number of scoping experiments could be used to set these bounds judiciously.

For example, to prevent precipitation in a flow reactor, a researcher could chose bounds based on a small

number of solubility experiments.

There are a large number of optimisation strategies that could be compared in this work. However,

we are most interested in strategies designed to achieve state of the art performance in a small number

of iterations; this naturally excludes many evolutionary and gradient based optimisation techniques. We

opt to implement in Summit seven different strategies that have been used for reaction optimisation

previously but not compared in a standard fashion, as shown in Figure 1. Nelder-Mead simplex is a local

optimisation strategy that builds simplexes, or multidimensional triangles, that are gradually shrunk to

approach the optimum value.[43] SNOBFIT builds quadratic response surfaces around the experimental

data and optimises these to find new experimental conditions.[44] Bayesian optimisation is a class of

strategies that train a probabilistic model to predict the objectives given the experimental conditions;

sample this probabilistic model; and optimise it in silico to predict the best subsequent conditions. We

develop implementations of three promising Bayesian optimisation strategies: single objective Bayesian

optimisation (SOBO),[45] Gryffin[40] and TSEMO.[28] Finally, we develop an implementation of the Deep

Reaction Optimiser (DRO) proposed by Zhou et al., which uses a pretrained reinforcement learning agent

to optimise reactions.[46] Further details of each strategy can be found in the SI. As a baseline, we also

include a random strategy.

In addition to benchmarks and strategies, we implement the concept of domains and transforms in

Summit. Domains specify the decision variables and objectives for a particular optimisation experiment

(e.g., all benchmarks include a domain). Transforms enable a domain to be reconfigured to improve

the performance of optimisation or enable adaptation of a domain to a particular strategy. For exam-

ple, we implement transforms for converting multi-objective optimisation problems into single objective

optimisation problems. These transforms are used in the SNAr benchmark.

2.2 SNAr optimisation highlights Bayesian strategies

For the SNAr benchmark, there is a negative correlation between STY and E-factor, so it is possible

to optimize both simultaneously. As shown in Figure 2a, as STY decreases, E-factor increases because

increasing product throughput does not result in significantly greater environmental waste. Most of the

waste comes from the flow of the solvent ethanol, which does not change significantly between reaction

conditions.[47]

Out of the strategies implemented in Summit, only TSEMO is inherently able to handle multi-

objective problems.[28] For the other strategies, we implement transforms that combine the objectives
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Figure 2: An exemplary optimisation of run of the SNAr benchmark with the TSEMO. (a) The objective
values of each experiment suggested by TSEMO. TSEMO explores the parameter space and exploits to
find conditions that give high space-time yield (>10,000 (kg m−3h−1) and low E-factor (<10.0). (b)
Hypervolume trajectory of the optimisation run. Hypervolume is a measure of the number of optimal
trade-offs between space-time-yield (STY) and E-factor found by a given machine learning strategy;
larger hypervolumes correspond with more optimal solutions.

into a single value that can be optimised. Specifically, we implement Chimera, a hierarchical scalarisation

transform that works with any number of objectives,[29] and we include a method for users to specify a

custom transform of a multi-objective problem to a single objective problem.[13,30]

An exemplary run of TSEMO on the SNAr benchmark is shown in Figure 2. Figure 2a shows the

objective values of each experiment suggested by TSEMO. The optimisation begins with two random

experiments suggested by Latin Hypercube Sampling (LHS),[48] which are then followed by suggestions

by TSEMO. Out of the first suggestions, only a few have optimal STY and E-factor values. With more

data, TSEMO begins to select high concentrations of 1 (near 0.5 M), high equivalents of 2 (>3.5), and

short residence times (30 seconds). However, a variety of temperatures give high STY and low E-factor.

To illustrate the improvement with more experiments, we plot a measure of the quality of the pareto

front called hypervolume. Hypervolume is a measure of the volume of a set of points in N -dimensions,

and, in this case, we take the hypervolume of the total optimal points found by a strategy after a given

number of iterations. Since a larger hypervolume will always correspond with a better set of optimal

values,[49] we can see if the the optimisation strategy is finding conditions that result in better values

for all objectives. As shown in Figure 2b, the hypervolume starts at zero indicating no optimal points

are found. Subsequently, hypervolume rapidly increases with more iterations, indicating better values of

STY and E-factor are achieved.

Figure 3 compares the performance of all strategies in Summit on the SNAr benchmark. Each

strategy was run for a maximum of 50 iterations (i.e., 50 virtual reactions) and repeated with twenty

different random starts to understand the influence of randomness on the performance of the strategy.

Additionally, Chimera and the custom multi-objective transform were tested, and the best combination by

terminal hypervolume for each strategy is shown. Figure 3a plots the hypervolume after 50 iterations and
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Figure 3: Comparison of several strategies on the SNAr benchmark. (a) Trade-offs between improved
performance and higher computation time. If used, a multi-objective transform is displayed in paren-
thesis. (b) Comparison of the hypervolume trajectories of three Bayesian optimisation strategies. The
mean is plotted with the 95% confidence interval.

the average computation time per suggestion for each strategy. On average, the Bayesian optimisation

strategies (GRYFFIN, SOBO, and TSEMO) perform best, finding the most optimal points in the allotted

number of experiments. However, this performance comes at the price of three orders of magnitude

greater computation cost. Furthermore, these tests were run on a high performance computing cluster

with up to 32 threads dedicated for each strategy, and our experience is that the runtime increases

by a factor of ten on consumer hardware. The longer computation time is likely acceptable in the

case of TSEMO given the improvement in performance, but it might not be justified in the case of

GRYFFIN or the SOBO strategies. Interestingly, Nelder-Mead Simplex, which has been used in several

studies,[13,14,50–54] failed to find any optimal points, even with ten random restarts on each run; in fact,

random sampling performed better. This is because Nelder-Mead is a local search strategy, and we found

that the multi-objective scalarisation functions (e.g., Chimera) have many local optima (see Figure S4).

The DRO also failed to find optimal points, and SNOBFIT only had slightly better performance than

random sampling.

Figure 3b plots the average hypervolume of each of the Bayesian optimisation strategies over the

course of 50 iterations. GRYFFIN quickly improves the quality of its suggestions with less than ten

iterations, but TSEMO has better terminal performance. Both strategies have large confidence intervals

with approximately 10% of repeats resulting in zero hypervolume. Still, their average performance is

better than other strategies evaluated. The outstanding performance of TSEMO is likely linked to the

fact that it trains individual surrogate models for each objective,[28] while the other strategies directly

optimise the multi-objective transform value. As shown Figure S5 and Table S4, there were not consistent

patterns in which multi-objective transform worked best.
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Figure 4: Comparison of several strategies on the C-N benchmark. (a) Performance of various optimi-
sation strategies. If used, a multi-objective transform is displayed in parenthesis. (b) Comparison of
the hypervolume trajectories of top performing strategies. The mean is plotted with the 95% confidence
interval.

2.3 Optimisation of C-N Cross Coupling

Strategies for the C-N cross coupling benchmark need to be able to select continuous variables (tempera-

ture, base equivalents, residence time) and categorical variables (the base and catalyst). Only SOBO and

GRYFFIN can inherently work with categorical variables. To overcome this challenge, we calculate a set

of descriptors or properties for the catalyst and base that transform the categorical variables into contin-

uous variables. Previous work has shown that descriptors such as melting and boiling point or those from

thermodynamic programs can help the optimisation.[22,40] We use the first two of five σ-moments from

computational fluid thermodynamics program COSMO-RS as these act as universal descriptors for any

molecule.[55] We would prefer to use all five σ-moments, but we found that it is difficult to optimise in the

resulting fourteen-dimensional input space. Using only the first two σ-moments for the catalyst and base

makes it a seven-dimensional input space (three continuous variables and two categorical variables with

two descriptors each). Note that DRO is not included because we empirically found that pre-training

the policy on input spaces greater than six-dimensions was very slow. Since the C-N benchmark is also

a multi-objective problem, we use the same transforms as in SNAr benchmark.

As shown in Figure 4a, the performance across strategies is very similar for this benchmark, almost

indistinguishable. For example, the results of the random selections are nearly equivalent to the machine

learning strategies. We suggest this is because the effective parameter space is quite small. Once

the optimal catalyst and base are selected, only three variables need to be tuned (reaction temperature,

residence time and base equivalents). Furthermore, we see no noticeable difference between the strategies

that use descriptors and those that do not use descriptors (SOBO and GRIFFYN).

The C-N benchmark presents trade-offs in the objectives. As shown in Figure S7, increasing yield

often results in an increase in cost. This series of optimal trade-offs between yield and cost is called
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Table 1: Pareto front data from one run of the C-N Benchmark using TSEMO. See the SI for more
information about the C-N benchmark, including the catalysts and bases used.

Catalyst Base Base Equivalents Temperature (◦ C) τ(s) Yield Cost ($)
tBuXPhos TMG 1.32 89.86 117.73 0.34 0.25
tBuXPhos TMG 2.38 64.35 1594.63 0.52 0.25
tBuXPhos DBU 2.03 71.12 1040.59 0.78 0.25
tBuBrettPhos DBU 2.28 87.16 107.66 0.90 0.28
tBuBrettPhos BTMG 2.50 99.32 1081.24 1.06 0.39
AlPhos BTMG 2.25 99.89 1763.66 1.09 0.52

a Pareto front. In Figure 4b, we plot the objective values for one optimisation of C-N benchmark

using TSEMO. With more experiments, the Pareto front is better filled out and a greater proportion of

selections have high yield. As shown in Table 1, the optimal catalyst complex is AlPhos, in line with

results from Baumgartner et al.[42] However, it is clear that some conditions result in a prediction of

yield being greater than 100%. Some of the original data has yield greater than 100%, apparently due to

small errors in HPLC measurements.[42] Since the data-driven model has no concept of chemistry (i.e.,

that yield cannot be greater than 100%), it simply learns this pattern and extrapolates it. The lack

of physical constraints is a known issue in data-driven models and could possibly be overcome through

hybrid models that combine physical insights and learned approximations.[56,57]

3 Conclusions

In this work, we introduce Summit, a framework for optimisation of chemical reactions. We present

two benchmarks for reaction optimisation and compare the performance of seven strategies with various

combinations of multi-objective transforms on these benchmarks. Our results show that Bayesian optimi-

sation performs most consistently, with TSEMO showing best-in-class performance on both benchmarks.

Our framework enables researchers to test new optimisation strategies without expensive experiments.

We envision that new benchmarks could address outstanding challenges in reaction optimisation such as

multi-step optimisation[37,58] and mixed objective domains (i.e., categorical and continuous objectives).

Additionally, we foresee that new strategies can be tested against current and future benchmarks for

performance assessment. Summit provides a simple method for implementing new benchmarks either as

mechanistic models or by training data-driven models based on past experiments.

In the optimisation community, the idea of "No-free lunch" is often cited.[59] The principle is that an

optimisation strategy that works well for one problem will inherently be bad for another. This implies

that understanding the strengths and weaknesses of each optimisation strategy are important. Here,

we have identified that Bayesian optimisation is an efficient way to overcome the challenges of reaction

optimisation.
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Figure 5: We introduce Summit, a framework for applying machine learning (ML) to rapid optimisation
of reaction conditions. We use Summit to compare seven ML strategies on two new in silico benchmarks
based on real chemical reactions—a nucleophilic aromatic substitution and a C-N cross-coupling. Using
high performance computing, we execute over 50,000 virtual reactions and demonstrate that Bayesian
optimisation is effective for reaction optimisation.
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1 Summit Overview

Summit is the first python package dedicated to reaction optimisation. Summit is available as open-source

software on Github (https://github.com/sustainable-processes/summit).

Summit was designed with the principles of simplicity and flexibility in mind. Previously, most

machine learning strategies for reaction optimisation have been implemented in Matlab.[1–9] Matlab

offers the benefits of being relatively easy to learn and flexible enough to enable fast development of

new ideas. However, we see strong opportunities in using python due its prevalence in data science and

the availability of machine learning packages such as Tensorflow[10] and PyTorch.[11] By leveraging these

packages, we can keep the code relatively simple. Summit has two main components:

• Strategies contain the logic for machine learning algorithms. Each strategy has a suggest_experiments

method, which takes in a dataset with any previous experimental data and generates conditions

for a new set of experiments. Since Summit is written according to object oriented methodologies,

new strategies can easily inherit and override the functionality of existing strategies.
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• Benchmarks are simulations of reactions. We include a base class called Experiment which is

inherited by benchmarks. One noteworthy functionality is the ExperimentalEmulator which creates

a benchmark from data by training a machine learning algorithm (specifically a Bayesian Neural

Network). The overall process involves specifying the decision variables and objectives; importing

experimental data from a CSV file and using one line of code to train the model. This process is

quick and easy. We also note that the Experiment class could be used to connect Summit with

automated laboratory equipment or even remote laboratories; this would enable closed-loop and

self- optimisation on real case studies.

In Figure S1, we demonstrate how these components can be combined to run a closed-loop opti-

misation in Summit. In the first line of code, one of the included benchmarks is instantiated. Then,

we instantiate one of the strategies, TSEMO, passing in the domain. Domains describe the decision

variables and objectives of the optimisation. Finally, we pass the strategy and benchmark to the con-

structor for Runner, which will run closed loop optimisation automatically and report back the results.

The advantage of Summit is that this process can be executed in only three lines of code, making it

easy for even non-programmers to get started. Further examples and tutorials can be found in the addi-

tional supporting information with the documentation of the Summit code or our online documentation

(https://gosummit.readthedocs.io/).

We note that Summit has several key utilities:

• Domains describe the decision variables and objectives of the optimisation. There are two types

of variables. Continuous variables have upper and lower bounds. Categorical variables represent

discrete choices such as solvents or bases and can either be represented directly or include descrip-

tors (e.g., melting point, boiling point). Additionally, domains can have constraints on the input

space, though not all strategies can use these constraints.

• Transforms change the domain of a Benchmark or Experiment to work with a particular strategy

or improve its performance. See Section 4 for more details.

• DataSets are containers for holding data and its associated metadata. These DataSets make

transforms simple. By augmenting the spreadsheet-like functionality of Pandas DataFrames[12]

with the ability to distinguish between metadata and data columns, Summit enables transforms

which only modify or act on the actual data while keeping additional metadata for further analysis

(e.g., internal hyperparameters of optimisation strategies).
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Figure S1: Example of how to set up a virtual reaction benchmark using Summit and optimize the
benchmark in silico using TSEMO.

2 Computational Resources

All tests in this paper were completed on the University of Cambridge Service for Data-Driven Discovery

(CSD3), with the exception of the NelderMead strategies. Each test was run on a single CPU with 32

threads. Example scripts for running the tests on a similar cluster or single servers are available on

Github.

3 Strategies

The strategies available in Summit can be classified along three dimensions: the search space; the type

of decision variables they can handle; and the number of objectives that can be optimised. Table S1,

summarizes the capabilities of each type of strategy. Below, we give a brief summary of each strategy

and any modifications we made to the traditional implementations.

3.1 Nelder-Mead Simplex

The Nelder-Mead Simplex (NMS)[13] is a local optimisation algorithm. NMS optimises an objective

function using multi-dimensional polyhedra. For an optimisation problem with nDoF degrees of freedom,

the NMS spans a polyhedra with nDoF+1 vertices within the feasible domain. Each vertex represents a set

of conditions with the corresponding objective function value. During the optimisation process, vertices

Table S1: Capabilities of optimisation strategies: modified Nelder-Mead Simplex (NMS),[13] SNOB-
FIT,[14] Bayesian optimisation (BO), and Reinforcement Learning (RL).

Algorithm Search space Variables Objectives Applications
NMS local continuous single [2, 7, 15–19]

SNOBFIT global continuous single [1, 2, 20–24]
BO global continuous, categorical single, multi [25–27]
RL global continuous single [28]
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(a) (b)

(c) (d)

(e) (f)

Figure S2: Applying different strategies for optimizing the Three-Hump Camel function, a standard
minimitsation problem with two input parameters x1, x2 ∈ [−2, 2], two local optima, and one global
optimum at (0, 0); each algorithm is stopped after 20 function evaluations: (a) NMS with start point
(1,1) gets stuck in local optimum; (b) NMS with start point (-1,-2) finds global optimum; (c) SNOBFIT;
(d) single-objective BO; (e) Gryffin; (f) DRO.
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with the worst objective function values are replaced iteratively by applying geometrical operations to

the polyhedra: reflection, expansion, contraction, and shrinking.

There are several limitations to NMS. First, a different number of experiments are requested in

advance of each the distinct geometrical operation. Therefore, it is impossible to request a fixed number

of experiments from NMS. Second, since NMS only considers a local region of the problem domain, it

can converge to local optima. This illustrated by Figure S2a where NMS converges to a local optima

because the initial point is close to a local optimum that is not the global optimum. In contrast, when

the initial point is near the global optima (Figure S2b), NMS quickly finds the global optimum.

We implement the NMS similar to the python SciPy package[29] with two modifications suggested

by by Cortes-Borda et al.[18] First, we include a modification to account for bounded decision variables.

When a point suggested by NMS is outside the bounds of the decision variables, we remove the dimen-

sion that is violating a constraint and carry out NMS in the reduced space. The optimal point from this

reduced space is applied to the full problem. Second, if the optimisation problem includes linear con-

straints, we penalize new vertices suggested by NMS that violate at least one constraint. The geometric

formation hyperparameters of the NMS we use are similar to the scipy package: ρ = 1 (refletion), χ =

2 (expansion), ψ = 0.5 (contraction), σ = 0.5 (shrink).

3.2 SNOBFIT

SNOBFIT or Stable Noisy optimisation by Branch and Fit is a derivative-free optimisation algorithm.[14]

It was developed to optimise expensive to evaluate objective functions globally. Therefore, SNOBFIT

combines exploitation and exploration of a problem domain within lower and upper bounds of the decision

variables. Figure S2c illustrates SNOBFIT applied to a two dimensional problem.

After an initial SNOBFIT call with a randomized space-filling design, exploitation is realized by

fitting local quadratic models of the objective function for each point that has been evaluated. Then,

SNOBFIT suggests new points by optimising these quadratic models. In addition to exploitation, points

in unexplored regions of the problem domain are suggested. We treat constraints as hidden constraints.[14]

That is, if a point suggested by SNOBFIT violates at least one constraint, we return NaN as objective

function value.

We noticed that SNOBFIT sometimes suggest more experiments than requested by the user. This is

most common if the number of experiments is low. We believe this could be caused by the exploratory

part of SNOBFIT.

We set up hyperparameters similar to the default settings of SQSnobFit: probability a point of class

4 is generated = 0.5; resolution vector “dx” = 10−5, i.e., two points are considered to be different if they

differ by at least a factor of “dx” with respect to the difference of the upper and lower bounds in at least

one coordinate i; unknown uncertainty of function evaluation = “sqrt(numpy.spacing(1))”.
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3.3 Bayesian Optimisation

Bayesian optimisation (BO) is a sequential model-based approach utilizing surrogate models to define

beliefs about the true objective function.[30] These surrogate models are updated every time experiments

are conducted. To suggest a new experiment, so-called acquisition functions that represent the utility of

candidate points for the next evaluation are drawn and optimised.[30] This also enables the BO strategies

to suggest multiple points for the next evaluation sequence. Our strategies include both single-objective

and multi-objective BO.

3.3.1 GPyOpt

For single-objective BO we use GPyOpt, a python BO package developed by the Machine Learning

Group of the University of Sheffield.[31] In our benchmarks, we apply the following hyperparameter

settings to the Bayesian Optimisation method of GPyopt (“GPyOpt.methods.Bayesianoptimisation”):

“model_type” = “GP” (Gaussian Process), “kernel” = “Matern52”, “acquisition_type” = “EI” (Expected

Improvement), “acquisition_optimiser” = “lfbgs”, “normalize_Y” = true, “evaluator_type” = “random”,

ARD = true, “exact_feval” = false. For a detailed description of these hyperparameters, please refer

to the GPyOpt package documentation.[31] Figure S2d illustrates single-objective BO applied to a two

dimensional problem.

3.3.2 TSEMO

For multi-objective BO we use TSEMO, Thompson-Sampling for efficient multi-objective, proposed

by Bradford et al.[8] It works by training a Gaussian Process (GP) to predict each objective given

reaction conditions. Since GPs output a distribution instead of a point estimate, the GP itself cannot

be optimised. TSEMO takes the approach of spectral sampling a deterministic function from the GP

and optimizing that using NSGA-II.[32] From the feasible points suggested by NSGA-II, the one(s) with

maximum hypervolume improvement are selected.

We found several key steps for proper implementation. For the training of the GPs (i.e., hyperpa-

rameter optimisation), at least 100 optimisation restarts are needed to consistently find the optimal log

likelihood, especially with small data. It is also necessary to constrain the hyperparameters and add

priors so they will not train to extremely large or small values early on. Spectral sampling will randomly

fail due to problems with the singular value decomposition (SVD). Therefore, we had to implement

"retries" in the code to restart the spectral sampling in these cases. Also, 1500 spectral sampling points

were needed to get good results with reasonable computational performance. For comparison, the orig-

inal code even used 4000 spectral points but implemented several portions of the code in C, since the

SVD is the most computationally intensive part of TSEMO. Finally, it is important to have a good

implementation of NSGA-II; we used pymoo.[33]
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3.3.3 Gryffin

Gryffin is a BO approach concerning the challenge of categorical input variables in optimisation and was

recently presented by Häse et al.[34] Gryffin offers to support the optimisation algorithm by including

domain knowledge in the form of assigning descriptors to the possible values of the categorical input

variables (categorical options). Figure S2e illustrates Gryffin applied to a two dimensional problem.

Since descriptors provide information about similarity or diversity of the categorical options, Gryffin

utilizes this additional information by redefining the distance between the different categorical options de-

pending on the their respective associated descriptor values. So, instead of using the frequently employed

one-hot encoding of categorical options with similar distance between all options (e.g., in GPyOpt[31]),

Gryffin defines the distance between categorical options to be the euclidean distance of the real-valued

descriptors uniquely assigned to each option. In this way, a relationship of different categorical options

is quantified and becomes measurable, providing additional knowledge to the optimisation algorithm.

Gryffin has two modes: a naive, a static, and a dynamic approach.[34] Naive Gryffin ignores descrip-

tors; static Gryffin includes the descriptors “as given”; dynamic Gryffin also includes descriptors and

furthermore infers a transformation of the initial descriptors by a one-layer neural network during the

optimisation process. To simultaneously optimise categorical and continuous input variables, Gryffin

internally integrates the Phoenics framework.[35]

In our benchmarks, we use Gryffin with the following settings which are similar to the default con-

figuration of Gryffin: “auto_desc_gen” = True (dynamic Gryffin), “batches” = 1, “parallel” = true,

“boosted” = true, “sampler” = “uniform”, “softness” = 0.001, “continuous_optimiser” = “adam”, “cate-

gorical_optimiser” = “naive”, “ sampling_strategies“ = “4“. We use this number of sampling strategies

as we found it to work well with Gryffin. Additionally, we found that using precreated descriptors often

led to dimensional explosion and caused the strategy to occupy large amounts of RAM.

3.4 Reinforcement Learning

Reinforcement learning agents learn to make optimal decisions given information about a problem.[36]

These agents consist of a policy, which takes in a state (e.g., previously tried reaction conditions and

corresponding yields) and suggests an action (e.g., a new set of reaction conditions). The optimality of

an action or a set of actions is quantified through a reward. Zhou et al. built the bridge from RL to

optimizing chemical reactions: an algorithm that (decision-maker) sequentially suggests experiments to

carry out (actions) resulting in the highest yield (reward).[28]

Thereby, they proposed the Deep Reaction optimiser (DRO), a recurrent neural network architecture

with a RL-motivated loss function that is proportional to the yield obtained from each experiment

suggested and carried out. It was assumed that the response surfaces for chemical reactions are continuous

and can be approximated by Gaussian processes (GPs). Thus, the DRO was pretrained on GPs in order
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to simulate optimising the response surfaces of chemical reactions. These pretrained models were then

inferred to yield optimisation of actual chemical reactions. Figure S2f illustrates DRO applied to a two

dimensional problem.

We use the same hyperparameters for pretraining the RL models as Zhou et al. except for the

type of the loss function, because we found inference models pretrained with the original setting for

the “loss_type” = “oi” with “reaction_type” = “gmm” to be unstable especially when the final reaction

problem domain, i.e., the problem the model is inferred to, was constrained by bounds on variables.

The complete list of the hyperparameters we use is as follows: “batch_size” = 128, “hidden_size” =

80, “num_layers” = 2, “batch_norm” = False, “num_layers” = 2, “batch_norm” = False, “reuse” =

false, “num_epochs” = 50000, “evaluation_period” = 100, “evaluation_epochs” = 20, “reaction_type”

= “gmm”, “norm_cov” = 0.3, “constraints” = false, “num_params” = 3, “instrument_error” = 0.01,

“num_steps” = 50, “unroll_length” = 50, “learning_rate” = 0.001, “optimiser” = “Adam”, “loss_type”

= “naive”, “discount_factor” = 0.97, “opt_direction” = “min”, “policy” = “srnn”, ”trainable_init” = true.

Please refer to the paper by Zhou et al. for more details on these hyperparameters. According to sugges-

tions by the authors, we increase the model size, i.e., “hidden_size”, “unroll_length”, and “num_epochs”

of the pretraining for problem domains with more than three input variables (here “num_params”),

since the problem becomes exponentially harder as the number of input variables increases. Therefore,

significantly higher computational capacities are required, leading to a longer pre-training time.

4 Transforms

4.1 Multiobjective Transforms

As shown in Figure S3a, multiobjective transforms aim to convert multiobjective optimisation prob-

lems into single objective optimisation problems. This makes a wider range of strategies amenable to

multiobjective problems. These transforms are often called achievement scalarisation functions (ASFs).

Chimera is a hiearchical ASF developed by Hase et al.[34,37] Hiearchical means that the objectives

are weighted, so the ASF will prioritise one objective over another. The main hyperparameters are the

tolerances, which are values for each objective in [0, 1] that set how much each objective is weighted. A

smaller tolerance indicates that the objective will be weighted more, while a larger tolerance indicates

that the objective will be weighted less. The original paper does not give a clear mechanism for setting

the tolerances, and the tolerances in the examples are tuned to the specific benchmarks used in the paper.

To reflect what might be seen in practice, where the best optimal tolerances are not known in advance,

we choose to round values for the tolerances and test four different combinations shown in Table S2.

In this way, we aim to see if there was significant difference between different tolerance settings. In

Figure S4, we show Chimera with different tolereances on the SNAr benchmark.
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(a) (b)

Figure S3: (a) Schematic of achievement scalarisation functions which transform multiobjective optimi-
sation problems into single objective problems. (b) Schematic of the categorical transform, which use
descriptors to represent a categorical domain in continuous space.

Table S2: Tolerance combinations for Chimera used in benchmark tests.

Objective 1 Objective 2
0.5 0.5
0.5 1.0
1.0 0.5
1.0 1.0

We also implement a transform that can do any basic arithmetic transformation of the objective

values to give a single value. This could, for example, take a weighted sum of the objectives or even

apply nonlinear functions (e.g., log or exponential). This is particularly useful when the user has prior

knowledge about the bounds of the objective space.

4.2 Categorical Transform

The categorical transform is used to adapt domains with categorical variables to work with strategies

that only work with continuous variables. As shown in Figure S3, the idea is to represent the categorical

variables using their descriptors. For example, a domain containing a two continuous variables and

a categorical variable with five descriptors would be transformed to a domain with seven continuous

variables. The optimisation strategy could then optimise in this seven dimensional continuous space.

When a desired value was obtained the inverse transform would be invoked which finds the closest

categorical value in descriptor space by Euclidean distance.

9



Figure S4: Comparison of the Chimera ASF on the SnAr Benchmark with different tolerances.
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5 Benchmarks

5.1 SNAr Benchmark

The SNAr benchmark is a reaction between 2,4-difluoronitrobenzene and pyrrolidine to afford the desired

products 3 with 4 and 5 as undesired side-products.[38] Here, we aim to optimise the reaction in a virtual

self-optimising flow setup, as shown in Figure S5a. Formally, the optimisation problem can be stated

as simultaneously maximising space time yield (STY ) and minimizing the E-factor (E). As noted in

Equation 1, this is achieved by adjusting the residence time τ , inlet concentration of 1 C1,i, equivalents

of pyrrolidine n2, and reactor temperature, T .

min
X

(−STY,E)

where X = [τ, C1,i, n2, T ]

(1)

In the main text, we use hypervolume as a measure of performance on this benchmark. To calculate

hypervolume, a reference is needed. We use the Nadir point as a reference, which is estimated by running

the NSGA-II optimisation algorithm[32] on the SNAr benchmark for 100 generations with a population

size of 100. As shown in Figure S5b, the Pareto front extends over a wide range of space time yields

(2500-12 000) and a narrow range of E-factors (9.5-10.75). The Nadir point is estimated as (-2957, 10.7),

given that the STY is negated to account for hypervolume assuming minimisation.

We now show the equations used to calculate the objective values for given a set of conditions. Space

time yield (STY ) is defined as the mass of 2,4-difluoronitrobenzene leaving the reactor per residence

time (τ), and E-factor (E) is defined as the ratio of mass of waste to mass of product:

STY =
M3C3

τ
(2)

E =
mwaste

τV

=
Qtotρeth +

1
1000

∑5
n=1,i6=3MnCnQtot

1
1000M3C3Qtot

(3)

whereMn is the molar weight in g/mol of species n; Qeth and ρeth are the volumetric flowrate the density

of ethanol respectively; and Qtot is the total volumetric flowrate. The volume of the reactor is assumed

to be 5 mL. The inlet concentration of 2 is calculated:

C2,i = N2C1,i (4)

is the equivalents of pyrrolidine. Since the total flowrate Qtot is V
τ , then flowrates of the pumps from

11



(a)

(b)

Figure S5: (a) Schematic of the virtual flow chemistry reactor used in the benchmark. (b) Optimisation
landscape of SNAr benchmark as determined by running NSGA-II for 100 generations with a population
size of 100.

reservoir n are calculated:

Q1 =
C1,i

C1,0
Qtot (5)

Q2 =
C2,i

C2,0
Qtot (6)

where C1,0 = 1M and C2,0 = 2M are the reservoir concentrations of 1 and 2 respectively. To calculate

the outlet concentrations of the products, the standard equation for a constant density plug flow reactor

is used:

dτ =
dCn
−rn

(7)

where Cn and rn are the concentration and reaction rate of species n, respectively. Hone et al. determined

the reaction rates to be first order with kinetic constants kl (see Table S3) in each species:[38]

r1 = −(ka + kb)C1C2 (8)

r2 = −(ka + kb)C1C2 − kcC2C3 − kdC2C4 (9)

r3 = kaC1C2 − kcC2C3 (10)

r4 = kaC1C2 − kdC2C4 (11)

r5 = kcC2C3 + kdC2C4 (12)

The kinetic constants kl for each reaction are calculated using the Arrhenius equation:

kl = kl,ref exp

[
−Ea,l

R

(
1

T
− 1

Tref

)]
(13)

where kl,ref is the constant at the reference temperature Tref of 90◦C and Ea,l is the activation energy.

The five differential equations described by Equation 7 or Equations 8-11 are integrated simultaneously

12



Table S3: Kinetic parameters used for the SNAr benchmark based on work by Hone et al.[38]

kl,ref (10−2mol−1dm3s−1) Ea (kJ mol−1)
ka,ref 57.9 33.3
kb,ref 2.70 35.3
kc,ref 0.865 38.9
kd,ref 1.63 44.8

over the residence time to find the final concentrations given the inlet concentrations of each species

Cn,i. These concentrations are then supplied to Equations 2 and 3 to calculate the space time yield and

E-factor.

Figure S6 shows the estimated Pareto fronts for the best run of each unique combination of strategy,

transform, and number of initial experiments. The best run is determined by the terminal hypervol-

ume. The reference for the hypervolume calculations is (0, 1). TSEMO finds the best combinations of

high space-time-yield and E-factor. Note that for the Custom multi-objective transform, the following

objective was minimised: −STY/1000 + E/100. Table S4 gives the complete results.

Table S4: Results of tests of strategies and transforms available in Summit on the SnAr benchmark.
Each strategy and transform combination was run with twenty repeats and results are shown with the
standard deviation. tol. stands for the tolerance used in Chimera where applicable, time is is the average
time per iteration for a new suggestion from the strategy.

Strategy Transform STY tol. E-factor tol. Hypervolume Time (s) Repeats
DRO Chimera 0.5 0.5 10.0±29.0 0.0±0.0 20

1.0 2.0±7.0 0.0±0.0 20
1.0 0.5 0.0±2.0 0.0±0.0 20

1.0 7.0±29.0 0.0±0.0 20
Custom - - 0.0±0.0 0.0±0.0 20

GRYFFIN Chimera 0.5 0.5 669.0±1132.0 79.0±11.0 20
1.0 1449.0±2243.0 78.0±11.0 20

1.0 0.5 1715.0±1766.0 106.0±19.0 20
1.0 1959.0±1545.0 87.0±12.0 20

Custom - - 528.0±1048.0 89.0±10.0 20
NelderMead Chimera 0.5 0.5 0.0±0.0 0.0±0.0 20

1.0 0.0±0.0 0.0±0.0 20
1.0 0.5 0.0±0.0 0.0±0.0 20

1.0 0.0±0.0 0.0±0.0 20
Custom - - 43.0±108.0 0.0±0.0 20

Random Transform - - 1032.0±1315.0 0.0±0.0 20
SNOBFIT Chimera 0.5 0.5 1095.0±0.0 0.0±0.0 20

1.0 1095.0±0.0 0.0±0.0 20
1.0 0.5 1095.0±0.0 0.0±0.0 20

1.0 1095.0±0.0 0.0±0.0 20
Custom - - 0.0±0.0 0.0±0.0 20

SOBO Chimera 0.5 0.5 634.0±1049.0 0.0±0.0 20
1.0 593.0±876.0 0.0±0.0 20

1.0 0.5 1414.0±1599.0 0.0±0.0 20
1.0 786.0±1325.0 0.0±0.0 20

Custom - - 2013.0±2155.0 0.0±0.0 20
TSEMO Transform - - 5803.0±2659.0 42.0±1.0 20
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Figure S6: Pareto fronts for the best run (by terminal hypervolume) of each unique combination of
strategy, transform, and number of initial experiments for the SnAr benchmark.
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5.2 C-N Benchmark

The C-N benchmark represents a Pd-catalyzed cross coupling between aryl triflate and aniline.[39]

This is a five dimensional optimisation of temperature, residence time, base equivalents, catalyst and

base. The catalyst choices are t-BuXPhos, t-BuBrettPhos, AlPhos. The bases are triethylamine

(TEA); 1,1,3,3-tetramethylguanidine (TMG); 2-tert-butyl-1,1,3,3-tetramethylguanidine (BTMG); and

1,8-Diazabicyclo[5.4.0]undec-7-ene (DBU). The categorical variables (catalyst and base) contain descrip-

tors that are pre-calculated using COSMOQuick computational fluid thermodynamics program.[40] The

descriptor are the σ-moments, which are interpretable and general descriptors for any molecule.[41] We

use the first two σ-moments which correspond with area and polarizability respectively.

The yield is determined using a Bayesian Neural Network (BNN) that is trained on the experimental

data from Baumgartner et al.[39] The BNN is implemented in PyTorch[11] using the BLITZ library.[42]

The total dataset contains 96 experiments, where 86 are used for training and 10 for test. The model is

trained using 10-fold cross validation. As shown in Figure S7, a mean absolute error of 0.08 is achieved

on the test set.

Figure S7: Parity plot for C-N benchmark using a predictive model trained on 86 data points.

The cost is determined using data from chemical suppliers, as shown in Table S5 and Table S6. For

the bases, we use data supplied by Baumgartner et al.,[39] and all other data is determined by us.

Table S5: Chemicals used in C-N Benchmark.

Abbreviation MW (g/mol) Density (g/mL) CAS Number Supplier
t-BuXPhos 686.69 - 1142811-12-8 Sigma-Alddrich (Merck)

t-BuBrettPhos 854.43 - 1536473-72-9 Sigma-Alddrich (Merck)
AlPhos 815.06 - 2097600-15-0 Sigma-Alddrich (Merck)

p-Tolyl TMS 240.2 - 29540-83-8 TCI Chemicals
Anniline 93.13 1.022 62-53-3 Sigma-Alddrich (Merck)
TEA 101.19 0.726 121-44-8 Millipore-Sigma
TMG 115.18 0.918 80-70-6 BetaPharma
BTMG 171.28 0.85 29166-72-1 BetaPharma
DBU 152.24 1.018 6674-22-2 ChemShuttle
MTBD 153.22 1.067 84030-20-6 Enamine BB
BTTP 312.43 1.022 161118-67-8 Millipore-Sigma
P2Et 339.4 1.02 165535-45-5 Millipore-Sigma
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Table S6: Prices of compounds used in C-N benchmark.

Abbreviation Mass Available (g) Volume Availability (mL) Price Price /mmol
t-BuXPhos 1 - $137.00 $94.08

t-BuBrettPhos 5 - $1,070.00 $182.85
AlPhos 1 - $729.00 $594.18

p-Tolyl TMS 5 - $123.00 $5.91
Anniline - 1000 $109.00 $0.01
TEA 20000 143492.4 $1,830.00 $0.01
TMG 21786.49 173641.3 $184.00 $0.00
BTMG 117.65 583.8 $706.00 $1.21
DBU 4911.59 32842.9 $893.00 $0.03
MTBD 9.37 65.3 $511.00 $7.83
BTTP 25 81.8 $572.00 $6.99
P2Et 5 15 $601.00 $40.00

Figure S8 displays the pareto fronts of the best performing run from each combination of strategy

and transform, while Table S7 enumerates the results of the tests of the C-N benchmark. Note that for

the Custom multi-objective transform, the following expression was minimized: −yield+ cost.

Table S7: Results of tests of strategies and transforms available in Summit on the CN benchmark. Each
strategy and transform combination was run with twenty repeats and results are shown with the standard
deviation. tol. stands for the tolerance used in Chimera where applicable, time is is the average time
per iteration for a new suggestion from the strategy.

Strategy Transform Yield tol. Cost tol. Hypervolume Time (s) Repeats
GRYFFIN Chimera 0.5 0.5 0.74±0.0 15.13±0.52 20

1.0 0.74±0.01 16.57±4.38 20
1.0 0.5 0.74±0.0 13.64±0.61 20

1.0 0.74±0.0 14.35±1.25 20
Custom - - 0.77±0.02 34.21±1.95 20

NelderMead Chimera 0.5 0.5 0.73±0.05 0.03±0.0 20
1.0 0.72±0.05 0.04±0.01 20

1.0 0.5 0.72±0.05 0.04±0.01 20
1.0 0.72±0.05 0.03±0.01 20

Custom - - 0.73±0.05 0.04±0.01 20
Random Transform - - 0.76±0.03 0.02±0.0 20
SNOBFIT Chimera 0.5 0.5 0.79±0.0 0.05±0.0 20

1.0 0.79±0.01 0.06±0.03 20
1.0 0.5 0.79±0.0 0.05±0.0 20

1.0 0.79±0.0 0.04±0.0 20
Custom - - 0.75±0.0 0.06±0.0 20

SOBO Chimera 0.5 0.5 0.76±0.03 0.14±0.01 20
1.0 0.76±0.02 0.15±0.01 20

1.0 0.5 0.76±0.03 0.15±0.01 20
1.0 0.76±0.03 0.14±0.01 20

Custom - - 0.71±0.03 0.24±0.02 20
TSEMO Transform - - 0.79±0.02 182.96±16.11 20
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Figure S8: Pareto fronts for the best run (by terminal hypervolume) of each unique combination of
strategy, transform, and number of initial experiments for the CN benchmark.
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