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ABSTRACT 

Retrosynthesis prediction is a crucial task for organic synthesis. In this work, we propose a template-free and Trans-

former-based method dubbed RetroPrime, integrating chemists’ retrosynthetic strategy of (1) decomposing a mole-

cule into synthons then (2) generating reactants by attaching leaving groups. These two steps are accomplished with 

versatile Transformer models, respectively. While RetroPrime performs competitively against all state-of-the art 

models on the standard USPTO-50K dataset, it manifests remarkable generalizability and outperforms the only pub-

lished result by a non-trivial margin of 4.8% for the Top-1 accuracy on the large-scale USPTO-full dataset. It is 

known that outputs of Transformer-based retrosynthesis model tend to suffer from insufficient diversity and high 

invalidity. These problems may limit the potential of Transformer-based methods in real practice, yet no prior works 

address both issues simultaneously. RetroPrime is designed to tackle these challenges. Finally, we provide convinc-

ing results to support the claim that RetromPrime can more effectively generalize across chemical space. 

 

1. Introduction 

Organic synthesis is not only an essential part of organic 

chemistry but also a cornerstone for a wide array of 

modern scientific disciplines such as drug discovery, 

environmental science, and materials science etc. Retro-

synthetic analysis is the most common method to design 

synthetic routes by iteratively decomposing molecules 

into potentially simpler and easier-to-synthesize precur-

sors via applying known reactions1. In recent years, with 

the development of artificial intelligence technology, 

computer-aided synthesis planning (CASP) has further 

empowered chemists to contemplate even more com-

plex molecules and save tremendous amount of time and 

energy to design synthetic experi-

ments2,3,4,5,6,7,8,9,10,11,12,13,14. 

At present, purely machine-learning models are classi-

fied into two categories15: the template-based4,16,17 and 

template-free18,19,20,21,22 methods. A template-based al-

gorithm extracts reaction templates from chemical 

data23,24, matches the subgraph in the product part of the 

template to a target molecule, decomposes the target 

molecules as prescribed by the matched template, and 

completes the leaving group through the atomic changes 

indicated by the template to obtain the reaction precur-

sors. Despite being interpretable in terms of why certain 

templates are preferred, template-basd methods can 

only predict reactions if corresponding templates have 

been curated in a database4,16. With ever growing list of 

reaction templates, it is certainly desirable to contem-

plate alternative approaches.  

It is often claimed that template-free method may pre-

dict chemical reactions not present in a training set. 

However, this intriguing aspect of template-free meth-

ods has only been studied and reported in one refer-

ence31 so far. In the  Supporting Information, we pre-

sent one experiment to support this intuition. In particu-

lar, we show template-free methods perform much bet-

ter in predicting reactions when the corresponding tem-

plates never appear in the training set. In this work, we 

focus on Transformer-based template-free method. 

Liu et al.19 treated the one-step retrosynthesis as a trans-

lation task, using SMILES25 to represent molecules and 

using an LSTM26 model, a venerable tool in natural lan-

guage processing (NLP), to convert SMILES of a prod-

uct to SMILES of reactant(s). Later on, many 



researchers,18,27,28,29,30 adopted more advanced NLP 

model, the Transformer31, for predicting retrosynthesis. 

Transformer-based methods easily outperform the base-

line established by the prior art. Furthermore, the same 

model architecture can be directly applied for ‘forward 

prediction’32, i.e. predicting a product molecule given a 

set of reactants and reagents. In another study30 , Lee et. 

al. unambiguously demonstrated that generalizability of 

Transformer model across chemical spaces. Trans-

former not only performs well in single-step retrosyn-

thesis, but also some researchers have tried to use it in 

multi-step retrosynthesis method. Lin et al.18 tried to use 

the Transformer and Monte-Carlo tree search and found 

out the retrosynthesis route of four molecules.  

While Transformer-based models possess so many de-

siderata, they suffer from two severe shortcomings: (1) 

lack of diverse outputs33 and (2) chemically invalid out-

puts. So far, these difficulties have not been intensively 

discussed in the chemistry literature and are partially di-

verted by the fact that Transformer-based models per-

form well under the metric of Top-N accuracy. This 

metrics however is not entirely appropriate for retrosyn-

thesis. Schwaller et al.34 proposed a multifaceted evalu-

ation scheme to replace the Top-N accuracy that could 

capture these two subtle issues to some extent. In this 

work, we still stick to Top-N accuracy in order to offer 

a consistent comparison with other methods reported in 

the literature, but we also discuss these two shortcom-

ings in depth. 

There are only a few studies set out to address either of 

these two shortcomings. For instance, to reduce the 

number of grammatically invalid SMILES outputted by 

a Transformer, Zheng et al.28 proposed a self-correction 

learning scheme. While this method reduces the number 

of invalid SMILES, which can be easily detected, it does 

not guarantee corrected outputs are necessarily legiti-

mate reactants. In a separate study, Chen et. al.27 at-

tempted to coax a Transformer into giving more diverse 

outputs covering a broader set of reactions. This suc-

cessful demonstrations by Chen et. al. is encouraging, 

but the overall top-N accuracy of this model does not 

reach the state-of-the-art results. Further details on these 

two shortcomings are elaborated in the section 3.2 and  

Supporting Information Figure S2. 

Herein, we set out to improve upon both shortcomings 

while achieving the state-of-the-art results. We name 

our method the RetroPrime. Following a recent trend20,22 

to imitate a chemist’s approach to retrosynthesis in two 

steps: (1) disconnect a molecule at a reaction center, and 

(2) convert synthons into reactants; RetroPrime invokes 

two Transformers to predict reaction center and 

synthons-to-reactants, respectively. This two-step 

framework simplifies the complex pattern of chemical 

reactions for Transformer to learn in a divide-and-con-

quer manner. To enhance output diversity and chemical 

validity, we introduce the “mix and match” and “align 

and label” strategies in the RetroPrime workflow. De-

tails may be found in section 2, 

We have not only evaluated our methods on a standard 

dataset USPTO-50K35 but also tested on the large-scale 

USPTO-full4. This is one of the few results for template-

free methods tested with roughly a million of reaction 

data records. It is remarkable that RetroPrime enjoys a 

lead of 4.8% for Top-1 accuracy over the state-of-the-

art template-based method GLN4 when tested on the 

USPTO-full. Finally, in the section 3.4, we conduct a 

more detailed experiment to show that RetroPrime ex-

hibits superior generalizability for making predictions 

across chemical spaces in comparison to another two 

retrosynthesis algorithms: Molecular Transformer and 

RetroSim.  

By substantially improving Transformer’s shortcoming 

while achieving state-of-the-art performances, Retro-

Prime is a versatile tool and points out a promising di-

rection to further develop more advanced template-free 



methods that, hopefully, may enable fully automated 

and data-driven retrosynthetic planning of complex 

molecules in the future. 

2. Methodology 

2.1. Bird’s-eye view. 

Following chemists’ approach, we solve a one-step ret-

rosynthesis in two stages. 1. Given a molecule, identify 

possible reaction centers and disconnect relevant bonds 

to produce synthons (P→S). 2. Transform synthons to 

reactants (S→R). Both tasks can be accomplished with 

the help of advanced deep-learning techniques. In par-

ticular, we employ the powerful transformer model, 

commonly used for the natural language processing, in 

both steps. Figure 1 provides a bird’s-eye view on our 

proposed method pipeline. 

In this work, we refer to the two transformers in the two 

stages as the product-to-synthons (P2S) model and as 

the synthons-to-reactants (S2R) model, respectively. 

The workflow is summarized as follows. Firstly, the 

P2S model tags atoms in a molecule that may potentially 

be involved in a reaction. Multiple possibilities are re-

turned by the P2S model. For each case, using RDKit, a 

set of synthons are obtained by disconnecting bonds be-

tween tagged atoms. Subsequently, SMILES strings for 

these synthons are preprocessed (explained below) be-

fore feeding them as input to the S2R model to predict 

possible reactants containing these synthons as sub-

structures.  

2.2. Data Preparation 

To train the two transformers in Figure 1, we generate 

two new datasets by processing information derived 

from the publicly available reaction dataset USPTO-

Figure 1. Method pipeline. First, the canonical SMILES of the product is input into the Transformer P2S to obtain the product 

SMILES with the reaction center tag. The second step is to use RDKit36 to disconnect the bond between the tagged atoms (if the 

tag is a disconnected mark). The third step, remark, and optimized sequence with RDKit36, the reaction center is placed at the 

front of the sequence. The fourth step is to input the synthons into the Transformer S2R to predict the corresponding reactants. 

Finally, use RDKit36 to remove the mark and convert it into canonical SMILES. 



Table 1. USPTO-50K/full dataset information. 

Dataset 
Count 

USPTO-50K USPTO-full 

Tran 40004 757473 

Val 5000 94688 

Test 5006 94696 

Reaction types 10 None 

Table 2. The distributions for the 4 tags in the Reaction-Center prediction dataset. 

Tag 
Count 

USPTO-50K USPTO-full 

1 34366 503525 

2 2912 78026 

3 11606 137480 

4 1126 227830 

Table 3. USPTO-50K/full Reaction-Center prediction dataset (P2S) and Synthons-to-Reactants dataset (S2R) information. 

Setting 

Count 

USPTO-50K  USPTO-full 

P2S S2R  P2S S2R 

Train 400040 68373  7574730 1576929 

Val 5000 5000  94688 94688 

Test 5006 5006  94696 94696 

Reaction types 10  None 

50K, which contains ～50,000 records of atom-mapped 

reactions that have been classified into ten distinct reac-

tion types35. Following other prior studies, we consider 

two settings for the predictive task depending on 

whether the reaction type for each data record is pro-

vided as part of the input to the model. Furthermore, we 

adopt the same training/validation/test split as reported 

in Coley et al16, which recommends a split of 

80%/10%/10% of 50k reactions. Table 1 succinctly 

summarizes the USPTO-50K dataset. In these new da-

tasets, each data entry is prepared in the format of 

<source>-<output> pair, following the standard data 

format for NLP tasks. Further details on these datasets 

are elaborated thoroughly in the following sections. 

2.2.1. Reaction-Center dataset 

For each atom-mapped reaction record in the USPTO-

50K, we analyze and label the essential atoms of the 

product molecule involved in a reaction. The P2S model 

is trained to identify these tagged atoms for each reac-

tion. Hence, the source of the reaction-center dataset is 

the canonical SMILES of the product, and the target is 

the same canonical SMILES with tags added to the re-

active atoms. 

To prepare this dataset, we consider 4 distinct tags, each 

implies a very specific instruction set to generate 

synthons. We utilize the molAtomMapNumber attribute 

in RDKit36 to help with the tagging. The definitions for 



these 4 tags are summarized below, and further details 

Figure 2. The interpretation of the reaction center tag. (a) Case 1, Tag two atoms. Disconnect bonds between these atoms to 

form two reactants, (b) Case 2, Tag at least two atoms but do not disconnect any bonds. The product itself is a synthon. (c) Case 

3, Tag one atom. While the product is the only synthon, there must be a leaving group, this tag is a non-disconnected mark, and 

the given product is a synthon, and (d) Case 4, Tag multiple atoms. Disconnect bonds between these atoms to form two reactants. 

Ring-forming reactions fall under this scenario. 

Figure 3. Reaction center prediction data augmentation. we generated an additional nine pieces of augmentation data in the 

training set. <RC_i> is the reaction type if applicable, and we use the reaction type in both source and target. 

 



these 4 tags are summarized below, and further details 

may be found in Figure 2 and Table 2.  

 Case 1, Tag two atoms. Disconnect bonds be-

tween these atoms to form two reactants. 

 Case 2, Tag at least two atoms but do not dis-

connect any bonds. The product itself is a 

synthon. 

 Case 3, Tag one atom. While the product is the 

only synthon, there must be a leaving group. 

 Case 4, Tag multiple atoms. Disconnect bonds 

between these atoms to form two reactants. 

Ring-forming reactions fall under this scenario. 

2.2.2. Data augmentation for Reaction-Center da-

taset  

There always exists multiple valid SMILES to represent 

one molecule. It has been reported that NLP models, 

such as various RNN architectures, tend to perform bet-

ter for applications in the molecular science when the 

dataset is augmented with same molecules represented 

in multiple SMILES. In this case, we augment the Re-

action-Center dataset by using SMILES enumerator37 to 

randomly generate 9 additional SMILES for each ca-

nonical one. An illustration is given in Figure 3. Note 

that the source and the target of each data entry only dif-

fers by the tags attached to the reactive atoms on the tar-

get side; otherwise, the SMILES are exactly the same on 

every line. Table 3 provides further details on this da-

taset.  

Figure 4. Label and Align. We use marked SMILES that minimize the editing distance in the S2R stage so that the source and 

target SMILES have many blocks that are exactly the same. 



2.2.3. Synthons-to-Reactants dataset  

According to the pipeline depicted in Figure 1, synthons 

are generated from the product molecules by following 

the instructions implied by the tags introduced in section 

2.2.1. These synthons need to be further processed with 

labels before feeding to the S2R model. The labelling 

principle is that the reactive atoms (the ones tagged in 

Section 1.1) are marked as 1, the adjacent atoms (con-

nected via chemical bonds) are marked as 2, and the re-

maining atoms are marked as 3. The labels can be easily 

added to RDKit’s molecule objects by utilizing the mo-

lAtomMapNumber attribute in RDKit36, and the 

properly ‘labelled’ SMILES can be produced with the 

RDKit36 MolToSmiles function. This is how we prepare 

the source (input) part of this dataset. As for the corre-

sponding targe (output) part, we take the reactants from 

the original USPTO-50K dataset and furnish the 

SMILES with labels according to the above principle. 

Additionally, the atoms of leaving groups are also 

marked as 1 for the reactants. Finally, for each synthon-

reactant pair, we calculate the edit distance and attempt 

to minimize it by manipulating the target sequence in 

order to align the two SMILES strings as closely as pos-

sible. As show in Figure 4, after alignment, a typical in-

put-output pair in the S2R dataset share a relatively 

large and identical subsequence. we called this strategy 

“Label and Align”.  

2.2.4. Data augmentation for Synthons-to-Reactants 

dataset  

As shown in Figure 4, when a SMILES contains multi-

ple entities, we permute the SMILES to generate addi-

tional data. For each augmented data entry, we still have 

to align the source and target sequences to minimize the 

edit distance. Details of the Synthons-to-Reactants da-

taset are given in Figure 5 and Table 3. 

2.2.5. Large-scale experiments on USPTO-full  

To more comprehensively test our method, we build 

whole new datasets using the entire set of USPTO-full 

(1976-sep2016)38. There are 1,808,937 raw records. For 

reactions involving multiple products, we duplicate the 

Figure 5. Synthons-to-Reactants datasets augmentation. <RC_i> is the reaction type if applicable. 



same entry as many times as the number of products. In 

each copy, we remove all products but one to create ad-

ditional data with a unique product molecule for the 

same reaction. After proper data cleaning, we retain a 

slightly reduced dataset comprising 950K reaction rec-

ords. We again randomly divide this into a proportion of 

80%/10%/10% for training/validation/test set, respec-

tively. 

Repeating the procedures given in Section 2.2.1 to 2.2.4, 

we further produce the Reaction-Center dataset and the 

Synthons-to-Reactants dataset from the USPTO-full. 

Note, this dataset generation procedure includes the data 

augmentations described in Section 1.2 and Section 1.4, 

respectively. Further details of these large-scale datasets 

are summarized in Table 1,2,3 

2.3. Models training  

As mentioned earlier, we utilize two transformer31 mod-

els in the proposed workflow. Both are built with Open 

NMT39. In this work, we use the following regular ex-

pression to separate SMILES into tokens: 

Regex = "(\[[^\]]+]|Br?|Cl?|N|O|S|P|F|I|b|c|n|o|s|p|\(|\)|\.|=|#|-

|\+|\\\\|\/|:|~|@|\?|>|\*|\$|\%[0-9]{2}|[0-9])" 

In this scheme, we count the marked tagged atoms as 

unique tokens. Details of the transformer architecture 

are provided in Figure 6. See Table S1 for further de-

tails such as the hyperparameters and training details in 

the Supporting Information.  

2.4. Evaluation metrics  

The evaluation metrics we used are slightly different for 

the two tasks. For the P2S Transformer, it is expected to 

tag reactive atoms with an appropriate reaction type in a 

Figure 6. Models and their input and output. The parameters of the two models are the same except for the word embedding 

layer. (a) Transformer P2S and S2R model architecture. (b) Both the input and output of Transformer P2S use canonical 

SMILES and have reaction type tokens if applicable. (c) Atom symbol and its mark are treated as one token in the input and 

output of Transformer S2R. Only reaction type token in the input of Transformer S2R if applicable. 



product molecule. Hence, the evaluation metric is a top-

N accuracy with respect to the tagging in the ground 

truth. For the second Transformer S2R, it is expected to 

translate synthons to reactants. To boost accuracy, we 

propose to mark atoms in order to facilitate the align-

ment of the source and target sequences for this transla-

tion task. Hence, one should remove these labels and 

convert the target sequence (given by the S2R model) 

back to canonical SMILES before comparing to the 

ground truth for a given reaction in the USPTO-50K da-

taset. 

2.5. Reaction Diversity  

For reactions with unknown reaction type, we check 

whether RetroPrime can offer diverse reaction out-

comes. We use a reaction type predictor33 based on 

typical message-passing graph convolution network40 to 

predict the reaction type of a predicted reaction. Take 

RetroPrime’s top 10 predictions for each test case, we 

use reaction type predictor to estimate the number of 

distinct reaction types. Finally, use the average for all 

test cases as diversity evaluation criterion. 

2.6. Mix and Match  

The P2S model predicts how a molecule can be decom-

posed into simpler constituents. Various decomposi-

tions imply different chemical reactions. In other similar 

studies, one would simply take synthons for the top-1 

decomposition to make further predictions of reactants. 

However, we reckon that processing multiple decompo-

sitions down the pipeline of Figure 1 is a simple yet 

highly effective method to enormously enhance the 

Figure 7. Mix and Match. We select the rank 1-3 synthons predicted by Transformer P2S and send them to Transformer S2R 

to predict the reactants, and the obtained results are alternately combined. Use the re-rank approach to rank invalid SMILES at 

the end. 



overall output diversity. We present a schematic to il-

lustrate the “mix-and-match” strategy in Figure 7. See 

Supporting Information Figure S1 for further details on 

the “mix-and-match”.  

2.7 Label and Align  

While preparing the S2R dataset, we meticulously min-

imized the edit distance for the input-output sequences 

and insert extra labels as detailed in Section 2.2.3. These 

efforts aim to expose as much similarity between the 

source and target sequences as possible and facilitate the 

learning for the translational model to capture the chem-

istry behind the data. Indeed, the “Label and Align” 

strategy not only improves the transformer’s overall ac-

curacy but also increase the number of valid outputs, e.g. 

less appearances of invalid SMILES in output.  

3. Results and Discussion 

3.1. Baseline 

We benchmark our method against six baselines, includ-

ing four template-free and two template-based methods. 

Specifically, Seq2Seq19 is a template-free approach that 

trains an LSTM model to translate the SMILES of target 

molecules to SMILES of reactants. Similarity is a tem-

plate-based method that recommends templates for tar-

get molecules based on the molecular similarity be-

tween present molecule and the ones in the dataset. Mo-

lecular Transformer30 is similar to the Seq2Seq transla-

tion model but using Transformer instead of LSTM ar-

chitecture at core. G2Gs20 and GraphRetro22 are tem-

plate-free approach using the graph neural networks to 

predict retrosynthesis. GLN4 is a template-based 

method, which samples templates and reactants jointly 

form a distribution learned by a conditional graphical 

model. Since GLN is possibly the most competitive 

baseline, we mainly draw comparison to it in the follow-

ing discussions. However, full comparisons against all 

baselines are also provided in the tables. 

3.2. Top-N accuracy 

For the USPTO-50K dataset, our results are presented 

in Table 4 and Table 5, respectively. Our method 

achieves a top-1 accuracy of 64.8% and 51.4%, when 

the reaction type is either known or unknown, respec-

tively. Compared with GLN, the state-of-the-art tem-

plate-based method, our template-free method is supe-

rior to GLN when the reaction type is known, and our 

method also performs comparably to GLN when the re-

action type is unknown.  

As shown in Table 6, our method gains an upper hand 

to GLN in terms of top-N in the large-scale experiments. 

This outcome implies that our method is more robust to 

noisy data. please see the Table S2 and Table S3 for 

additional details. 

Table 4. USPTO-50K dataset Top-N exact match accuracy 

when the reaction type is known. 

Methods 
Top-N accuracy % 

1 3 5 10 

Liu et al. Seq2Seq19 37.4 52.4 57.0 61.7 

Coley et al. RetroSim16 52.9 73.8 81.2 88.1 

Molecular Transformer30 57.3 71.6 75.2 78.0 

Shi et al. G2Gs20 61.0 81.3 86.0 88.7 

Dai et al. GLN4 64.2 79.1 85.2 90.0 

RetroPrime 64.8 81.6 85.0 86.9 

GraphRetro22 67.8 82.7 85.3 87.0 

Table 5. USPTO-50K dataset Top-N exact match accuracy 

when the reaction type is unknown. 

Methods 
Top-N accuracy % 

1 3 5 10 

Coley et al. RetroSim 37.3 54.7 63.3 74.1 

Molecular Transformer 43.5 59.2 63.9 68.2 

Shi et al. G2Gs 48.9 67.6 72.5 75.5 

Dai et al. GLN4 52.5 69.0 75.6 83.7 

RetroPrime 51.4 70.8 74.0 76.1 

GraphRetro 63.8 80.5 84.1 85.9 



Table 6. USPTO-full dataset Top-N exact match accuracy 

when the reaction type is unknown. 

Methods 
Top-N accuracy % 

1 3 5 10 

Coley et al. RetroSim 32.8 - - 56.1 

Dai et al. GLN 39.3 - - 63.7 

RetroPrime 44.1 59.1 62.8 68.5 

Table 7. Reaction type analysis on USPTO-50K dataset 

when the reaction type is unknown. 

Methods Reaction type/product 

Molecular Transformer 1.74 

RetroPrime 2.40 

 

Finally, we investigate whether our method provides 

outputs covering a broad range of chemical reactions. 

This is crucial if these single-step predictors were to be 

integrated into a multi-step retrosynthetic route plan-

ning. As the setting of unknown-reaction-type is more 

natural for this purpose, we choose this setting and com-

pare our method against the Molecular Transformer (as 

both approaches mainly use Transformer to make pre-

dictions). This diversity estimation, based on the second 

metrics introduced in Section 2.5, is shown in Table 7. 

In this case, it is straightforward to attribute the en-

hanced diversity to the decision of further processing all 

valid decompositions within the top 3 answers found by 

the P2S model in the workflow summarized in Figure 1. 

In addition, we visualize some typical predicted out-

comes given by RetroPrime and Molecular Transformer. 

As show in Figure 8, RetroPrime generates more diverse 

results, comparing to the baseline models. This diversity 

comes from the ‘Mix and Match’ strategy described in 

Section 2.6. Additional results are provided in  Sup-

porting Information. 

3.3. The effects of the “Label and Align” strategy  

Recall that we did two things while building the S2R 

dataset. We align input-output sequences and mark 

atoms with extra labels. In this section, we attempt to 

elucidate benefits these efforts provide.  

we designed experiments to clarify the benefits of these 

efforts. In this experiment, we train a modified Trans-

former that is asked to translate synthons to targets in 

canonical SMILES, i.e. without sequence alignments 

and labels. Table 8 and 9 compares the outcome of the 

original experiment (as depicted in Figure 1) and the 

new experiment with the S2R model replaced with this 

newly trained one. The results of top-1 of the original 

experiment are 4.6% more accurate than the modified 

one. This accuracy gain for the top-1 result is 3.0% 

when the reaction type is unknown. Moreover, the ac-

curacy gap widens between the two experiments when 

the comparison is expanded to consider top-10 results, 

which is 5.7% and 3.6%, respectively, when the reaction 

is either known or unknown. 

Table 8. Compare the Top-N accuracy of the two methods in 

the S2R stage when the reaction type is known. Both methods 

use the same P2S model predicted results. 

S2R Methods 
Pipeline Top-N accuracy % 

1 3 5 10 

Marked smiles 64.8 81.6 85.0 86.9 

Canonical smiles 60.2 75.2 78.8 81.2 

Table 9. Compare the Top-N accuracy of the two methods in 

the S2R stage when the reaction type is unknown. Both meth-

ods use the same P2S model predicted results. 

S2R Methods 
Pipeline Top-N accuracy % 

1 3 5 10 

Marked smiles 51.4 70.8 74.0 76.1 

Canonical smiles 48.4 66.2 70.0 72.5 

 

In addition to increasing top-N accuracy, we further 

elaborate on more subtle effects brought upon by the la-

bels. It is easy to corroborate that not all outputs of 

grammatically valid SMILES by a Transformer model 



are chemically plausible, i.e. the input-output pair does 

not constitute a valid chemical reaction.  

To estimate how many chemically implausible but 

grammatically valid SMILES are outputted by Retro-

Prime, we propose to use a forward reaction predictor to 

diagonalize potential errors. This verification method is 

inspired by Schwaller et al.34. In short, we feed the pre-

dictions results (i.e. reactants) of our retrosynthetic 

method to a forward reaction prediction model, the Mo-

lecular Transformer32. If the forward model predicts 

correctly the product molecule within top-5 choices, 

then the retrosynthesis is deemed successful. Without 

taking into account of chirality, the USPTO-MIT mixed 

version of the Molecular Transformer reaches 94.2%32 

for the Top-5 accuracy.  

Results of this scrutiny on chemical validity of our 

method are summarized in Table 10 and 11. Recall that 

our test set consists of 5,006 cases. For each 

retrosynthetic prediction, we use top-10 choices for the 

forward-reaction test. Based on these results, our 

method yields slightly more grammatically invalid 

SMILES in comparison to the modified experiment in 

which the S2R model is trained with input-output pair 

given in canonical SMILES without extra labels. How-

ever, the potential number of chemically implausible 

cases are significantly reduced for our proposed method 

regardless of whether the reaction class is given as part 

of the input. Since filtering out chemically implausible 

yet grammatically valid SMILES is significantly trick-

ier, it is certainly suggestive that our method is superior 

to the modified experiment.  

Clearly, our two-stage method has significantly amelio-

rated this deficiency of the rudimentary workflow using 

a single Transformer in an end-to-end fashion that di-

rectly translates a product molecule into a batch of reac-

tants. 

Figure 8. Comparing the predictions of RetroPrime and Molecular Transformer when the reaction type is unknown, we can see 

that RetroPrime can predict a variety of different retrosynthesis schemes while the results generated by the Molecular Trans-

former are similar. While many results generated by the Molecular Transformer are very close to ground truth, but the overall 

reaction is not chemically plausible. 



Table 10. Compare the forward check Top-N accuracy in USPTO-50K test dataset prediction results when the reaction type is 

known. 

Methods All predictions 
Grammatically valid 

predictions 

Forward Check Top-N accuracy % 

1 3 5 

S2R Marked smiles 50060 48053 45.2 53.5 55.6 

S2R Canonical smiles 50060 48637 33.7 40.4 42.3 

Molecular Transformer 50060 47121 32.9 39.5 41.4 

Table 11. Compare the forward check Top-N accuracy in USPTO-50K test dataset prediction results when the reaction type is 

unknown. 

Methods All predictions 
Grammatically valid 

predictions 

Forward Check Top-N accuracy % 

1 3 5 

S2R Marked smiles 50060 49786 46.8 55.9 58.3 

S2R Canonical smiles 50060 49790 42.0 49.7 51.8 

Molecular Transformer 50060 48004 36.4 43.7 45.8 

 

3.4 Generalizability across chemical space  

Table 12. Generalization ability test results. The training set 

of the three methods are the training set data of USPTO-

50K, and the test set 50,000 data are randomly selected from 

USPTO-full. 

Methods 
Top-N accuracy % 

1 3 5 10 

RetroSim 18.6 27.9 30.8 32.1 

Molecular Transformer 21.9 30.5 33.0 34.6 

RetroPrime 24.4 34.8 37.2 40.7 

 

We conduct a simple experiment to investigate whether 

RetroPrime (using a chemist’s two-stage strategy) can 

generalize better than a standard end-to-end machine-

learning approach across chemical space. We selected 

RetroSim16 and Molecular Transformer as baselines for 

this comparison. Using the training set of USPTO-50K 

(40004 reaction records) as the chemical knowledge 

base, we tested the Top-n accuracy of these three models 

on a test set comprising 50,000 reaction records, ran-

domly drawn from USPTO-full minus the training set. 

The results are shown in Table 12. In principle, USPTO-

full contains a lot more molecules that are not similar to 

the ones in USPTO-50K. The results in Table 12 show 

that RetroPrime exhibits better generalizability. While 

Molecular Transformer, being also a template-free 

method, performs better than RetroSim, the advantage 

seems to diminish as the number of predictions in-

creases. This is, however, not the case with RetroPrime. 

4. Conclusion 

In summary, we propose a new Transformer-based 

method, RetroPrime, to tackle retrosynthesis. Retro-

Prime not only delivers a comparable performance (in 

terms of Top-N accuracy) to all state-of-the-art and 

data-driven methods with the standard USPTO-50K da-

taset, but it outperforms the best template-based method 

GLN for the large dataset USPTO-full, comprising mil-

lion reaction records, by a non-trivial margin of 4.8%. 

Note that this is one of the only two assessments on a 

Transformer-based model with a large-scale dataset. 

The experiment in Section 3.4 further highlight Retro-

Prime’s generalizability across chemical space. These 

encouraging results seems to concur with an earlier 



observation41 that Transformer-based predictions pos-

sess excellent generalizability and robustness.  

However, it is easy to show that Transformer suffers 

from two severe deficiencies: (1) lack of reaction diver-

sity and (2) hard-to-detect chemically implausible solu-

tions. Without further improvements on these two issues, 

one cannot trust Transformer’s outputs beyond the first 

few ones. In this work, we make conscious efforts to ad-

dress these challenges by proposing the “mix and match” 

and the “align and label” strategies as part of Retro-

Prime two-stage workflow, inspired by a chemist’s ap-

proach to retrosynthesis. While improvements are sub-

stantial as reported, further innovations are urgently de-

sired.  

Given vast amount of chemical reaction data and new 

knowledges are generated on a daily basis, the benefits 

of building a reliable template-free method are obvious. 

Hopefully, without having to be explicitly trained on all 

reaction templates, these modern machine-learning 

methods can generalize more easily and guide us toward 

better synthetic routes. 
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