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Abstract  

As the Big Data and Artificial Intelligence (AI) revolution continues to affect every area of our 

lives, it’s influence is also exerted in the areas of bioinformatics, computational biology and 

drug discovery. Machine/Deep Learning tools have been developed to predict compounds-drug 

target interactions and the vice-versa process of predicting target interactions for an compound. 

In our presented work, we report a programmatic tool, which incorporates many features of the 

bioinformatics, computational biology and AI-driven drug discovery revolutions into a single 

workflow assembly. When a user is required to identify drugs against a new drug target, the 

user provides target signatures in the form of amino acid sequence of the target or it’s 

corresponding nucleotide sequence as input to the tool and the tool carries out a BLAST 

protocol to identify known protein drug targets that are similar to the new target submitted by 

the user and collects data linked to the target involving,  active compounds against the target, 

the activity value and molecular descriptors of active compounds to perform QSAR modelling 

and to generate drug leads with predictions from the validated QSAR model. The tool performs 

an In-Silico modelling to generate In-Silico interaction profiles of compounds generated as 

drug leads and the target and stores the results in the working folder of the user. To demonstrate 

the use of the tool, we have carried out a demonstration with the target signatures of the current 

pandemic causing virus, SARS-CoV 2. However the tool can be used against any target and is 

expected to help in growing our knowledge graph of targets and interacting compounds.   

The program is hosted, maintained and supported at the GitHub repository link given below 

https://github.com/bengeof/Target2DrugChemRxivNotebook 
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Introduction 

The Big Data and Artificial Intelligence revolution is leaving its mark on every sphere of 

human life and research is no exception. The sphere of bioinformatics, computational biology 

and drug discovery has been approached with many data-driven and AI based approaches[1-

9]. The UNIPROT, RCSB database, GenBank database and the PubChem database provide the 

required big data in the areas of proteomics, genomics and small drug molecule discovery to 

employ machine/deep learning methods to these areas [10-13]. In small drug molecule 

discovery, the recent surge in development of deep learning based protein-ligand interaction 

tools helps has helped researchers in identifying small drug molecules that can interact with a 

particular drug target [14-16]. One observes two complimentary approaches of deep learning 

tools in small drug molecule discovery. Deep learning tools have been developed to predict 

drug targets any known compound can interact with while also the other complimentary 

approach of predicting the compounds that can interact with a particular drug target has also 

been reported in literature by research groups. The advantage of using deep learning tools over 

the previously used In Silico modelling in identifying small drug molecules and predicting 

compound-target interactions is that, deep learning based compound-target interaction 

identification is carried out at a much lesser computational cost as compared to In Silico 

modelling.  Wang, Y. B. et al have developed a deep learning based tool based on the LSTM 

neural network architecture to predict drug-target interaction [17].  Wen, M. Et al also report a 

deep learning based tool for drug-target prediction [18]. Geoffrey AS et al have developed a 

hybrid approach for predicting compound-drug target and drug target-compound interactions 

which attempt to combine advantages of both deep learning and In Silico modelling based 

approaches in a singular tool without overshooting the computational expense [19, 20]. 

Similarly machine/deep learning methods have been used on proteomic and genomic data to 

identify bio-markers and drug targets [21]. DG IJzendoorn et al have used machine/deep 

learning methods to identify cancer biomarkers and novel therapeutic targets [22]. In our 

presented work, we propose a programmatic workflow, which incorporates many features of 

these independent developments related to machine/deep learning driven drug discovery into a 

single workflow assembly which makes for a more wholistic and automated data-driven drug 

discovery workflow. When required to identify drugs against a new drug target, the user of the 

tool may provide target signatures in the form of amino acid sequence of the target or it’s 

corresponding nucleotide sequence as input to the tool and the programmatic workflow to 

identify drugs that can be used against the target proceeds as follows. The tool carries out a 

BLAST protocol with the new target signatures provided by the user and identifies known 



protein drug targets that are similar to the new target submitted by the user. Among the know 

protein drug targets that are identified by the BLAST protocol of the tool, the tool identifies 

targets with data availability on PubChem to perform QSAR based drug lead generation. In 

order to perform QSAR based drug lead generation, the tool collects the data of reported 

experimental inhibition activity of PubChem compounds against the target and the molecular 

descriptors of the active compounds to perform QSAR modelling. A machine learning based 

AutoQSAR protocol of training, validation and prediction was carried out for drug lead 

generation, to generate drug leads from the huge ligand library of PubChem. To perform In 

Silico modelling of the interaction of the compounds generated by the tool as drug leads and 

the protein drug target, a popular high throughput  virtual screening package AutoDock-Vina 

was used programmatically through the tool. The protein-ligand interaction profiles are 

generated and results are stored in the working folder of the user. A detailed methodology and 

the demonstrated use of the tool with COVID-19 target signatures can be found below. While 

a demonstration is carried out with the target signatures of the virus causing the present 

pandemic, the tool can be used against any target and is expected to help in increasing our 

knowledge graph of targets and interacting compounds.  

 

Materials and methods  

The algorithmic workflow of the tool pictorial represented by way of a block diagram is shown 

in Fig. 1. To detail the algorithmic workflow of the tool by way of a demonstrated example 

 

Fig.1 – Algorithmic workflow  



we have chosen the COVID-19 target signatures as input given to the tool in view of the 

pandemic situation caused by the virus presently. Target signatures of amino acid sequence of 

the SARS-CoV 2 proteome with NCBI reference of NC_045512 was given as input to the tool 

as shown in Fig.2  

 

 

Fig.2 – collection of target signatures from user  

After collecting the target signatures in the form of amino acid sequence of target or it’s 

corresponding nucleotide sequence, the tool performs a BLAST [23] protocol to identify 

UNIRPOT  target ID’s which are similar to input target signatures. Among the identified 

UNIPROT ID’s which are similar the input target signature, the tool identifies UNIPROT target 

ID’s with availability of data on PubChem required to perform AutoQSAR [24]. The identified 

data of active compounds against the target, the experimental activity value and molecular 

descriptors of active compounds is fetched from PubChem by the program through WebAPI 

programmatic access to PubChem [25]. The tool performs a machine learning based 

AutoQSAR protocol which involves training, validation and prediction. QSAR models are 

usually linear or non-linear statistical correlation between the experimental activity and 

molecular descriptors. While the total number of descriptors is 8, the program builds a QSAR 

model with every possible combination of descriptors by generating all possible combinations 

of descriptors  where n = 8 and r = 2, 3, 4, 5, 6, 7 and nCr in such a case gives a total of 256 



combinations of descriptor selection for the QSAR model. The program builds a linear and 

non-linear regression based QSAR model with all 256 possible combinations of descriptors 

and selects the QSAR with highest R2 value or R2 value closest to 1. The model with R2 value 

closest to 1 is chosen for prediction. The prediction is carried with the large chemical library 

of PubChem compounds that are structurally associative to the compounds active against the 

target. The program prints out the top 50 compounds of the prediction as drug leads against the 

target as shown in Fig.3 and the drug leads are required to satisfy the Lipinski’s drug likeness 

criteria.  The tool, programmatically fetches the structures of compounds predicted as drug 

leads against the target and the structure of the target and prepares them for molecular docking. 

The ligand and receptor preparation is carried out with standard AutoDockTools(ADT) scripts. 

AutoDock-Vina is run programmatically through the tool, and an In-Silico interaction profile 

of compound and drug target are stored in the working folder of the user [26].  

 

Fig. 3 – Drug leads identified by the tool  

 

 

 

 

 

 



Running the program requires no more programming knowledge than running the python 

executable file in python 3 environment in Linux OS along with some python dependency 

packages installed such as: 

pandas 

biopandas 

numpy  

matplotlib 

scikit-learn 

seaborn 

selenium (along with selenium’s driver for firefox browser)  

 

Other additional dependencies for automated In Silico modelling  

openbabel 2.4.1  

mgltools  1.5.4 

autodock-vina 1.1.2-4 

 

The program is hosted, maintained and supported at the GitHub repository link given below 

https://github.com/bengeof/Target2DrugChemRxivNotebook 

 

Results and discussion  

For the user given target signatures, the program identifies drug leads that satisfy Lipinski’s 

drug likeness criteria from the large ligand library of PubChem database. For the top 50 drug 

leads the program automatically perform In-Silico modelling of compound-target interaction 

and stores the In-Silico generated interaction profiles in the working folder of the user. The top 

50 drug leads and their In-Silico interaction scores from AutoDock-Vina are given in Table 1.  

 

PubChem 

CID Target 

Binding 

energy 

142747435 PDB ID : 1qz8 -6.8 

16203797  -6.5 

1580642  -6.2 

16075059  -6.2 

91879629  -6.2 

142747432  -6.2 

62024579  -6.1 

61727697  -6 

61743020  -6 
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62024757  -6 

2196453  -5.9 

61360057  -5.9 

61727698  -5.9 

91875621  -5.9 

44589253  -5.7 

61356831  -5.7 

61359893  -5.6 

4363256  -5.5 

70485909  -5.5 

901295  -5.4 

3542734  -5.4 

16202740  -5.4 

61356261  -5.4 

130156113  -5.4 

75268360  -5.3 

140338441  -5.3 

150985451  -5.3 

154130590  -5.3 

29559485  -5.2 

68862352  -5.2 

153806342  -5.1 

16203618  -5 

16204319  -5 

47391569  -5 

50876798  -5 

80452260  -4.9 

5244119  -4.8 

65102076  -4.8 

90975560  -4.7 

104453473  -4.7 

54178808  -4.6 

130552686  -4.6 

153793082  -4.6 

64207301  -4.5 

65101793  -4.5 

65102365  -4.5 

130643811  -4.5 

64205053  -4.4 

65237247  -4.3 

64207509  -4.2 

 

 

 

 

 



Select visualization of drug candidate and target interaction is shown in Fig.3.  

 

 

Fig. 3 – Interaction of compound with PubChem ID 142747435 and target with PDB ID 1qz8 

 

The results indicate that the generated drug leads interact favourably with the target and thus 

making a case of the use of tool which helps in automated small drug molecule candidate 

identification when the target signatures are provided by the user.  

 

Conclusion  

In our presented work, we report a programmatic tool, which incorporates many features of the 

bioinformatics, computational biology and AI-driven drug discovery revolutions into a single 

workflow assembly. When a user is required to identify drugs against a new drug target, the 

user provides target signatures in the form of amino acid sequence of the target or it’s 

corresponding nucleotide sequence as input to the tool and the tool carries out a BLAST 

protocol to identify known protein drug targets that are similar to the new target submitted by 

the user and collects data linked to the target involving active compounds against the target, 

the activity value and molecular descriptors of active compounds to perform QSAR modelling 

and drug lead generation with predictions based on the validated QSAR model. The tool 

performs an In-Silico modelling to generate In-Silico interaction profiles of compounds 

generated as drug leads and the target and stores the results in the working folder of the user. 

To demonstrate the use of the tool, we have carried out a demonstration with the target 

signatures of the current pandemic causing virus, SARS-CoV 2. The results indicated that the 



generated drug leads interacted favourably with the target and thus making a case for the use 

of tool which helps in automated small drug molecule candidate identification when the drug 

target signatures are provided by the user. The tool can be used in the case of any target and is 

expected to help in growing our knowledge graph of targets and interacting compounds.   
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