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1. Introduction  

Abstract: 

Grid Inhomogeneous Solvation Theory (GIST) maps out solvation thermodynamic properties on a 
fine meshed grid and provides a statistical mechanical formalism for thermodynamic end-state 
calculations. However, differences in how long-range non-bonded interactions are calculated in 
molecular dynamics engines and in the current implementation of GIST have prevented precise 
comparisons between free energies estimated using GIST and those from other free energy methods 
such as thermodynamic integration (TI).  Here, we address this by presenting PME-GIST, a 
formalism by which particle mesh Ewald (PME) based electrostatic energies and long-range 
Lennard-Jones (LJ) energies are decomposed and assigned to individual atoms and the 
corresponding voxels they occupy in a manner consistent with the GIST approach. PME-GIST yields 
potential energy calculations that are precisely consistent with modern simulation engines and 
performs these calculations at a dramatically faster speed than prior implementations.   Here, we 
apply PME-GIST end-states analyses to 32 small molecules whose solvation free energies are close 
to evenly distributed from 2 kcal/mol to -17 kcal/mol and obtain solvation energies consistent with TI 
calculations (R2 = 0.99, mean unsigned difference 0.8 kcal/mol). We also estimate the entropy 
contribution from the 2nd and higher order entropy terms that are truncated in GIST by the differences 
between entropies calculated in TI and GIST. With a simple correction for the high order entropy 
terms, PME-GIST obtains solvation free energies that are highly consistent with TI calculations (R2 

= 0.99, mean unsigned difference = 0.4 kcal/mol) and experimental results (R2 = 0.88, mean 
unsigned difference = 1.4 kcal/mol). The precision of PME-GIST also enables us to show that the 
solvation free energy of small hydrophobic and hydrophilic molecules can be largely understood 
based on perturbations of the solvent in a region extending a few solvation shells from the solute. 
We have integrated PME-GIST into the open-source molecular dynamics analysis software 
CPPTRAJ. 
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Inhomogeneous fluid solvation theory (IST)1–6 
provides a statistical mechanical framework to 
calculate the thermodynamics of solvation from 
solvent molecular density distributions.7,8 Building 
upon IST, we developed WaterMap 9,10 and GIST 
11–13  to map out local water properties in high 
density spherical hydration sites and on a high 
resolution space-filling grid, respectively, while 
others have developed their own methods of 
applying IST8,14,15. A major motivation for the 
development of the grid-based implementation of 
IST, GIST, was the ability to account for all water 
molecules in the system being studied as 
opposed to just the portion that occupied high 
density regions as in WaterMap. In GIST, similar 
to an integration of hydrodynamic densities, a 
sum of density quantities over all the voxels of the 
system yields the corresponding system 
quantities. As GIST accounts for all the water in 
the system as well as the energetics of interaction 
between a solute and the water, sums over voxel 
quantities in the initial and final states can be used 
to calculate corresponding differences in 
thermodynamic state quantities such as energies 
and entropies for rigid solute systems. Indeed, 
several studies have used IST to estimate free 
energies of solvation for small molecules and 
amino acids.15,16 However, discrepancies 
between how GIST tools estimate energies and 
how molecular dynamics (MD) engines calculate, 
particularly differences in the treatment of long-
range interactions, have prevented precise 
comparison between GIST-calculated energies 
and the energies produced from MD free energy 
methods such as TI and FEP. Here, we address 
this by presenting a formalism by which PME-
based electrostatic energies17,18  and long-range 
LJ energies19 are decomposed and assigned to 
individual atoms and the corresponding voxels 
they occupy in a manner consistent with the GIST 
formulation. This PME-GIST approach yields 
electrostatic and LJ energy calculations that are 
consistent with the modern simulation engine 

Amber-PMEMD20 at a dramatically faster speed 
than GIST without PME. In addition, PME-GIST 
provides a more accurate solvation energy which, 
when combined with accurate approximations of 
the entropy contribution from high order entropy 
terms, leads to improved agreement in the 
solvation free energy compared with both TI and 
experimental measurements. 

Here, we have run PME-GIST end states and TI 
calculations for the solvation free energy of 32 
small molecules chosen from the FreeSolv 
dataset21. These small molecules range from 
hydrophobic to hydrophilic and have solvation 
free energies near evenly distributed over a range 
of 20 kcal/mol. For each solute, we run 
simulations at three different temperatures to 
extract the solvation entropies from the 
temperature dependence of the calculated free 
energies.  Comparisons of these solvation 
entropies to those calculated using IST leads to a 
simple linear scaling correction to the IST 
entropies. While the IST formulation for system 
energies and entropies is formally exact, in 
practice, the N-body expansion for the entropy is 
truncated after the first order term for 
inhomogeneous systems. Most IST 
implementations, including the implementation of 
GIST in the MD analysis software CPPTRAJ22, 
account only for the solute-water correlation 
entropy while neglecting the entropic 
contributions from correlations of two or more 
water molecules. Exceptions to this include 
explicit calculation of higher order correlations 
though these are not usually applied.23,24 The 
differences between entropies calculated in TI 
and GIST are direct estimates of the higher order 
entropy terms that are not calculated in GIST. 
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Although the solvation energies calculated in the 
previous version of GIST implemented in 
CPPTRAJ (GIST-20161)25 are highly correlated 
with TI, we find that PME-GIST significantly 
improves the agreement.  The 1st order entropies 
in PME-GIST are also highly correlated with the 
solvation entropies calculated in TI (R2=0.92).  
Interestingly, while the energies and entropies of 
PME-GIST are highly correlated with TI, the free 
energy is less so (R2=0.75) however corrections 
to the IST entropy to account for the missing 
higher order terms leads to exceptionally high 
correlation between IST calculated free energies 
and TI (R2=0.99). This leads us to conclude that 
in order to accurately calculate free energies with 
IST, the contribution of higher order terms must 
be taken into account.     

We further investigate whether the solvation free 
energy of these small molecules can be well 
described by perturbations of the fluid proximal to 
the solute. We find that this is, indeed, the case 
for the full set of hydrophobic and hydrophilic 
molecules investigated in this study and that 
integrating out to approximately 10 Å is sufficient 
to highly correlate with the total solvation free 
energy.  

Our results suggest that including both the long-
range interactions and the entropic contributions 
of higher order water configurational correlations 
enables the use of GIST as a robust tool to 
measure solvation free energy and its 
components both systematically and locally. 

2. Methods  

2.1 MD simulations 
The 3D structures of the 32 small molecules were 
obtained from the PubChem database26. The 
atomic partial charges of the molecules were 
assigned using AM1-BCC in Antechamber27 and 
other forcefield parameters were parameterized 
by the GAFF2 force field28. The solutes were then 
solvated in a TIP3P29 rectangular water box, 

                                                             
1 In the text, we will use the term “GIST-2016” to refer 
to the original GIST implementation in 2016 and 

where the box’s edges are at least 15 Å from the 
solutes using tleap from AmberTool2020. The 
system was minimized and then heated to 300 K 
in 20 ps under NVT conditions using Langevin 
temperature control with a time constant of 2 ps 
for the heat bath coupling30. The systems were 
then equilibrated for 250 ps at a constant 
temperature of 300 K and pressure of 1 bar 
maintained by the isotropic position scaling 
barostat31 with a collision rate of 2 ps. The MD 
simulations were performed using GPU-
accelerated PMEMD32 from Amber20 33 with 
periodic boundary. Electrostatic interactions were 
modeled by PME with 9 Å direct space cutoff. LJ 
interactions were fully accounted for up to a 9 Å 
cutoff and long-range interactions were treated by 
the default isotropic long-range correction.  The 
NPT production MD runs were for 100 ns with the 
time step of 2 fs, the bond length involving 
hydrogen were constrained by SHAKE 
algorithm22 . The system configurations stored 
every 2 ps for subsequent GIST analyses. 
Throughout all minimization, equilibration, and 
productions steps, all solute atoms were 
positionally restrained to the center of the 
systems by 100 kcal/mol/Å2 force constant 
throughout the simulations.   

2.2 TI calculations 

The solvation free energy is calculated by Amber 
TI20,34 as: 

                                   (1) 

where l=0 represents the solvated state in which 
the solute fully interacts with the surrounding 
water molecules and l=1 represents the state in 
which the solute is decoupled from the solvent. 
For the TI simulations, the systems were 
minimized, heated and equilibrated using the 
same protocol as for PME-GIST simulations 
except an additional 250 ps NPT equilibrium 
simulation performed before the production run 

“PME-GIST” to refer to the current version that we 
developed in this study. 
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for every λ. The TI calculations were conducted 
over 15 λ states (0, 0.05, 0.1, 0.15, 0.2, 0.3, 0.4, 
0.5, 0.6, 0.7, 0.8, 0.85, 0.90, 0.95, 1.0) with a soft-
core potential function using a one-step 
transformation with parameters of αLJ=0.5 and 
βC=12 35. TI simulations were run for each solute 
at three different temperatures (270 K, 300 K, and 
330 K) with three runs at each temperature for 
which the velocities were randomly assigned prior 
to each 250ps equilibration.  Solvation entropies 
were then estimated using the finite-difference 
method 36,37, in which the entropies were 
approximated by the slopes of solvation free 
energies over temperatures.  

2.3 GIST calculations 

Both GIST-2016 and PME-GIST are implemented 
in CPPTRAJ22. The GIST-2016 and PME-GIST 
calculations were performed on 100 ns 
production trajectories with frames stored every 2 
ps for a total of 50,000 frames for each trajectory. 
Cubic GIST grids that covered the systems with a 
resolution of 0.125 Å3 for each voxel were 
centered on the solutes with a bulk water number 
density of 0.03288 mol/Å3. In the PME-GIST, the 
PME-based electrostatic energy calculation and 
long-range LJ correction were turned on and a 
cutoff of 9 Å was used for both the direct space 
electrostatic interactions and short-range LJ 
interactions. For each solute, GIST calculations 
were performed on three independent MD 
replicates. 

In the output of the GIST calculations (GIST-2016 
and PME-GIST), the energy density, entropy 
density and water density are printed for each 
voxel. The total energy, entropy and water 
number of the system then can be yielded by 
summing those densities multiplied by the voxel 
volume over the system (eqs. 2-4). For the total 
properties of a local region within a certain radius 
to the solute, GISTPP tool25 was used to define 
the voxels belongs to that region and summing 

over the energy density, entropy density and 
water density multiplied by the voxel volume over 
those voxels will yielded the total energy, total 
entropy and total water number for that region, 
respectively. 

                          (2) 

                           (3) 

                          (4) 

For the entropy calculations, voxels that were not 
entirely in the simulation box were removed from 
the sum in equation 3.  This occurs because the 
volume of the box fluctuates at constant pressure.  
As the water in this region is distal from the solute, 
its properties are bulk like and the contribution to 
the solvation entropy is zero.   

We also implement a systematic correction to the 
GIST entropy for individual states which accounts 
for the systematic bias in the nearest neighbor 
algorithm for calculating the entropy of water 
molecules.  In this study we account for this bias 
precisely and quantified it as 0.0033 kcal/mol per 
water molecule. For entropy of the entire system 
or a local region in the final state, the systematic 
bias is corrected by multiplying the total number 
of water molecules in the system or in the region 
by 0.0033 kcal/mol.  

2.4 End states calculation by GIST  

In the end states calculation, the solvation free 
energy for a rigid solute was estimated by the 
difference in free energy between a final state, in 
which a rigid solute fully interacts with the solvent; 
and an initial state, in the rigid solute is fully 
decoupled from the solvent (eqs. 5-7).  

 

Etotal = EdensVk
k
∑

Stotal = SdensVk
k
∑

Ntotal = ρdensVk
k
∑
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                                  (5) 

                                     (6) 

                                        (7) 

Where is the difference in the Helmholtz 

free energy between the two states, DEsolv and 
 are the difference in energy and 

temperature times the entropy difference of two 
states, respectively. The prime in equation 6 
denotes the inclusion of a solute self-energy term 
in the initial state of the PME-GIST based 
solvation energy calculation. This term includes 
non-bond interactions within the solute and 
between the solute and all of its periodic replicas 
and is calculated by the energy command in 
CPPTRAJ22. The entropy calculations in GIST-
2016 and PME-GIST are identical. In this study, 
we use DEsolv to estimate solvation enthalpy and 
DAsolv to estimate solvation Gibbs free energy 
given that in an NPT ensemble, the PDV term is 
negligible15. 

3 Results 

3.1 Modifications to the energy calculation in 
GIST 

The total energy of the central unit cell in a 
periodic system is a sum the electrostatic energy 
and LJ energy.  

                                                               (8) 

Where the electrostatic energy of the cell can be 
written as: 

                                       (9) 

 

 

 

And the LJ energy for the system is: 

         (10) 

in which qi and qj are the atomic partial charges of 
two atoms at position ri and rj respectively. N is 
the total particle number in the unit cell, ke is the 
coulomb constant. A(i,j) (4esij

12) and B(i,j) (4esij
6) are 

the LJ parameters of two atoms. n represents a 
vector between an atom in the unit cell and its 
image in a periodic cell. The sum over n is over 
the full set of vectors that move a particle from the 
unit cell to each of its periodic images. The prime 
on the second N (in eq.9 and eq.10) indicates that 
in the unit cell, j is not within 1-4 interactions of i. 

In GIST-2016, both the electrostatic and LJ 
energies include only the interactions between 
pairs of particles with the shortest distance (using 
the minimum image convention). In this study, we 
modify the way in which the energies are 
calculated by using PME-based electrostatic 
energy calculations and long-range LJ 
corrections that account for all long-range 
interactions including the interactions between 
the particles in the central unit cell and all periodic 
images of those particles.  

3.11 Electrostatic energy calculation 

In GIST-2016, the electrostatic energy of the unit 
cell is estimated by  

                                   (11) 

Of note, the asterisk indicates the distance 
between two atoms is calculated by minimum 
image convention; therefore, the electrostatic 
interactions longer than half the length of the unit 
cell’s diagonal are not included in electrostatic 
energy in GIST-2016. 

 

solv solv solvA E T SD = D - D
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Etotal = Eelec + Elj

Eelec =
1
2

ke
qiq j

| rj − ri + n |j

N '

∑
i

N

∑
n
∑

Elj =
A( i, j )

| rj − ri + n |
12

j

N '

∑
i

N

∑ −
B( i, j )

| rj − ri + n |
6

n
∑

Eelec !
1
2

ke
qiq j

| ri − rj |
*

j

N '

∑
i

N

∑



 
 

6 
  

 

 

In PME, the total electrostatic energy (eq. 9) of 
the unit cell is broken down into a direct term, a 
reciprocal term, and a correction term (eqs. 12-15 
18).  

                                                    (12)  

       (13)    

                                                              (14)            

                

(15)                     

 

Here, erf() is the error function, erfc() is the 
complementary error function, β is the Ewald 
coefficient, and Yrec(r) is the reciprocal potential at 
position of ri. which is calculated by using helPME 
library38. The first term on the right-hand side of 
eq. 15 is the correction for intramolecular 
interactions when i and j are within 1-4 
interactions in molecule M. 

3.12 LJ energy calculation 

In the GIST-2016, the LJ energy of the unit cell is 
estimated by: 

                             (16) 

As with the electrostatic energy (eq. 11), the 
asterisk here denotes that the distance between 
two atoms are calculated by the minimum image 
convention; therefore, interactions longer than 

half the length of the unit cell’s diagonal are not 
included in the LJ energy in GIST-2016. 

In PME-GIST, the total LJ energy is broken down 
into short-range and long-range correction terms 
(eq. 17).  The short-range term accounts for the 
LJ interactions within a defined distance cutoff 
and the long-range correction term is an 
estimation of the LJ interactions beyond this 
cutoff. 

                                                 (17) 

                       (18) 

                                    (19) 

                                     (20) 

In which, r is the number density of all species in 
the system and <B> is the weighted average B 
parameter of all particle interaction pairs in the 
system.  

GIST calculates the ensemble energy density of 
each voxel in the unit cell. To do this, for every 
frame, the energies of each atom are calculated 
and assigned to the corresponding voxels where 
the atoms occupy (for water molecules, all the 
energy is assigned to the voxel in which the 
oxygen atom resides). Averaging the voxel 
energies over all frames of the trajectory gives the 
estimate of the reported voxel energy. The energy 
densities of each voxel are the voxel energies 
divided by the voxel volume11,12,23. In GIST-2016, 
the assignment of every particle’s energy to each 
voxel is straightforward given both the 
electrostatic (eq.11) and LJ energy (eq.16) are 
pairwise decomposable and the energy terms 
involve two atoms are evenly split then assigned  

Eelec = Edir + Erec + Ecorr

Edir =
1
2
ke

qiq jerfc(β | rj − ri + n |)
| rj − ri + n |j

N '

∑
i

N

∑
n
∑

Erec =
1
2

qiψ rec(ri )
i

N

∑

Ecorr = − 1
2
ke

qiq jerf (β | ri − rj |)
| ri − rj |

−
keβ
π i

2

q
i=1

N

∑
( i, j )∈M
∑

Elj !
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*12

j
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∑
i

N

∑ −
B( i, j )
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*6
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12

j
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∑
i

N

∑ −
B( i, j )
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6
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3
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−3
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B( i, j )
j>i

N

∑
i

N

∑



 

7 

to the two corresponding voxels. In PME-GIST, 
the energy terms involving two atoms (eq.13 and 
the first term on the right-hand side of eq.15) are 
evenly divided between the two atoms and then 
assigned to the voxels that those atoms occupy.  
The terms that have only one atom index (the 
reciprocal term and second term on right-hand 
side of eq. 15) are simply assigned to voxel where 
the atom resides. 

3.2 Comparison of energies calculated by 
GIST and Amber-PMEMD 

Figure 1 shows a comparison between energy 
densities computed using PME-GIST and GIST-
2016 for a neat system of 922 water molecules at 
a temperature of 300K and 1 bar of pressure. The 
average and standard deviation of the voxel 
energy densities calculated by PME-GIST and 
GIST-2016 are -0.2824 ± 0.0811 and -0.2822 ± 
0.0810 kcal/molÅ3. The relative differences in the 
energy densities for the neat system computed by 
PME-GIST and GIST-2016 are within 2% of each 
other for the majority of voxels (98%) and the 
average unsigned relative difference is 0.54%. 
We also compare the GIST-2016 and PME-GIST 
calculated voxel water energies in these solute-
water systems, for the 32 solute-water systems 
we study here, the average unsigned relative 

difference in voxel water energy calculated by 
GIST-2016 and PME-GIST is 0.45%. 

While these values are relatively small on a per 
voxel basis, when the energies are summed over 
all voxels to compute the total energy for the 
system, the difference is significant (6.5 kcal/mol). 
Importantly, PME-GIST system energies are 
consistent with Amber-PMEMD with a total 
difference of 0.019 kcal/mol (0.0002%) for the 
system of 922 water molecules (Table 1).    

 Ensemble 
energy 

Difference to  

Amber-PMEMD 

GIST-2016 -8791.425 6.519 

PME-GIST -8797.925 0.019 

Amber-PMEMD -8797.944 0 

 

Table 1. Ensemble energy (Kcal/mol) of the 
entire pure water system calculated by 
different methods. The system comprises 922 
water molecules, The GIST calculations analyzed 
the results of a 100 ns trajectory (50,000 frames) 
generated by the production phase of a neat 
water MD simulation. 

Figure 1. GIST and PME-GIST voxel energy densities (Kcal/mol/Å3) for neat water. Left: Voxel energy 
densities calculated by GIST-2016 and PME-GIST. Each blue dot represents one of the 249,242 voxels in 
the system. Right: The relative differences in voxel energy densities calculated by GIST-2016 and PME-
GIST. The relative difference was obtained by taking the difference between the voxel energy densities 
calculated by PME-GIST and GIST and dividing by the GIST-calculated voxel energy. 
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3.3 Speed of PME-GIST 

In GIST-2016, the potential energy of atom i is 
computed by looping over the electrostatic and LJ 
interactions between atom i and all other atoms j 
in the system. This is a time consuming N2 loop 
which resulted in the energy calculations taking 
approximately 90% of the total GIST computation 
time. In contrast, the computational complexity of 
the PME energy calculations in PME-GIST is 
NlogN. This significantly speeds up the GIST 
energy computation time. Here, we tested the 
speed of PME-GIST on a solvated monomer and 
dimer of SARS Cov-2 main protease (PDB ID: 
6W63 39).  The energy calculation in PME-GIST 
was sped up 27- to 65-fold depending on the 
system size.  

System 6W63 mono 6W63 dimer 

# Residuesa 306 612 

# Atomsb 50951 83566 

GIST-2016c 40.15 s 146.25 s 

GPU-GISTd 0.33 s 1.10 s 

PME-GISTc 1.47 s [27] 2.23 s [65] 

 
Table 2. Computation times (per frame) of 
PME-GIST vs. GIST-2016. 
a) Number of protein residues  
b) Total number of atoms in the system 
c) GIST-2016 and PME-GIST were performed on 
a single Intel i7-5820 core, the number in the 
bracket shows the speedup of PME-GIST to 
GIST-2016. 
d) GPU-GIST16 was performed on Nvidia 
GTX1080Ti (all cores). 
 
 

Energy calculations were conducted on 100 
frames, and the times shown are the average 
times per frame. 

3.4 Small molecule solvation free energies 
calculated by TI  

Solvation free energies are typically computed by 
alchemical free energy methods, which require 
simulations over a series of nonphysical 
intermediate states.21,40,41 In contract, IST can 
yield estimates of both the solvation energy and 
entropy and differences in end-states from a 
single simulation of each end-state. Although 
serval studies have applied IST and GIST for 
solvation free energy calculations, long-range 
interactions have not been included in these 
works, and high order entropies have been either 
approximated or neglected completely.15,16,40 
Here, in order to investigate how the inclusion of 
long-range interactions affect GIST’s accuracy in 
calculating solvation energy (DEsolv), we 
computed solvation energies using GIST-2016 
and PME-GIST and then compared them to the 
solvation energies obtained by TI. 

We first used TI to calculate the free energy, 
entropy, and energy of solvation of 32 small 
molecules. The molecules were chosen to cover 
a wide range of solvation free energies 
referenced by the FreeSolv database.21  As 
shown in Figure 2, the solvation free energies we 
obtained from TI were consistent with the values 
reported in the FreeSolv database (R2 = 0.95) and 
correlated comparably as well as FreeSolv to the 
experimental values (R2 = 0.90).  For the entire 
set of molecules, the average standard errors in 
solvation free energy, TDS and energy are 0.06 
kcal/mol, 0.65 kcal/mol and 0.65 kcal/mol. The full 
set of TI calculated solvation free energies, 
entropies, and energies for all 32 compounds can 
be found in Table S1.   
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To assess the accuracy of solvation energy 
(DEsolv) calculated by PME-GIST and GIST, we 
compared the solvation energies to that obtained 
by TI. As shown in Figure 3, PME-GIST gave 
solvation energy values closer to those of TI than 
GIST did. The average difference between 
solvation energies calculated by GIST-2016 and 
TI is -3.8 ± 0.7   kcal/mol (unsigned average 
difference: 3.8 ± 0.7 Kcal/mol), in contrast, the 
average difference decreases to 0.1 ± 0.7 
kcal/mol (unsigned average difference: 0.8 ± 0.7 
kcal/mol) in PME-GIST vs TI.  the DH values 
calculated by GIST are almost always more 
negative than those of TI, suggesting that GIST 
has a systematic error in its solvation energy 
calculation; PME-GIST corrected this error. 
Interestingly, the solvation energies calculated in 
GIST-2016 and PME-GIST are both highly 
correlated to that calculated by TI. (Figure 4). The 
solvation energies for 32 molecules calculated by 
GIST and PME-GIST can be found in Table S2. 

 

Figure 3. Solvation energy calculated by GIST-
2016, PME-GIST compared to TI. The names of 
the 32 molecules are displayed on the x-axis. 
Bars represent mean values, and error bars 
represent standard errors. 

Figure 2. The solvation free energy (kcal/mol) of 32 molecules calculated by TI. Left: correlation of 
solvation free energies calculated by TI vs. values in FreeSolv; Right: correlation of solvation free energies 
calculated by TI vs. experimental values. Each dot represents the data for a molecule. The solid lines 
represent linear regression fits to the data for which the equations are shown. 
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Figure 4. Correlation of solvation energy 
(DEsolv) calculated by PME-GIST, GIST-2016 
with TI.  The average standard error of DEsolv			

calculated by PME-GIST and GIST-2016 is 0.18 
kcal/mol and 0.19 kcal/mol, respectively. The 
black dashed diagonal line corresponds to perfect 
agreement between the GIST and TI. Solvation 
energies calculated by PME-GIST and GIST-
2016 are shown in blue and orange, respectively. 
Each dot represents data for a molecule. The 
solid lines represent the linear regression fit for 
each data set with equations shown on the graph. 

3.52 GIST end states solvation entropy 
calculations 

The non-ideal part of IST6,19 entropy for an 
infinitely dilute solvated rigid solute can be written 
as: 

                                (21)                                                                                               

In which: 

   (22) 

     

 (23)                                                                             

Where kB is Boltzmann’s constant, r0 is number 
density of bulk water, W is the total volume of the 
orientational space (for a water molecule, W = 
8p2); r and w are the position and orientation 
variables of the water molecule, respectively. 

is the solute-water corelation funtion 

and   is the solute-water-water 
correlation. Due to both computational expense 
and difficulities with sparse sampling in 
calculating the 2nd order ( Ssww) and high order 
entropy terms, only the  1st order entropy term 
which accounts for the soute-water correlation 
entropy is calculated in GIST (eq. 22).   

In this study, we break the solvation entropy into: 

                                         (24) 

where, DSsw is the solute-water entropy change of 
two states and solute-water entropy equals to 0 in 
the initial state. DO(2) is difference of 2nd and higher 
order entropy terms between the final state and 
initial state. The solute-water entropy values for 
32 small molecules can be found in Table S3. 
Subtracting the solute-water entropy calculated 
by GIST from the solvation entropy calculated by 
TI gives a direct estimate of the solvation entropy 
contributed by high order entropy terms (thus 
DO(2)). 

Figure 5 shows the correlation between GIST 
calculated entropies and those computed from TI.  
While the curves are highly correlated (R2 = 0.92), 
the slope, 0.60, is significantly different from 1. A 
simple approximation for the higher order terms 

S = Ssw + Ssww +O(3)+ ...

Ssw = −
kBρ

0

Ω
gsw(r,ω )∫ ln gsw(r,ω )drdw

Ssww = − 1
2
kB

ρ0

Ω2 gsw(r,ω )gsw( ′r , ′ω )∫
{gsww(r,r ',ω , ′ω ) ln gsww(r,r ',ω , ′ω )}
drd ′r dωd ′ω

gsw(r,ω )

gsww(r,r ',ω , ′ω )

ΔSsolv = ΔSsw + ΔO(2)
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(DO(2) = -0.4 DSsw) changes the slope to be close 
to 1. With this simple correction for DO(2), as 
shown in Figure 6, the solvation free energies 
calculated by PME-GIST are highly consistent 
with those calculated by TI (R2 = 0.99, mean 
unsigned difference = 0.4 kcal/mol) and with 
experimental results (R2 = 0.88 and mean 
unsigned difference = 1.4 kcal/mol) (Figure7).  

 

Figure 5. The correlation between solute-
water entropy and solvation entropy. Each dot 
represents a molecule, and the solid line is the 
linear regression line whose equation is written on 
the graph. The average standard errors of TDSsw 
and TDS are 0.13 kcal/mol and 0.65 kcal/mol, 
respectively.  

 

 

Figure 6. Solvation free energies calculated by 
PME-GIST, with or without DO(2) correction, 
compared to TI. The mean standard errors of 
solvation free energy calculated by PME-GIST 
and TI are 0.26 kcal/mol and 0.06 kcal/mol, 
respectively. The mean unsigned difference in 
solvation free energies calculated by PME-GIST 
and TI are 0.4 kcal/mol (with DO(2) correction) 
and 6.2 kcal/mol (without DO(2) correction). Each 
dot represents the data of a molecule, and the 
solid lines represent the linear regression lines 
whose equations are written on the graph. 

 

Figure 7.  Solvation free energies calculated 
with PME-GIST (with DO(2) correction) 
compared to experimental results. Each dot 
represents the data of a molecule, and the solid 
line is the linear regression line whose equation 
is written on the graph. 

3.7 The perturbation of water molecules upon 
solvation of small molecules 

In contrast to TI and FEP methods, which 
calculate the free energy change for the entire 
system, PME-GIST provides information on the 
spatial distribution of the free energy contributions 
to the molecular solvation. It is often convenient 
to investigate the thermodynamics of a region 
such as the binding site of a protein. Here, to 
investigate whether the total solvation free energy 
can be well estimated by considering only the 
voxels proximal to the solute, we estimate the 
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contribution by integrating the energies and 
entropies over the voxels within various distances 
from the heavy atoms of each of the solutes. This 
is illustrated for the benzene-water system in 
Figure 8.  In this figure, the calculated solvation 
energies and entropies flatten once a region 
extending within approximately 10 Å of the 
solute44.  The perturbated region can also be 
visualized around the benzene molecule (Figure 
9).

 

Figure 8. Perturbation of water molecules in 
regions of increasing distance around the 
solute. The solvation enthalpies and solute-water 
entropies were calculated by integrating the 
voxels within an increasing radius (1 Å – 15 Å) 
from the heavy atoms of benzene. The initial 
value (about -8 kcal/mol) reflects the energy 
change on benzene upon solvation; both curves 
are initially flat because there are no water 
molecules within ~3 Å of the benzene molecule. 

 

Figure 9. A GIST map of the solvation entropy 
densities around benzene. The benzene is 
represented by the CPK model at the center of 
the box. Voxels with unfavorable entropies are 
colored in red (more unfavorable) and green (less 
unfavorable).  The blue voxels are those with 
entropies close to the bulk value.  

3.9 The decomposition of solvation free 
energy 

GIST calculates energy and entropy terms 
separately in a single simulation; this can provide 
additional insight into the solvation process. For 
solvation energy, given that PME-GIST 
decomposes the system energy to the level of 
each atom, the respective energy changes of 
solute atoms and water molecules can also be 
examined. Interestingly, as shown in Figure 10, 
favorable interactions between the solutes and 
water molecules constitutes the main contribution 
to the solvation energies of the 32 small 
molecules. We also observe compensation 
between energy and entropy for each molecule 
(Figure 11).  
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Figure 10. The decomposition of DEsolv to the 
energy changes of solute and water 
molecules. The molecules are ranked from 
hydrophobic to hydrophilic by the experimental 
free solvation energy. Bars represent mean 
values, and the error bars correspond to standard 
errors. 

 

Figure 11. The energy-entropy compensation 
in solvation of small molecules. Each dot 
represents the data for a molecule, and the solid 
line is the linear regression fit to this data whose 
equation is written on the graph. The solvation 
energy and entropy values are calculated by 
PME-GIST with the DO(2) correction added. 

4 Conclusions 

In this study, we developed the methodology and 
implemented PME-based electrostatic treatment 
and long-range LJ corrections into GIST. This 
increased the accuracy of GIST energetic 

calculations to fully agree with those of modern 
MD engines. With its precise energy calculations, 
we applied PME-GIST end states analyses to 
measure the solvation energies of small 
molecules and obtained results highly consistent 
with the alchemical TI method without the need to 
simulate many intermediate states. We also 
examined quantitatively the entropy contributions 
from higher order terms that are truncated in 
GIST, by comparing the solute-water entropy 
from GIST with the solvation entropy from TI 
calculations. While the GIST solute-water entropy 
is highly correlated with the total solvation entropy 
from TI across a wide range of small molecules, 
the higher order entropy is found to account for 
about 40 % of the total solvation entropy for these 
small molecule solutes. Using a simple correction 
for higher order entropy together with the 
enhanced accuracy in the energy calculation the 
PME-GIST end-states calculations can yield 
solvation free energies in agreement with those 
calculated by the TI method to within 0.2 kcal/mol. 
Furthermore, we also investigated the 
perturbation of water molecules upon solvation by 
varying the GIST integration region surrounding 
the solutes. The convergence of solvation energy 
and entropy at approximately 10 Å from the 
solutes suggests that the perturbation to water 
molecules extends to about three shells and the 
water molecules beyond this distance make 
negligible contributions to the solvation free 
energy. Our results also support the local 
approximations that are often used in displaced 
solvent functionals10,45–47. The utility of PME-GIST 
end-state method in calculating solvation free 
energies as demonstrated here could potentially 
extend the application of IST to free energy 
calculations of more complex scenarios such as 
drug-target binding.  

Keywords:  GIST, Solvation Free Energy, 
Inhomogeneous Solvation Theory, 
Thermodynamic Integration 
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