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Abstract

Aqueous organic redox flow batteries have many appealing properties in the application of large-

scale energy storage. The large chemical tunability of organic electrolytes shows great potential to

improve the performance of flow batteries. Computational studies at the quantum-mechanics level

are very useful to guide experiments, but in previous studies explicit water interactions and thermo-

dynamic effects were ignored. Here, we applied the computational electrochemistry method based

on ab initio molecular dynamics to calculate redox potentials of quinones and their derivatives.

The calculated results are in excellent agreement with experimental data. We mixed side chains

to tune their reduction potentials, and found that solvation interactions and entropy effects play

a significant role in side-chain engineering. Based on our calculations, we proposed several high-

performance negative and positive electrolytes. Our first-principles study paves the way towards

the development of large-scale and sustainable electrical energy storage.
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INTRODUCTION

The development of renewable energy sources, such as solar and wind, to replace current

fossil fuels is a very pressing task to enable sustainable development. A big challenge of

integrating solar or wind power into electrical grids is the mismatch between electricity

supply and demand, which can be solved by scalable electrical energy storage [1]. To buffer

the volatility of solar and wind energy, redox-flow batteries have shown many appealing

features including scalability, decoupled energy and power output, high depth of discharging

and rapid responsiveness [2]. In addition, if water is used as a solvent to dissolve electrolytes,

the safety of flow batteries is greatly enhanced because water is nonflammable and has an

unusually large heat capacity.

Since 1970s, the vanadium redox flow battery has been extensively studied and is consid-

ered as the closest to wide commercialization [3, 4]. However, the low abundance, high cost,

and toxicity of vanadium impede its further application in large-scale energy storage [5, 6].

Recently organic electrolytes have emerged as promising alternatives to vanadium in aque-

ous flow batteries [7]. Particularly, quinones and their derivatives, such as benzoquinones

(BQ), naphthoquinones (NQ), and anthraquinones (AQ) in Fig. 1, show many appealing

properties as redox couples [8–12]. They have no rare metal elements, do not need precious

metal catalysts, and have great potential for large-scale industrial production. Their large

chemical tunability make it possible to optimize their performance. In addition, retired or-

ganic flow batteries do not need heavy metal removal, and may be disposed by supercritical

water oxidation, a well established green chemistry technology [13].

The performance of organic flow batteries largely depend on three important properties

of electrolytes: redox potential, solubility, and chemical stability. Molecular engineering of

side chains is an effective method to tailor the three properties of quinones and their deriva-

tives. For example, Huskinson et al. showed that the open circuit voltage increases by 11%

by adding two -OH groups to 9,10-anthraquinone-2,7-disulfonic acid (AQDS) [8]. Most of
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current experimental studies are limited to some halogen, -OH, or -SO3X(X=H, Na) func-

tionalized quinones, but there are hundreds of thousands of possible quinone/hydroquinone

pairs [14]. Computational methods at the quantum mechanics level can be used to evaluate

the performance of quinones. Er et al. used a high-throughput computational approach

to study the redox potential and solubility of quinones, which are either singly or fully

substituted by one functional group [14]. Tabor et al. used a combination of density func-

tional theory (DFT) and semi-empirical calculations to investigate the chemical stability of

quinones [15]. In those fast screening methods, water was treated as an implicit medium

and thermodynamic effects were ignored. For some functionalized quinone structures, the

experimental and predicted redox potentials differ considerably [10].

Here, we chose a variety of functionalized quinone couples with potentially good solubil-

ity and chemical stability, and applied ab initio molecular dynamics (AIMD) simulations to

calculate their redox potentials. Water molecules were simulated at the atomic level and

no empirical parameter was used. The calculated results agree very well with experimen-

tal values for existing quinones. We mixed side chains to tune the redox potential, and

found that when there are multiple side-chain substitutions, our AIMD results differ from

those obtained by the previous model, indicating that explicit water and entropy effects

are important in side-chain engineering. We predicted five low-potential negolytes (negative

electrolytes) and four high-potential posolytes (positive electrolytes). Our work sheds new

light on improving the performance of aqueous organic flow batteries.

RESULTS AND DISCUSSION

The standard reduction potential of the quinone/hydroquinone (Q/H2Q) couple versus

the standard hydrogen electrode (SHE) is given by E0 = −∆G0

2F
, where F is the Faraday

constant and ∆G0 is the Gibbs free energy of the two-electron two-proton reaction:

Q(aq) + H2(g)→ H2Q(aq) (1)
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We applied the computational electrochemistry method based on AIMD and thermodynamic

integration [16–18] (see the supporting information for computational details) to calculate

E0 for quinones with explicit water molecules using the BLYP [19, 20], PBE [21], and

HSE06 [22, 23] exchange-correlation functionals. In Fig. 2, we compared our calculated

results with experimental data. Both BLYP and PBE functionals underestimate E0, and

the PBE values are better than BLYP ones. The HSE06 functional gives the best result,

whose mean absolute error with respect to experimental data is 0.035 V, similar to the

standard deviation (∼0.02 V) from our AIMD simulations. It is known that the generalized

gradient approximation (GGA) functionals have a larger charge localization error than the

hybrid functionals [24], so HSE06 describes the charge-state change in the redox reaction

(1) better than BLYP or PBE. In the following part, we mainly used the HSE06 functional

to calculate electronic structure.

Note that the standard potential E0 is obtained at pH=0. According to the Nernst

equation, the reduction potential in reaction (1) as a function of pH is [25]:

E = E0 − kBT ln 10

e
pH, (2)

where kB is the Blotzmann constant, T is the temperature, and e is the elementary charge,

so the measured potential should decrease linearly with pH. However, the experimental

Pourbaix diagram in Fig. 3 seems to contain several line segments. The reason is that

how the redox reaction happens depends on pH. Fig. 3 shows the possible reaction steps

involving quinones. We need the dissociation constant of the two reactions below to judge

the actual redox reaction:

pKa1 : H2Q(aq)→ HQ−(aq) + H+(aq) (3)

pKa2 : HQ−(aq)→ Q2−(aq) + H+(aq) (4)

The acid dissociation constant is given by

pKa = −log10
[X−][H+]

[HX]
= pH − log10

[X−]

[HX]
, (5)
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where X− denotes HQ− or Q2− and HX is H2Q or HQ−. According to Pauling’s rule for

oxoacids, successive pKa values usually increase, so pKa2 is larger than pKa1. When the

solution is very acidic and pH is smaller than pKa1, the concentration of H2Q is higher than

that of HQ− or Q2−, so the main reduction reaction is

Q(aq) + 2H+(aq) + 2e− → H2Q(aq). (6)

When pH is between pKa1 and pKa2, the concentration of HQ− is higher than that of H2Q

or Q2−, so the main reduction reaction becomes

Q(aq) + H+(aq) + 2e− → HQ−(aq). (7)

When pH is larger than pKa2, Q2− will be the dominating electrolyte in the solution, so the

main reduction reaction is

Q(aq) + 2e− → Q2−(aq). (8)

If in a reduction reaction there are m protons removed and n electrons transferred, the

pH-dependent reduction potential in Eq. (2) becomes

E = E0 − mkBT ln 10

ne
pH, (9)

so the slopes in the Pourbaix diagram are −kBT ln 10
e

, −kBT ln 10
2e

, and 0 corresponding to

reactions (6), (7), and (8), respectively.

We take AQDS as an example and performed first-principles simulations to calculate the

Pourbaix diagram as shown in Fig. 3. E0 in reactions (6), (7), and (8) was calculated as

0.245, 0.010, and -0.302 V, respectively. The calculated pKa1 and pKa2 are 8.363 and 10.525,

respectively (see the supporting information), so our calculated Pourbaix diagram constains

three segments: pH < 8.363, 8.363 < pH < 10.525, and pH > 10.525, and the line slopes are

- 0.060 V/pH, -0.030 mV/pH, and 0, respectively. Fig. 3 shows that the calculated curve

agrees very well with the experimental result, which together with the results in Fig. 2 gives

us confidence to study a variety of quinones and derivatives.
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We apply side-chain engineering to tailor the redox potential of quinone derivatives. The

reduction potential of parent quinones has the following order: BQ>NQ>AQ, so it is often

to choose AQ as the backbone of negolytes and BQ as the backbone of posolytes. We

considered 5 common side chains: -SO3H, -PO3H2, -COOH, -OH, and -NH2, which were

predicted to help to dissolve quinones in water [14]. The first three are electron withdrawing

groups (EWGs), and the last two are electron donating groups (EDGs). Generally, we

found that EWGs increase E0, while EDGs decease E0. Besides, the position of EDGs

strongly affects E0. When EDGs are next to the C=O group, E0 decreases more. Our

findings are consistent with previous studies [14]. There are no experimental data for the

-PO3H2, -COOH, and -NH2 substitutions. Our AIMD simulations show that the -PO3H2

group increases E0 slightly more than the -SO3H and -COOH groups, and the -NH2 group

decreases E0 more than -OH, which were not reported in previous theoretical studies.

In previous calculations [14], E0 was calculated by a linear function

E0 = −∆Hf

nF
+ b, (10)

where ∆Hf is the DFT total energy change of reaction (1) in the gas phase, and b is a

constant fitted from the experimental E0 data of parent quinones. In Fig. 4, we compared

the gas-phase model results with our AIMD ones; the mean absolute error is 0.097 V, nearly

three times as large as that between the experimental and HSE06 results as shown in Fig. 2.

Particularly when there are multiple side chain substitutions, the difference becomes larger

(see also Tables SI and SII in the supporting information). Note that only parent quinones

without side chains were used to fit Eq. (10) [8, 14], so side chain effects may not be well

captured.

In the gas-phase model calculation, we first relax the molecular structure and then cal-

culate the DFT energy. Side chains have freedom to rotate and vibrate, but the structural

relaxation often can only find a local minimum, so depending on the initial configuration, E0

obtained by Eq. 10 may be very different for quinone isomers. For example, by varying the

6



orientation of the O-H bonds in 1,8-dihydroxyanthraquinone (DH(1,8)AQ, dantron), E0 can

change by as large as 0.560 V. We may try to find the global minimum structure in the gas

phase by starting from different initial configurations, but because of the presence of water,

the obtained structure may not be the stable one in the solution. At finite temperature,

the rotation and vibration of side chains in water contribute to the entropy part of the free

energy of quinones, which, as well as solvation interactions, is included in AIMD simulations,

but not in the gas-phase model. Our results suggest that they are important to determining

E0. A great advantage of quinones is that we can engineer side chains to optimize their per-

formance. In the case of multiple side-chain substitutions, a general computational method

which can properly take into account the solvation interactions and entropy contributions

of side chains is essential to making accurate predictions.

We first mixed the EDGs and EWGs to functionalize AQ to work as negolytes. To

increase the open-circuit voltage, we look for quinones whose reduction potentials are close

to 0 V, but E0 can not be negative; otherwise the H2 gas will be produced in the charging

process. We put EDGs away from the C=O groups in AQ, because previous experimental

studies suggest that if EDGs are too close, the solubility is poor [10]. Fig. 5 shows 5 negolyte

candidates with potentially high performance, whose E0 is between 0 and 0.1 V.

It is more challenging to find suitable organic posolytes, because molecules with high

reduction potential are usually not chemically stable in aqueous solutions; for example, as

electron deficient molecules, they may react with water via nucleophilic addition [10, 15, 26].

Here, to enhance chemical stability, we replace all the C-H groups adjacent to the C=O

groups that are susceptible to oxidation with C-PO3H2 or C-COOH groups, as shown in

Fig. 6. The reduction potentials of fully substituted BQ are slightly lower than 1 V,

and similar to that of 1,2-benzoquinone-3,5-disulfonic acid (1,2-BQDS(3,5)) reported in the

previous experimental study [9] and subject to the Michael reaction [26]. Interestingly, if

there are two -PO3H2 group substitutions in 1,2-benzoquinone-3,5-diphosphonic acid(1,2-

BQDP(3,5)), the reduction potential can be as high as 1.051 V, which means that E0 does
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not increase monotonically with the number of EWGs. Through the Michael reaction, the

C-H groups on the ring of 1,2-BQDP(3,5) or 1,2-BQDS(3,5) may be substituted by the C-

OH groups, which will lower their reduction potentials. Thus, there is a trade off between

reduction potential and chemical stability in designing organic posolytes using quinones.

CONCLUSION

We applied the computational electrochemistry method based on ab initio molecular

dynamics and thermodynamical integration to calculate the redox potential of quinones and

their derivatives. The calculated standard reduction potentials and the theoretical Pourbaix

diagram are in excellent agreement with experimental results. We compared our method

with the gas-phase model used in previous studies, and found that when there are multiple

side-chain substitutions, our AIMD results may differ considerably from those obtained

by the previous model, indicating that solvation interactions and entropy effects are very

important in side-group engineering of quinones. Based on our calculations, we proposed

five low-E0 negolytes and four high-E0 posolytes.

The large chemical tunability of quinones show great potential to improve the performance

of aqueous organic redox flow batteries. The computational method showed here may be used

to select high-performance electrolyte candidates and speed up the trial-and-error process in

experiments. Our first-principles study paves the way towards the development of large-scale

and sustainable electrical energy storage.

METHODS

Ab initio molecular dynamics

We performed ab intio molecular dynamics (AIMD) simulations using the CP2K Quick-

step package [27, 28]. We used Goedecker–Teter–Hutter (GTH) norm-conserving pseudopo-
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tentials to describe core electrons [29, 30] and a triple-ζ doubly polarized (TZV2P) basis

set to expand the Kohn-Sham orbitals of valence electrons. The electron density cutoff

is 340 Ry. We used deuterium instead of hydrogen to make use of a larger time step,

which is 0.5 fs. There are one quinone molecule and 49∼58 water molecules in a cubic

simulation box with periodic boundary conditions (see Table SI and SII in the supporting

information). In canonical ensemble (i.e., NVT) simulations, the temperature is 330 K, con-

trolled by the Bussi-Donadio-Parrinello thermostat (τ = 100 fs)[31]. We applied the BLYP

exchange-correlation functional and the D3 van der Waals correction [32] to generate AIMD

trajectories [33], which were used in the following PBE+D3 and HSE06+D3 calculations for

the total energies of reactants and products in thermodynamic integration (TI). Each tra-

jectory is at least 5 ps, and in the TI calculations, vertical energy gaps were calculated every

100 AIMD steps. The convergence tests are shown in the supporting information. In HSE06

hybrid functional calculations, we used the auxiliary density matrix method (ADMM) [34]

to reduce computational costs and the auxiliary basis set is FIT3.

Classical molecular dynamics

We performed classical molecular dynamics simulations using the GROMACS package

[35] to prepare initial configurations for AIMD. We used the Gromos 54A7 force field [36]

and the SPC/E water model [37]. The force field parameters for quinone molecules were

generated by the Automated force field Topology Builder (ATB) [38]. We built the simula-

tion box by doubling the box lengths along the x,y,z directions in AIMD simulations. We

carried out 1 ns NPT simulations at P= 1 bar to get the size of simulation boxes, and then

500 ps NVT simulations before AIMD simulations.
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FIG. 1. Molecular structures of quinones. (a) Chemical structures of 9,10-anthraquinone (9,10-

AQ), 1,4-naphthoquinone (1,4-NQ), 1,2-naphthoquinone (1,2-NQ), 1,4-benzoquinone (1,4-BQ),

and 1,2-benzoquinone (1,2-BQ). (b) the highest occupied molecular orbital of 1,8-diamino-9,10-

anthrahydroquinone-2,7-diphosphoric acid (DN(1,8)AHQDP(2,7)) dissolved in water.
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dard reduction potentials are close to 0 V.
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FIG. 6. Proposed molecules as positive electrolytes. According to AIMD calculations, they have

high standard reduction potentials.
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