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Abstract
Lithium-rich garnets such as Li7La3Zr2O12 (LLZO) are
promising solid electrolytes with potential applications
in all–solid-state lithium-ion batteries. The practical
use of lithium-garnet electrolytes is currently limited
by pervasive lithium-dendrite growth during battery
cycling, which leads to short-circuiting and cell failure.
One proposed mechanism for dendrite growth is the
reduction of lithium ions to lithium metal within the
electrolyte. Lithium garnets have been proposed to be
susceptible to this growth mechanism due to high elec-
tronic conductivities [Han et al. Nature Ener. 4 187,
2019]. The electronic conductivities of LLZO and other
lithium-garnet solid electrolytes, however, are not yet
well characterised. Here, we present a general scheme
for calculating the intrinsic electronic conductivity of a
nominally-insulating material under variable synthesis
and operating conditions from first principles, and ap-
ply this to the prototypical lithium-garnet LLZO. Our
model predicts that under typical battery operating
conditions, electron and hole carrier-concentrations in
bulk LLZO are negligible, irrespective of initial synthe-
sis conditions, and electron and hole mobilities are low
(<1 cm2V−1 s−1). These results suggest that the bulk
electronic conductivity of LLZO is not sufficiently high
to cause bulk lithium-dendrite formation during cell
operation. Any non-negligible electronic conductivity
in lithium garnets is therefore likely due to extended
defects or surface contributions.

The ongoing global transition to a low-carbon econ-
omy is dependent on significant future advances in elec-
trochemical energy-storage technologies. A key area
of research is the replacement of the graphitic inter-
calation anodes used in conventional lithium-ion bat-

teries with lithium-metal anodes, which allow greatly
increased cell energy-densities.1–3 The development of
practical lithium-metal batteries, however, is impeded
by pervasive lithium-dendrite growth during cycling.
Dendrites typically nucleate at structural or electrical
inhomogeneities at the anode–electrolyte interface and
then grow towards the cathode, ultimately creating an
electrical contact that causes the battery to fail by short
circuit.1,4
One strategy to supress dendrite propagation in

lithium-metal–anode cells is to replace the conven-
tional liquid electrolytes used in commercial cells with
a solid lithium-ion–conducting ceramic, with the expec-
tation that a solid electrolyte should have sufficient me-
chanical hardness to block dendrite growth.5,6 To this
end, a number of solid lithium-ion electrolytes have
been developed, with some demonstrating ionic con-
ductivities comparable to those of conventional liquid
electrolytes.7–11 The lithium-stuffed garnets, such as
Li7La3Zr2O12 (LLZO), have gained particular interest
due to their dual properties of high room-temperature
lithium-ion conductivities (∼1mS cm−1)12 and wide
electrochemical-stability windows, which are required
for a stable interface with lithium metal.13
Despite the promise of all–solid-state batteries based

on lithium-garnet solid electrolytes, garnet-electrolyte–
lithium-metal cells still exhibit lithium-dendrite growth
and associated short-circuiting. Understanding the
causal mechanism for this process is a key research
question, because this may suggest a strategy for sup-
pressing dendrite growth in lithium-garnets and related
solid electrolytes.14–21 One proposed mechanism for
dendrite-formation is that mobile electrons in the solid
electrolyte can directly reduce lithium ions to lithium
metal,15,22 and these internal metallic deposits then
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grow to form dendrites.1 This proposed mechanism of
“bulk” lithium reduction due to intrinsic bulk electronic
conductivity suggests that to limit dendrite growth in
lithium-ion solid electrolytes it is neccessary not only
to control surface and interface features—for example,
limiting surface defects that might act as nucleation
sites—but also to target solid electrolytes with suffi-
ciently low electronic conductivities to suppress bulk
dendrite-nucleation. On this basis, Han et al. have pro-
posed empirical upper limits for desirable electronic con-
ductivities in lithium-ion solid electrolytes for dendrite-
free lithium plating of 10−10 S cm−1 and 10−12 S cm−1

at current densities of 1mAcm−2 and 10mAcm−2, re-
spectively.15
The factors that dictate the electronic conductivi-

ties of specific solid electrolytes are, in general, not
well understood. Lithium-ion solid electrolytes usu-
ally possess wide band-gaps and low-curvature valence-
and conduction-band edges,13 suggesting low intrinsic
electronic conductivities consistent with their typical
characterisation as electronic insulators. Consequently,
non-negligible electronic conductivities observed in ex-
perimental samples are usually attributed to contribu-
tions from grain boundaries or surface effects.18,19 The
threshold electronic conductivities proposed by Han et
al. are very low, however,2 and it is possible that in solid
electrolytes such as the lithium garnets the presence of
point defects introduces sufficient numbers of electronic
carriers that the bulk electronic conductivities can ex-
ceed these threshold values.15
Motivated by these considerations, we have performed

a first-principles computational study of the bulk elec-
tronic conductivity of the prototypical lithium-garnet
solid electrolyte Li7La3Zr2O12 (LLZO). We present a
computational workflow for: 1. Calculating electron and
hole carrier concentrations across a range of synthe-
sis and operating conditions and under varied doping
regimes, and 2. Calculating electron and hole mobilities.
Combining these quantities gives a fully first-principles
prediction of the electronic conductivity as a function of
synthesis protocol, i.e. synthesis conditions plus dopant
concentrations.

Theory
The electronic conductivity, σ, of a semiconductor is
given by

σ = n0qµn + p0qµp, (1)

where n0 and p0 are the concentrations of free electrons
and holes respectively, q is the magnitude of charge of

1An analogous degradation process due to reduction of Na+ to
Na0 resulting from electronic conduction has been discussed for
Na-beta-alumina.23,24

2For comparison, the conductivity of the commercial trans-
parent conducting oxide Sn-doped In2O3 is on the order of
103 S/cm25—×1013 larger than the upper threshold proposed by
Han et al.

each carrier species, and µn and µp are the electron and
hole mobilities. For wide-gap materials, such as solid
electrolytes, the thermal energy at room-temperature is
insufficient to generate free carriers by directly excit-
ing electrons from the valence band to the conduction
band. The presence of point defects, however, can pro-
duce free charge carriers.26,27 Point defects exist even in
nominally stoichiometric samples due to configurational
entropy, or may be introduced by deliberate (or inad-
vertent) doping with extrinsic species.28–30 Aliovalent
doping of solid electrolytes is a common synthesis strat-
egy to increase ionic conductivities through modulation
of the number of ionic charge carriers.31–33 A secondary
effect of aliovalent doping, however, is to shift the posi-
tion of the Fermi energy within the band gap. Moving
the Fermi energy closer to either the conduction-band
or valence-band edges increases the number of thermally
generated electrons or holes (respectively). Under se-
lect synthesis conditions and doping protocols, there-
fore, the Fermi energy can move close enough to either
the valence- or conduction-band edge that the popula-
tion of thermally generated electronic charge carriers is
sufficiently high to give a non-negligible electronic con-
ductivity.
Electron and hole carrier concentrations can be cal-

culated as functions of the Fermi energy, EF, and the
bulk electronic density of states, g(E);

n0 =

∫ ∞
0

1

e(E−EF)/kBT + 1
g(E) dE, (2)

p0 =

∫ ∞
0

1− 1

e(E−EF)/kBT + 1
g(E) dE, (3)

where kB is the Boltzmann constant.34 Point defect con-
centrations are given by

[Xq] = NX
0 exp

(
∆EX,q

f [EF,∆µi]

kBT

)
, (4)

where NX
0 is the density of available sites for defect X,

∆EX,q
f is the formation energy of defect X in charge-

state q, which in turn depends on the Fermi energy,
EF, and ∆µi are the chemical potentials of any atomic
species added to or removed from the system when form-
ing each defect.35,36 Equations 2, 3, and 4 are cou-
pled by a common Fermi energy, which itself is con-
strained by the requirement that the system is net
charge-neutral—the charge-density contributions from
electrons, holes, and any charged point-defects must
sum to zero;

ρ(EF) =
∑
Xq

q[Xq] + p0 − n0 = 0. (5)

Calculating equilibrium carrier concentrations under
specific synthesis conditions—which define the external
chemical potentials—consists of finding a self-consistent
solution to Equations 2, 3, and 4, subject to the charge-
neutrality constraint expressed in Equation 5.35,37
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Figure 1: Schematic showing the workflow used to calculate the electronic conductivity from first-principles inputs.

The effect of extrinsic dopants can be accounted for by
including an additional term in Equation 5.28,30,37 For a
dopantM with relative charge r and fixed concentration
[Mr], ρ becomes

ρ(EF, r[M
r]) =

∑
Xq

q[Xq] + p0 − n0 + r[Mr]. (6)

In the dilute-defect–limit there is no direct interaction
between dopants and native defects, and the doping
response does not depend explicitly on the choice of
dopant species and insertion site but only on the prod-
uct r[Mr].
The necessary inputs to solve Equations 2––6 are the

reference elemental chemical potentials, which are re-
stricted by the condition that the host material being
considered must be thermodynamically stable with re-
spect to likely degradation products; the native defect
formation energies; the dielectric tensor for the material,
which is used to correct for spurious implicit interactions
between defects and their periodic images during forma-
tion energy calculations;38 and the electronic density of
states for the non-defective system. These parameters
can all be obtained using first-principles methods such
as Density Functional Theory (DFT).39,40 The mobili-
ties of the electron and hole charge carriers—µn and µp,
respectively—can be calculated using the Feynman vari-
ational solution for Fröhlich’s polaron Hamiltonian and
integrating the polaron-response function to obtain a
mobility.41,42 This method for calculating polaron mo-
bilities assumes that charge-carrier mobilities are lim-
ited by scattering by optical phonon modes, which dom-
inates for heteropolar crystals.43 The inputs for this
calculation are the dielectric constant of the solid elec-
trolyte, Born effective charges, a characteristic phonon
frequency and charge-carrier effective masses: again,
these are all calculable using first-principles methods.44
We now turn to the application of this theoretical

framework, illustrated schematically in Fig. 1, to cal-
culate the electronic conductivity of LLZO. All calcula-
tions were performed on the low-temperature tetrag-

onal phase of LLZO, as opposed to the high–ionic-
conductivity high-temperature cubic phase. A key
component of our model is the accurate calculation
of self-consistent point-defect populations. The high-
temperature cubic phase of LLZO has highly mobile
lithium ions and high intrinsic lithium disorder. This vi-
olates the assumptions used in the derivation of Eqn. 4,
which is formally valid only for systems with an or-
dered ground-state.28 Rather than introduce unquan-
tified errors—by assuming Eqn. 4 holds for an inher-
ently disordered system—we instead consider the low-
temperature lithium-ordered LLZO phase and assume
that the close structural similarity between the ordered
and disordered LLZO phases—excepting the degree of
lithium disorder—means our results provide at least an
order-of-magnitude estimate of the electronic conduc-
tivity in practical lithium-garnet solid electrolytes.

Results
Carrier Mobilities. The electronic conductivity is given
by the products of carrier concentrations and carrier
mobilities, summed over contributions from both elec-
tron and hole carriers (Eqn. 1). For the carrier mo-
bilities, we are interested in these values under typical
cell operating conditions, which we take as 298K. Our
model assumes that the carrier mobilities do not vary
with changes in synthesis conditions or doping levels.
The carrier mobilities therefore act as fixed scaling fac-
tors that can be used to convert carrier concentrations—
which do vary according to synthesis conditions and
doping levels—into electronic conductivities.
To calculate carrier mobilities, we first determine the

electron and hole effective masses. Carrier popula-
tions in wide-gap insulators such as LLZO are low com-
pared to conventional semiconductors, and we there-
fore calculate curvature effective-masses at the conduc-
tion band minimum (CBM) and valence band maximum
(VBM).45 The band-structure for t-LLZO is shown in
Fig. 2, and the resulting curvature effective masses are
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Figure 2: The electronic band structure of t-LLZO cal-
culated using HSE06, plotted along a high symmetry
path in the Brillouin zone according to the Bradley
and Cracknell notation.46 The coloured points mark the
band edges used to calculate the effective masses, with
numeric labels indicating the corresponding entry in Ta-
ble 1.

given in Table 1. Additional inputs for solving Fröh-
lich’s polaron Hamiltonian include dielectric constants,
calculated as εion = 23.12, and ε∞ = 2.07. This
large discrepancy between ionic (εion) and high fre-
quency (ε∞ = 2.07) dielectric response implies large
electron–phonon coupling.44 Using these data to calcu-
late maximum room-temperature carrier mobility (con-
sidering both at the VBM and CBM) yields a value of
of 0.06 cm2V−1 s−1.

Table 1: Curvature effective masses, m∗, for holes and
electrons determined by a parabolic fit to LLZO band
edges,47 and the relevant crystallographic direction for
transport. Numbers indicate the corresponding features
in the electronic band structure (Fig. 2).

Carrier Direction m∗ No.
electron Γ −→ N 2.35 1
electron Γ −→ Z 2.41 2
hole N −→ P 2.39 3
hole N −→ Γ 21.44 4.

Carrier Concentrations. The electron and hole car-
rier populations are given by Eqns. 2 and 3, which
are solved self-consistently along with Eqn. 4 (which
describes point-defect concentrations) under the con-
straint of net charge-neutrality (Eqns. 5 or 6). This
self-consistent calculation requires specifying the ther-
modynamic conditions, i.e. defining the temperature,
which appears in Eqns. 2, 4; and the reference ele-
mental chemical potentials, which affect the defect for-
mation energies via Eqn. 4. While our model treats
the elemental chemical potentials as free parameters, in
our analysis we restrict this chemical potential space
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Figure 3: Chemical potential stability region of LLZO
in the {∆µLi,∆µO} plane. The dark blue region is
constricted by Equation 7 to represent synthesis con-
ditions ranging from T = 1000K to 1500K and PO2

=
1 atm to 1× 10−10 atm.

to values that are, in principle, experimentally ac-
cessible; we consider only sets of chemical potentials
for which LLZO is thermodynamically stable with re-
spect to competing phases. For this stability analy-
sis, we have considered the set of competing phases
identified by Canepa et al.48 The predicted region
of thermodynamic stability of LLZO spans a range
of values in four-dimensional {∆µLi,∆µO,∆µLa,∆µZr}
chemical-potential space that can be broadly charac-
terised along an O-rich/metal-poor→O-poor/metal-rich
axis. To further restrict this region to values corre-
sponding to typical synthesis conditions, we relate the
oxygen chemical potential to the synthesis pressure, P ,
and temperature, T , via

∆µO(T, P ) =
1

2

{
(T − T0) (7)

−T
[
S0 + Cp ln

T

T0
+ kB ln

P

P0

]}
,

using the experimental value for the oxygen standard
entropy, S0 = 205 Jmol−1K−1.49 Assuming oxygen be-
haves as an ideal gas, we use Cp = (7/2) kB for the
constant-pressure specific–heat-capacity per diatomic
molecule. This reproduces well experimentally tabu-
lated values of ∆µO(T, P ), with a maximum error of
∼15meV at the higher end of the temperature range un-
der which LLZO is typically synthesised (1500K).50,51
The full thermodynamic-stability region of LLZO is lim-
ited by the additional constraints we place on the oxy-
gen chemical potential, corresponding to synthesis tem-
peratures of 1000K to 1500K, and oxygen partial pres-
sures of 1 atm to 1× 10−10 atm. The reduced syntheti-
cally accessible chemical potential volume is plotted in
the {∆µLi,∆µO} plane in Fig. 3.
While LLZO is typically synthesised at high tem-

perature (up to 1500K), we are ultimately inter-
ested in predicting the electronic conductivity at much
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Figure 4: n- and p-type carrier concentrations at six sets of chemical potentials (each set corresponds to a vertex
of the estimated chemical potential stability region that LLZO can be synthesised within). The chemical potentials
used to calculate defect concentrations are shown above each plot. The grey dotted lines indicate the carrier
concentrations that will give rise to electronic conductivities previously proposed at upper bounds on electronic
conductivity for dendrite free cycling (1× 10−10 S cm−1 and 1× 10−12 S cm−1).15 when considering an electron
mobility of 0.06 cm2V−1 s−1. The carrier concentrations are calculated at 1500K initially, the concentrations of
all defects other than lithium vacancies, interstitials and electron and hole concentrations are then fixed to these
high temperature values for subsequent, lower temperature solutions. All carrier concentrations are given for both
a undoped sample, and a sample containing 0.15 per formula unit of some dopant M2+.

lower temperatures corresponding to typical operat-
ing conditions—approximately 298K. We assume that
host-framework point-defects, i.e. those involving La,
Zr, or O, formed during synthesis are “frozen in” dur-
ing subsequent cooling to operating temperatures. The
kinetic barriers for the reorganization of such defects
within the host-framework are large, which prevents the
system from fully re-equilibrating at low temperatures
on experimentally relevant timescales28,52. Because
LLZO is a fast-ion solid electrolyte, with highly-mobile
lithium interstitials and vacancies, we do, however, ex-
pect VLi and Lii defects to re-equilibrate during cooling.
Similarly electron and hole populations are expected to
re-equilibrate on experimentally-relevant timescales.
To obtain electron and hole carrier concentrations un-

der operating conditions, as a function of initial synthe-
sis conditions, we therefore first calculate self-consistent
defect and charge-carrier concentrations for the relevant

range of elemental chemical potentials at a characteris-
tic synthesis temperature of 1500K. We then fix the
concentrations of all defects, except for VLi and Lii, and
recompute pseudo-equilibrium defect and charge-carrier
populations at a range of lower temperatures, to predict
how carrier concentrations change during sample cool-
ing. For this second calculation, we impose the con-
straint that there is no net lithium exchange with the
surroundings during cooling, i.e. the lithium stoichiom-
etry is determined by the high-temperature synthesis
conditions.
To illustrate the effect of varying synthesis condi-

tions on the resulting carrier concentrations, we con-
sider six chemical potential “limits”, which correspond
to the vertices of the synthetically-accessible chemical-
potential space. These chemical-potential limits can be
grouped into two groups depending on whether they
can be broadly characterised as O-rich/metal-poor or

5



0 250 500 750 1000 1250 1500
10−18

10−15

10−12

10−9

10−6

10−3

100

C
on

du
ct

iv
ity

 / 
S 

cm
-1

10-10 S cm-1

10-12 S cm-1

O-rich / metal-poor

Pseudo-equilibration temperature / K

Total conductivity
Total conductivity (doped)

0 250 500 750 1000 1250 1500

Pseudo-equilibration temperature / K

10−18

10−15

10−12

10−9

10−6

10−3

100

10-10 S cm-1

10-12 S cm-1

C
on

du
ct

iv
ity

 / 
S 

cm
-1

O-poor / metal-rich

Total conductivity
Total conductivity (doped)

ΔμLi = −1.8 eV, ΔμLa = −5.7 eV
ΔμO = −1.2 eV, ΔμZr = −7.5 eV

ΔμLi = −0.9 eV, ΔμLa = −2.9 eV
ΔμO = −3.1 eV, ΔμZr = −3.4 eV

Figure 5: Effective “room temperature” (298K) elec-
tronic conductivities for LLZO synthesised under O-
rich/metal-poor (top panel) and O-poor/metal-rich
(bottom panel) conditions, as a function of {VLi,Lii}
and {e−/h•} pseudo-equilibration temperature. Con-
ductivities are calculated via Eqn. 1), using the elec-
tronic carrier concentrations in Fig. 4 and the previ-
ously calculated maximum room-temperature electron
and hole carrier mobilities of 0.06 cm2V−1 s−1. Solid
lines show results for undoped LLZO, and dashed lines
show results under supervalent doping with M2+ at a
concentration of 0.15 per formula unit.

O-poor/metal-rich. Fig. 4 shows the calculated pseudo-
equilibrium electron and hole carrier-concentrations as a
function of the second re-equilibration temperature, for
each of these limits. For each set of synthesis conditions
(elemental chemical potentials) we present data for un-
doped LLZO, where only intrinsic defects are present,
and for aliovalently-doped LLZO, where we introduce
a concentration of 0.15 per formula unit of a generic
supervalent dopant with relative charge r = +2—this
models the effect of aliovalent dopants, such as a M3+

dopant occupying a lithium site, i.e.MLi (see Equation
6).16,51,53
Under O-rich/metal-poor conditions (Fig. 4; top pan-

els) we predict strongly n-type behaviour, with the num-
ber of free electrons greatly exceeding that of free holes.
In contrast, under O-poor/metal-rich conditions (Fig. 4;
bottom panels), we predict roughly comparable num-
bers of electron and hole carriers; with the balance of
overall n-type versus p-type behaviour depending on the
specific thermodynamic conditions. The total number
of charge carriers (summing both electrons and holes)
under O-poor/metal-rich conditions, however, is much
smaller than under O-rich/metal-poor conditions. The
prediction that O-rich/metal-poor conditions give more-
strongly n-type samples is initially counter-intuitive;
metal oxides typically n-type under O-poor conditions
due to the formation of V O donor defects.26,54 In LLZO,
however, the defect chemistry is dominated by cationic
defects, such as Li ′′′Zr acceptor defects, under all but ex-
tremely oxygen-deficient conditions.28

Electronic Conductivities. Under both O-rich/metal-
poor and O-poor/metal-rich conditions, net carrier con-
centrations are relatively high at the initial synthesis
temperature of 1500K, but decrease by many orders of
magnitude as the temperature is reduced under pseudo-
equilibrium conditions. The significance of this decrease
in carrier concentrations can be seen more clearly if
we scale the predicted carrier concentrations by the
calculated maximum room-temperature carrier mobil-
ity of 0.06 cm2V−1 s−1 to obtain approximate elec-
tronic conductivites (via Eqn. 1). The resulting “room-
temperature” intrinsic (undoped) and extrinsic (doped)
electronic conductivities are plotted in Fig. 5 for ex-
emplar O-rich/metal-poor and O-poor/metal-rich con-
ditions, as a function of the temperature at which the
e−/h• and VLi/Lii popuations re-equilibrate. In both
cases, the high carrier concentrations for as-synthesised
samples (1500K) correspond to room-temperature elec-
tronic conductivities well in excess of the threshold val-
ues proposed by Han et al. For these high bulk elec-
tronic conductivities to be observed under operating
conditions, however, would require that the electron and
hole carrier populations do not re-equilibrate during, or
after, sample cooling. Re-equilibration of the electron
and hole carrier populations (and the lithium vacancy
and interstitial populations), however, greatly reduces
the carrier concentrations (Fig. 4) and the correspond-
ing room-temperature ionic conductivites are predicted
to be well below the threshold values proposed for bulk
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lithium-dendrite growth.

Summary and Discussion
Lithium-dendrite growth in lithium-garnet solid elec-
trolytes is one of the biggest issues preventing their
use in solid-state lithium-metal–anode batteries, mak-
ing a mechanistic understanding of the factors affect-
ing dendrite growth a key research question. One pro-
posed mechanism for dendrite growth in lithium-garnets
is the direct reduction of lithium ions to lithium metal
within the solid electrolyte bulk, with this facilitated
by high residual electronic conductivities.15,22 Moti-
vated by this proposal, and to provide an estimate of
the room-temperature bulk electronic conductivities of
lithium-garnet solid electrolytes, we have calculated the
electronic conductivity of the lithium-conducting solid
electrolyte LLZO from first principles, as a function of
synthesis conditions and doping protocol.
We find that electronic carrier have low mobilities

(≤0.06 cm2V−1 s−1) owing to large hole and electron
effective masses and strong electron–phonon interac-
tions. While the electronic carrier populations predicted
under typical synthesis conditions (∼1500K) are suffi-
ciently high that the corresponding room-temperature
electronic conductivities would be well in excess of the
threshold values proposed by Han et al., these electronic
carrier populations decrease significantly under subse-
quent sample cooling. At room-temperature, assuming
full re-equilibration of e−/h• carriers (and VLi/Lii de-
fects), carrier concentrations are predicted to be neg-
ligible, giving room-temperature electronic conductivi-
ties that are well below the threshold values of Han et
al.. This result is consistent with recent experimental
data that gave a much lower electronic conductivity for
single-crystal samples of LLZO than previously reported
for polycrystalline samples.55
Our analysis presented here exclusively considers bulk

defect populations and their response to doping, and
therefore we cannot exclude the possibility that other
sources of free charge-carriers might facilitate direct in-
place reduction of lithium ions to lithium metal. Pre-
vious theoretical work has observed dramatic band-gap
reductions at the surfaces of LLZO (Ebulk

g = 5.46 eV,
Esurface

g = 2.19 eV).19 Such band-gap narrowing is ex-
pected to greatly increase the number of free charge-
carriers at thermal equilibrium, potentially giving high
local electronic conductivities. We also note previous
experimental observations of lithium nucleation at grain
boundaries within LLZO samples,18 which further high-
lights the possible critical role of extended defects on
dendrite growth and battery failure processes in lithium
garnest and other solid lithium-ion electrolytes. While
our approach provides a rigorous workflow to assess bulk
electronic conductivity, future extensions should con-
sider the role of surfaces and extended defects in deter-
mining electron concentrations and mobilities.

Computational Methods and Data
Access
We have used DFT data taken from our previous study
of the intrinsic defect chemistry of tetragonal LLZO28,
which are available as Ref.56. Scripts used to generate
Figs. 2–5 are available at Ref.57, and the raw data is
available at Ref.58. This analysis relies on several open-
source Python packages, including Pymatgen59, mat-
plotlib60, pandas61, numpy 62, scipy 63 Phonopy-
Spectroscopy 64 vasppy 65,66, tqdm67, effmass47,
and the Julia package PolaronMobility.jl.68 The
code used to model defect and carrier concentrations
is available at Ref.69 a Python implementation of the
Fortran code SC-Fermi.70
All DFT data used in this study have been computed

using the plane-wave DFT code VASP.71–73 Interac-
tions between core and valence electrons are described
using pseudopotentials within the projector-augmented
wave (PAW) method.74 Unless otherwise noted, all cal-
culations used the hybrid-DFT functional HSE0675,76
and utilised a plane wave energy cutoff of 520 eV; op-
timised lattice parameters were obtained by perform-
ing a series of constant-volume geometry optimisation
calculations, and fitting the resulting energy–volume
data to the Murnaghan equation of state.77 k-point
sampling was selected to ensure energies converged to
<1meV/atom: all LLZO calculations used a 2×2×2
Monkhorst-Pack k-point mesh. k-point sampling for
competing phases and elemental reference calculations
is described in the supporting dataset.58
The high-frequency dielectric function was calculated

using the method of Gajdoš et al.,78 while the ionic
response was calculated using Density Functional Per-
turbation Theory using the PBEsol GGA functional.79
Effective masses are calculated from fitting to the LLZO
band structure, calculated non-selfconsistently using
the charge density data computed during a single-point
electronic structure calculation following geometry op-
timisation.
We use the supercell approach for calculating defect

formation energies.39,40 The defects considered in our
study are: lithium vacancies and interstitials, VLi and
Lii; oxygen vacancies and interstitials, VO and Oi; holes
on framework oxygen OO, lanthanum and zirconium va-
cancies, VLa and VZr; zirconium interstitials, Zri; and
cation anti-sites LaZr, ZroctLi , ZrtetLi , ZrLa, LiLa, LaoctLi and
LiZr – a superscript oct or tet denotes a defect located at
an octahedral or tetrahedral Li site, respectively. Struc-
tural relaxations for all defects were calculated with
cell parameters fixed to the optimised values for stoi-
chiometric LLZO. Electrostatic potentials of the bulk
and defective calculations were aligned via the differ-
ence in spatially averaged electrostatic potentials in the
two simulation cells. For this study, we have used the
image charge correction scheme of Lany and Zunger,38
adapted for anisotropic systems by Murphy and Hine.80
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