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In this work we present computed high-harmonic generation (HHG) spectra of uracil and thymine
molecules, by means of the real-time time-dependent formulation of Gaussian-based configuration
interaction with single excitations (RT-TD-CIS). According to the experimental work [Hutchinson et
al., Phys. Chem. Chem. Phys. Comparison of high-order harmonic generation in uracil and thymine
ablation plumes, 2013, 15, 12308] a pulse wavelength of 780 nm has been used, together with an
intensity of 1014 W/cm2 and a pulse duration of 23 optical cycles. In order to examine the effect of
pulse polarisation, rotationally-averaged (to mimic the gas-phase sample) and single-polarisation have
been computed for both molecules. Our results show that the HHG signal for both molecules possibly
originates from different ionisation channels, involving HOMO, HOMO-1, HOMO-2 and HOMO-3
orbitals, which lie within 4 eV. We characterize the HHG spectrum of thymine, supporting the idea
that the absence of thymine signal in the original work does not depend on the single-molecule
behaviour. Present results for uracil are consistent with the experimental data. Moreover, we have
observed that states below and above the chosen ionisation threshold provide different contributions
to the HHG spectrum in averaged and single-polarisation calculations.

1 Introduction

A growing interest in attosecond atomic and molecular processes
is nowadays triggered by the advent of ultrafast laser technol-
ogy1–8. Novel time-resolved spectroscopies are emerging to-
gether with the opportunity to study electron dynamics with un-
precedented time resolution9. Attosecond light pulses are in-
deed used to investigate ultrafast electron dynamics in atomic and
molecular systems.5

The research in the attosecond domain can answer challenging
questions such as: which is the role of electron correlation in
nonlinear optical process? Which is the electron interference in
a molecular system ionised from different channels? Which is
the ultrafast redistribution of electrons in molecular charge mi-
gration that could be then responsible for bond breaking? As a
consequence, attosecond resolution became the fundamental re-
quirement to design original experimental analysis to understand
a large variety of physical and chemical processes.
The attosecond laser resolution relies on the nonlinear optical
processes, as high-harmonic generation (HHG).10–13. The HHG
spectra, made of the emitted harmonics of the infrared pulse fre-
quency, encode information about the electronic structure and the
dynamical effects of the systems from which the HHG signal is
emitted.14–30. For instance, from HHG spectra one can extract
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information on the electronic wave function for molecular orbital
tomography.15,31,32 HHG can also detect interference phenom-
ena between ionisation channels in molecules20,21,28,33,34, ultra-
fast charge migration35, vibrational signatures36, and quantum
coherence in atoms37.
HHG spectroscopy is therefore considered a powerful tool to in-
vestigate the ultrafast processes occurring in atoms, molecules
and nanostructures38, and recently it has also been applied to
study organic and biological molecules39.
However, HHG experiments on organic and biological molecules
can present technical difficulties. In fact, the main practical is-
sue is due to the fact that molecules at room temperature can
be in solid or liquid phase, and producing a high-density gas-
phase sample of unfragmented molecules is not trivial.39 More-
over, these molecules have typically low ionisation energies and
show a large variety of different conformers.
Uracil and thymine have been widely characterised spectroscop-
ically, from experimental and theoretical works, in terms of va-
lence40–44 and core excitations45,46. But only only one experi-
mental attempt to measure HHG in uracil and thymine is present
in literature, by Hutchinson et al..47 Authors used a laser abla-
tion technique to produce weakly ionized plasma plumes from
solid samples of uracil and thymine. Only the uracil HHG signal
has been observed. The difference between the HHG spectra of
uracil and thymine was attributed to differences in the ion com-
position of the ablation plumes of the two molecules, determining
conditions of phase mismatching in thymine.
That work certainly opened the route to other experimental in-
vestigations of HHG in these biomolecules, as many questions
remains still open: why the HHG spectrum of thymine was not
measured? Which is the role of fragments in the measured HHG
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spectra? Do electron correlation and interference effects play any
role in the strong-field dynamics?
Theoretical calculations can definitely help to answer these ques-
tions. Simulations on these molecules are numerically challeng-
ing because of their size and complexity. To calculate HHG
spectra in uracil and thymine we used the all-electron real-time
dependent configuration interaction with single excitations (RT-
TD-CIS),37,48–59 using the computational strategy we developed
in the recent years.37,53,55,57,58 Standard Dunning’s basis sets60

were augmented with diffuse and continuum-optimal61 Gaussian
functions. This determines a proper description of Rydberg and
low-energy continuum states. This approach represents a rea-
sonable compromise between accuracy and computational cost,
which permits an affordable treatment of many-electron systems
interacting with strong fields58. Moreover, this approach allows
one to control and systematically improve Gaussian basis sets.
We computed HHG spectra for different linear polarisations of
the laser field in the molecular plane of uracil and thymine, in
the three-dimensional (3D) space around the molecules. In or-
der to simulate randomly oriented molecules we averaged the
time-dependent dipoles projected on the different polarisations
in the molecular plane or in the 3D space. We also computed
the HHG spectra with a pulse polarisation perpendicular to the
molecular plane or along the direction of the ground-state per-
manent dipole. Moreover, we analysed the contribution to the
HHG spectrum due to to the states below and above the selected
ionisation energy. Results presented here allow us to give a quan-
tum, microscopic description of HHG in uracil and thymine and
pose open questions inherent the strong field-electron dynamics
in these biomolecules.
The article is organised as follows: in Section 2 the theoretical
framework for computing HHG spectra is reviewed, computa-
tional details of our simulations are given in Section 3, results
are presented and discussed in Section 4, while in Conclusions
we summarize the main achievements of the present work and
give perspectives for future developments.

Fig. 1 Uracil (left) and thymine (right) molecules.

2 Theory
The time-dependent Schrödinger equation for a molecular system
under the influence of an external time-dependent electric field is
(atomic units are used) :

i
∂ |Ψ(t)〉

∂ t
=
(
Ĥ0 +V̂ (t)

)
|Ψ(t)〉, (1)

where Ĥ0 is the time-independent field-free electronic Hamilto-
nian and V̂ (t) is time-dependent potential that we calculated in

the length gauge. In this gauge V̂ (t) = −µ̂µµ ·E(t) where µ̂µµ is the
molecular dipole and E(t) is the time-dependent electric field.51

The electric field is linearly polarised E(t) = E0n̂sin(ω0t + φ) f (t)
along the direction n̂, E0 is the maximum field strength, ω0 is the
carrier pulse frequency, φ is the field phase, and f (t) is a cos2 en-
velope function.55

We solved Eq. (1) in the framework of time-dependent
configuration interaction with simple excitations (RT-TD-
CIS).48,49,54,55,62–65 The time-dependent wave function |Ψ(t)〉
is expanded in a discrete basis of the eigenstates of the field-
free Hamiltonian Ĥ0 composed of the Hartree-Fock ground state
(k = 0) and all the CIS excited states66 (k > 0)

|Ψ(t)〉= ∑
k≥0

ck(t)|Ψk〉, (2)

where ck(t) are time-dependent coefficients.
By inserting Eq. (2) into Eq. (1) and projecting on 〈Ψl |, the time-
dependent equation for the coefficients is:

i
∂c(t)

∂ t
= (H0 +V(t))c(t), (3)

where c(t) is the vector of the coefficients ck(t), H0 is the diagonal
matrix representation of Ĥ0, with elements H0,lk = 〈Ψl |Ĥ0|Ψk〉 =
Ekδlk (Ek is the eigenenergy of the k-th state), and V(t) is the non-
diagonal matrix representation of V̂ (t), with elements Vlk(t) =
〈Ψl |V̂ (t)|Ψk〉 = −E(t)〈Ψl |µ̂µµ|Ψk〉. The initial wave function at t =
ti = 0 is the field-free ground state, i.e. ck(ti) = δk0.
The Eq. (3) is solved by discretizing the time (∆t is the time step)
and using the split-propagator scheme55:

c(t +∆t)≈ e−iV(t)∆te−iH0∆tc(t). (4)

The matrix H0 is diagonal, as a consequence e−iH0∆t is also a di-
agonal matrix of elements e−iEk∆tδlk. The exponential of the non-
diagonal matrix V(t) is calculated by the following transformation

e−iV(t)∆t = U† e−iVd(t)∆t U, (5)

where U is the unitary matrix describing the change of basis be-
tween the original eigenstates of Ĥ0 and a basis in which V̂ (t) is
diagonal, i.e. Vd(t) = UV(t)U†.51,55

From the knowledge of the time-dependent wavefunction |Ψ(t)〉,
the time-dependent dipole µµµ(t) is then calculated as

µµµ(t) = ∑
lk

c∗l (t)ck(t)〈Ψl |µ̂µµ|Ψk〉, (6)

and by taking its Fourier transform the HHG spectrum is obtained
as

P(ω) =

∣∣∣∣ 1
t f − ti

∫ t f

ti
µµµ(t) · n̂ e−iωtdt

∣∣∣∣2, (7)

with t f is the final propagation time. In Figure 2 we schematically
show how we simulated an HHG for a laser linearly polarised in
the direction perpendicular to the molecular plane (panel a)) and
along the direction of the permanent molecular dipole (panel b)).
Next, we considered the molecules randomly oriented in the
plane and in the 3D space. The randomly oriented molecules
were simulated averaging over many different polarisation direc-
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tions of the laser. In the case of the plane we used a normalised
polarisation vector n̂s = (n̂s,x, n̂s,y,0) while in case of the three di-
mensional space we used n̂s = (n̂s,x, n̂s,y, n̂s,z), where n̂s,x and n̂s,y

(and also n̂s,z for the 3D case) are uniform random numbers in
[-1:1] interval. Then, we calculated an averaged time-dependent
dipole µ̄(t) defined as

µ̄(t) =
1
S

S

∑
s

µµµs(t) · n̂s, (8)

where S is the number of simulations made with a randomly cho-
sen electric field polarisation n̂s and µµµs(t) is the corresponding
time-dependent dipole. The averaged HHG spectrum is then cal-
culated as

P̄(ω) =

∣∣∣∣ 1
t f − ti

∫ t f

ti
µ̄(t) e−iωtdt

∣∣∣∣2. (9)

In Figure 2 we schematically show how we simulated an HHG ro-
tationally averaged in the plane (panel c)) and in 3D (panel d)).
Rationalizing the generation mechanism of high-order harmonics
in thymine and uracil implies the inclusion of several factors. Tun-
neling ionisation and recombination can involve different chan-
nels for the electron removal (as discussed below) and centers
of recombinations. By defining a threshold energy (ET ), which
corresponds to the ionisation energy of a particular channel, we
are able to disentangle the role played by electronic states above
and below ET , and, as a consequence, to more deeply investigate
their possible contribution to HHG and mutual interactions.52

The time-dependent dipole moments, µµµ(t) (Eq. 6) or µ̄(t) (Eq. 8),
are hence rewritten as a (partial) sum of terms depending only on
the states below ET , labeled as B, or states above ET , labeled as A.
The ground state is indicated as G. Following this decomposition,
the time dependent dipole moments become:

µµµB(t) = µµµGG(t)+ ∑
i∈B

µµµGi(t)+ ∑
i j∈B

µµµ i j(t) (10)

µ̄B(t) =
1
S

S

∑
s

µµµB,s(t) · n̂s (11)

and

µµµA(t) = µµµGG(t)+ ∑
i∈A

µµµGi(t)+ ∑
i j∈A

µµµ i j(t) (12)

µ̄A(t) =
1
S

S

∑
s

µµµA,s(t) · n̂s. (13)

The partial contributions to time-dependent dipole moments
can therefore be identified as: µµµGG(t) = |c0(t)|2〈Ψ0|µ̂µµ|Ψ0〉 is
the ground-ground contribution, µµµGi(t) = c∗i (t)c0(t)〈Ψi|µ̂µµ|Ψ0〉
is the ground-excited contribution with the index i running
over the states below ET (B) or above ET (A), and µµµ i j(t) =
c∗j(t)ci(t)〈Ψ j|µ̂µµ|Ψi〉 is the excited-excited contribution with the in-
dex i and j running over the states below ET (B) or above ET (A).
µµµB,s(t) and µµµA,s(t) are the s-th realization of the partial µµµB(t) and
µµµB(t) dipoles. The HHG spectrum from each partial contribution
is then computed as in Eqs 7 or 9.
States below and above ET are also named in this work as bound

and continuum states, respectively.

3 Computational details
The geometrical structures of uracil and thymine are shown in
Figure 1. These structures have been optimised in the ground-
state at DFT/B3LYP level using the 6-31G(d,p) basis set with the
software Q-Chem.67

We performed CIS calculations67 to obtain a number of electronic
excited-state energies and transition dipole moments of the field-
free Hamiltonian Ĥ0, which are then be used to propagate the
time-dependent wavepacket in RT-TD-CIS, as shown in Eq. 3.
The RT-TD-CIS simulations were performed by means of the
homemade code Light51–55, that propagates the electronic
wavepacket under the influence of a time-dependent strong laser
field. We used the same pulse wavelength of the experiment of
Ref. 47, i. e. 780 nm (equal to ω0=1.59 eV). The pulse intensity
is defined as I = 1

2 |E0|2. We used a pulse intensity I = 1014 W/cm2

and pulse duration of 23 optical cycles. The phase φ was set to
zero. Nuclei were kept frozen at their equilibrium position during
the time propagation.
For RT-TD-CIS we used the cc-pVDZ Dunning’s basis set60 for the
H atoms of uracil and thymine. Instead, for all the other atoms
(C, O and N) we augmented the cc-pVDZ basis set in order to in-
crease the number of bound and continuum states. We added to
the cc-pVDZ kernel three sets of diffuse functions and three sets of
optimised Gaussian functions for continuum (K) for each angular
momentum. We thus obtained the 3aug-cc-pVDZ+3K basis set.
The K functions61 determine a progression of continuum states,
i.e. above the ionisation energy ET , which mimics the true mani-
fold of molecular continuum states.54–56

Ionisation in the simulated strong-field electron dynamics was
treated by means of the heuristic lifetime model, originally re-
ported in Ref 50 and modified by us in Refs. 55,58. In this work,
we used as electron escape lengths d0 = E0

ω2
0

= 15.67 a0 for low

energy continuum and d1 = 0.1 a0 for high energy continuum
Within such double-d version of the heuristic lifetime model the
value of d0 corresponds to the semi-classical maximum electron
excursion predicted by the three-step model58,68,69. For more de-
tails see discussion in Ref. 58.
The experimental first, i.e. lowest, ionisation energy of uracil
is in the 9.45-9.68 eV range70–74, while for thymine is in the
range 9.02-9.20 eV71–73. Our theoretical estimates, computed
at Hartree-Fock level of theory with the 3aug-cc-pVDZ+3K basis
set, are reported in Table 1. Our calculations overestimate by
around 0.5 eV the lowest ionisation energy, corresponding to mi-
nus HOMO energy according to Koopmans’ theorem. The order
of magnitude of the discrepancy between experimental and theo-
retical ionisation energy values is the same found for CO2, with a
similar theoretical approach28.
In order to also include in the propagation contributions from
higher ionisation channels (namely, a larger amount of energy is
needed to remove the electron from inner orbitals) we considered
that electrons can also be extracted from HOMO-1, HOMO-2 and
HOMO-3. This choice corresponds to use minus HOMO-3 energy
as ET . With this choice the 3aug-cc-pVDZ+3K basis set shows a
reasonable balance between energy states below and above ET .
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Table 1 Molecular-orbital energies (in eV) for uracil and thymine com-
puted at the Hartree-Fock/3aug-cc-pVDZ+3K level of theory.

HOMO HOMO-1 HOMO-2 HOMO-3
uracil -10.04 -11.89 -12.25 -14.29
thymine -9.58 -11.81 -12.19 -13.03

For uracil we have 355 states below ET and 146 states above ET .
For thymine we have 399 states below ET and 102 states above
ET .
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Fig. 2 Sketch representation of the different types of simulations pre-
sented in this work. Uracil was chosen as model for showing the compu-
tational strategy.

4 Results and Discussion
In the experimental work of Hutchison et al.47, harmonics were
generated from the uracil plasma plume using driving laser pulses
at wavelengths of 780 and 1300 nm. The largest harmonic was
found to be H33 and H39 in different conditions (Figure 3 and 4
in Ref. 47) with 780 nm. On the other hand, no thymine signal
was experimentally recorded.
The analysis of the ablation plumes with mass spectrometry
shows that the plumes contain a large number of fragments of the
parent molecular ion, with various shape and electronic structure.
A higher degree of atomization in the thymine plume was found
for thymine, with a corresponding higher density of plasma free
electrons. Authors argue that abundance of free electrons in the
thymine plasma can induce a strong phase mismatch of the HHG
signal, making the recording of it not possible. Furthermore, the
observed uracil HHG signal is probably the result of a mixed con-
tribution from the entire molecule and its fragments.
Our goal is the characterization of the HHG spectrum of the two
molecules by an ab initio all-electron dynamics, as explained in
Section 2. It is worth comparing the information encoded in the
experimental spectra of Ref. 47 with what is computed by means
of our theoretical approach. The outcomes of our simulations can

be compared with the experimental results, but it is necessary to
discuss the advantages, drawbacks and limits of the theoretical
comparison we propose.
The experimental sample is a plume containing the entire
molecules and a number of atomic and molecular fragments, as
reported above, while we compute the HHG spectrum of unfrag-
mented uracil and thymine molecules: analysis of the fragmen-
tation pattern75–77 will allow us to also simulate, as a next step
in future works, the HHG signal from fragments, and to possibly
dissect fragment contribution in the final HHG spectrum.
For all the simulations we have employed an intensity of 1014

W/cm2, which is a typical value for getting HHG. In Ref. 47 au-
thors report that the infrared probe pulse acquires an intensity
up to 1015 W/cm2 in the experiments: even when the energy of
probe pulse is reported, extracting the precise intensity value cor-
responding to the recorded HHG spectrum is not easy, making a
quantitative comparison with our spectra impracticable. More-
over, in our calculations phase matching conditions can not be
simulated, but signatures of electronic structure and dynamics
encoded in the HHG spectrum are mainly due to single-molecule
behaviour.39

With these (current) limitations in mind, we are however able to
provide a detailed description of the main features of HHG spec-
tra of uracil and thymine. The present work should be therefore
seen as a first and original proposal for the application of a full
quantum-dynamics approach to the study of complex molecules
of biological interest.

4.1 Uracil

In Figure 3 HHG spectra of uracil have been reported. The cal-
culations were carried out following the simulation schemes pre-
sented in Figure 2 and described in Section 2.
The two averaged (plane and 3D) HHG spectra show the same
general shape for the low-energy and plateau regions and a sub-
stantial difference around the cutoff. Harmonics up to around
H39-H41 are seen for the 3D rotational average, whereas the
largest harmonic for the molecular-plan average is H29-H31. The
three-step model68,69 estimation of the cutoff is approximately
H22. This comparison suggests that contributions to HHG from
out-of-plane polarisations are important for higher harmonics.
Moreover, the HHG spectra averaged in the molecular plane show
higher intensity harmonics in the H13-H31 region. The back-
ground of the molecular-plane spectrum is much higher than that
of the 3D-averaged spectrum beyond H17.
The HHG spectrum with polarisation perpendicular to the molec-
ular plane strongly differs from the averaged spectra starting from
H9. From H9 to H11 the harmonics are much higher than in the
two averaged HHG spectra. Moreover, the spectrum presents a
second plateau from H21 to H35, but the intensity of these har-
monics is much lower than those of the first part of the spectrum,
up to H19. For the second plateau, the cutoff is around H45.
The HHG spectrum with polarisation in the direction of the
permanent dipole has similar behaviour as the perpendicular-
polarisation HHG spectrum. Low-intensity harmonics in the high
energy region of the spectrum are still present. In this case
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even harmonics are clearly visible, due to the inversion-symmetry
breaking. For perpendicular polarisation inversion symmetry is
given at much less extent, resulting in nearly negligible even
peaks.

Fig. 3 HHG spectra of uracil with pulse wavelength and intensity of 780
nm and 1014 W/cm2.

The difference between averaged and perpendicular-
polarisation spectra can be rationalised by examining the
possible ionisation channels and their symmetry. For this reason,
a selection of Hartree-Fock uracil molecular orbitals is reported
in Figure 4. In our calculations we included possible ionisation
from HOMO, HOMO-1, HOMO-2 and HOMO-3 (see Table 1)
which lie within 4 eV. With the energy provided by the laser
pulse, the four ionisation channels can be activated.
The net effect of the perpendicular pulse polarisation on the
HHG spectrum is to produce high-energy harmonics, beyond
H25. These harmonics are much more intense than those of
the molecular-plane average spectrum, when present. They are
also higher than the corresponding ones in the HHG spectrum
along the permanent dipole. One could formulate the hypothesis
that this feature is exclusively determined by the ionisation from
orbitals with the proper π symmetry, say HOMO and HOMO-1,
which are more sensitive to the perpendicular polarisation than
HOMO-2 and HOMO-3. The interaction between HOMO (and/or
HOMO-1) and a perpendicular pulse enhances the HHG signal at
high energies. In other words, one could argue that ionization
from HOMO and/or HOMO-1 is responsible for the appearance
of the second plateau in the perpendicular-polarisation HHG
spectrum. A confirmation is indirectly given by the presence
of harmonics up to H39 in the 3D-average spectrum, though
softened by the average along the perpendicular out-of-plane
component n̂s,z. These harmonics are instead missing in the
molecular-plane HHG spectrum.
Looking at the molecular-plane spectrum, one can ask: since

the out-of-plane component of the pulse is exactly zero, do the
harmonics of the spectrum (cutoff at H29-H31) derive only from
σ orbitals as HOMO-2 and/or HOMO-3, which have the good
symmetry, or, anyway, HOMO and/or HOMO-1 still contribute
to the harmonic generation, despite the "unfavorable" symme-
try? We can not provide a complete answer using the present
computational protocol: a detailed analysis of the role of the
various ionisation channels during the strong-field dynamics is
mandatory to dissect the possible contributions and interference
effects.
By summarizing, the HHG spectrum of uracil seems not to orig-
inate from HOMO ionisation only. Multiple ionisation channels,
close in energy, seem to contribute to the HHG spectra.
The cutoff of the 3D-averaged spectrum in Figure 3, H39-H41, is
consistent with the experimental findings of H33 and H39.

In Figure 5 we disentangle the contribution of energy states be-
low and above ET . We remind that ET value used in our simula-
tions corresponds to minus HOMO-3 energy. In the left panel, we
show the HHG spectrum averaged in the plane of the molecule
(Equation 8), the same type of HHG spectrum limited to states
below ET (Equation 11), and to states above ET (Equation 13).
Below- and above-ET states contribute similarly to the full HHG
spectrum. Above-ET states are seen to give slight higher H17-
H21 harmonics, and generally provide a higher background of
the below-ET . In the right panel of Figure 5 the same analysis
is shown for the HHG spectra with perpendicular polarisation.
Spectra were computed from the dipoles given in Equations 10
and 12, obtained by below-ET and above-ET states, respectively.
In this case the states above ET play a role only for the harmon-
ics belonging to the first plateau of the HHG spectrum, while the
energy states below ET contribute everywhere and have a central
role for the second plateau between H20 and H50. Differences
between the above-ET and below-ET spectra are in this case dra-
matic, at variance with what occurs with the rotational average in
the plane. The same behaviour is observed for the HHG spectrum
polarised in the direction of the molecular permanent (in-plane)
dipole (not shown). This could suggest that the behaviour ob-
served for the HHG spectra in the left panel of Figure 5 is mainly
due to the spatial average, which reduces differences between
above-ET and below-ET states.
The HHG spectrum averaged in 3D contains by construction the
behaviour of both the spectrum averaged in the plane together
and of the spectrum with perpendicular polarisation (not shown).

4.2 Thymine

Results for thymine show the same general behaviour observed
for uracil. This finding is not unexpected, since the electronic
structure of uracil and thymine are rather similar.
The HHG spectrum of thymine with a perpendicular pulse
polarisation shows much higher harmonics in the high-energy
region with respect to the averaged ones, as collected in Figure
6. As for uracil, a second plateau is observed at around H19-H33.
When compared with uracil results, the difference for thymine
is even more pronounced. By averaging the dipole moment only
with respect to the molecule plane, one gets a HHG spectrum
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Fig. 4 Top (upper) and oxygen side (lower) view of HOMO-3, HOMO-2, HOMO-1 and HOMO orbitals of uracil.

which is very similar to that obtained by a full rotational average
(Figure 6) up to H19. Cutoff values for the average molecular-
plane and 3D spectra are H23 and H39-H41, respectively. The
comments applied to uracil can be automatically done for
thymine: Hartree-Fock molecular orbitals of thymine (Figure 7)
have the same symmetry of the uracil ones. HOMO, HOMO-1,
HOMO-2 and HOMO-3 are even closer in energy than the uracil
orbitals. Hence, also for thymine different ionisation channels
are supposed to play a significant role in the strong-field electron
dynamics, with the same caveats reported for uracil.
By using our all-electron quantum approach the HHG spectrum
of thymine naturally arises, as expected. This result points out
that the absence of HHG signal in the experimental work47 does
not originate from intrinsic features of the molecule, confirming
that the issue has an extra-molecule explanation47. However,
comparison between the HHG spectra in Figures 3 and 6 shows
the thymine 3D-averaged high-energy signal is lower than that
of thymine at high energies. Though all the ionisation energies
(minus orbital energies, see Table 1) for thymine are smaller than
those of uracil, one observes a larger cutoff for thymine, when
the 3D average is considered: this finding could suggest that
uracil and thymine are characterised by different couplings of
the various ionisation channels, making the cutoff value a com-
plicated function of individual ionisation energies. Contribution
analysis for thymine is reported in Figure 8. The trend observed
for uracil also characterizes the thymine spectra, with few major
exceptions: i) HHG spectra from above- and below-ET are nearly
identical for the average case; ii) contribution from below-ET

states for the perpendicular pulse polarisation is considerably
small in the middle-energy range. For both molecules, the smaller
above-ET contribution to the HHG spectrum can be quantitatively
explained by the smaller number of above-ET states described by

the 3aug-ccpVDZ+3K basis set, with respect of that of below-ET

states. It is worth mentioning that a simplified description of
the electronic structure, as provided by only the ground and
continuum states, is not accurate enough to account for the
complex richness of the HHG signal of many-electron systems
as uracil and thymine: accounting for bound, below-ET states
is mandatory to successfully represent their HHG spectrum.
However, a detailed investigation on the interplay between the
chosen basis set and the ionisation energy could give a deeper
insight on the general quality of the propagated wavepacket.

5 Conclusions

In this work he presented HHG spectra of uracil and thymine.
HHG spectra have been computed using the all-electron RT-TD-
CIS computational protocol based on the real-time propagation
of the electron wavepacket, obtained using CIS and Gaussian ba-
sis sets adapted for the continuum.
We simulated randomly oriented molecules by averaging the
time-dependent dipoles projected on the different polarisations
in the molecular plane or in the 3D space. We also computed the
HHG spectra with a pulse polarisation perpendicular to the molec-
ular plane or along the direction of the ground-state permanent
dipole. This theoretical work contributed to the understanding
and characterisation of the experiments by Hutchinson et al.47.
We discussed the differences between the sample in the original
work (unfragmented molecule and fragments) and in our calcu-
lations (unfragmented molecule). In the case of the 3D-averaged
HHG spectrum our results can be directly compared with those
in Ref. 47, and the computed uracil spectrum is consistent with
experimental data.
Differences between rotational-averaged and single-orientation
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Fig. 5 Contribution to the HHG spectrum of uracil from below- and
above-threshold states for a rotational average in the molecular plane
(left panel) and a perpendicular polarisation of the pulse (right panel).
Pulse wavelength and intensity of 780 nm and 1014 W/cm2.

Fig. 6 HHG spectra of thymine with pulse wavelength and intensity of
780 nm and 1014 W/cm2.

HHG spectra indicate that the HHG signal can originate from
more than one ionisation channel. We discussed the possible role
of π and σ orbitals in modulating the shape of the HHG spec-
trum.
Moreover, we obtain a clear HHG spectrum of thymine for all
the different calculations schemes. Though less intense than the
uracil HHG spectra at high energy, the thymine HHG spectra are
certainly obtained. For this reason our work enforces the hypothe-

sis given in Ref. 47 according to which the absence of the thymine
HHG spectrum in the experiment is not caused by intrinsic fea-
tures of the molecular system.
Furthermore, for both systems the contributions from energy
states below or above the ionisation from the HOMO-3 is gen-
erally more important for spectra from single polarisations. In
conclusion, our approach has been seen to be accurate and re-
liable in describing HHG of biomolecules, and opens the way to
predictive and interpretative studies of strong-field processes oc-
curring in large molecules.
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Fig. 7 Top (upper) and oxygen side (lower) view of HOMO-3, HOMO-2, HOMO-1 and HOMO orbitals of thymine.

Fig. 8 Contribution to the HHG spectrum of thymine from below- and
above-threshold states for a rotational average in the molecular plane
(left panel) and a perpendicular polarisation of the pulse (right panel).
Pulse wavelength and intensity of 780 nm and 1014 W/cm2.
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