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Abstract

We present a non-Hermitian formulation of the polaritonic structure of azobenzene strongly
coupled to a photonic mode that explicitly accounts for the fleeting nature of the photon-
molecule interaction. This formalism reveals that the polaritonic non-adiabatic couplings that
facilitate cis-trans isomerization can be dramatically modified by photonic dissipation. We
perform Fewest-Switches Surface Hopping dynamics on the surfaces that derive from our non-
Hermitian formalism and find that the polaritonic isomerization yields are strongly suppressed
for moderate to large photon dissipation rates. These findings highlight the important role
that the finite lifetime of photonic degrees of freedom play in polaritonic chemistry.

Molecular polaritons arise when the interac-
tion between light and molecular transitions
is large compared to the dissipative energy
scales in the system.1–9 Strong coupling to pho-
tons can be realized by placing the molecu-
lar system in an optical cavity tuned to be
resonant with a molecular transition,2,4,8 or
in the vicinity of nanomaterials that support
strong optical modes, including plasmon res-
onances1,10 or scattering-mediated absorption
resonances.11 Ebbesen and co-workers demon-
strated experimentally that the reactivity of
polaritonic systems be dramatically different
than that of the lone molecular system.2,5

Subsequently, a wealth of theoretical studies
have suggested that strong coupling can re-
shape the energy landscape that dictates reac-
tivity.4,7,8,12–21

Azobenzene has been studied as a prototyp-
ical molecule for photoisomerization that can
be potentially used as a molecular photo-switch
or energy storage material, among other ap-
plications.22,23 The excited-state dynamics of

azobenzene accessible by visible-light excitation
are guided by a quasi-harmonic potential along
the isomerization coordinate (R) with a min-
imum that approximately coincides with the
transition-state value of R on the ground-state
surface. Hence, photochemical activation of cis-
azobenzene yields the trans- isomer with nearly
equal likelihood as relaxation back to the cis-
isomer8,14 (see Figure 1).

Unlike traditional photochemistry where the
interaction between light and molecules is per-
turbative, polaritonic chemistry occurs when
light hybridizes with molecular degrees of free-
dom, causing the potential energy surfaces to
inherit properties of the photonic and molec-
ular systems. For example, polaritonic poten-
tial energy surfaces may develop new critical
points, new intersections or avoided crossings,
and different couplings between surfaces; these
new features may suppress or enhance the re-
activity compared to the lone molecular sys-
tem. Azobenzene strongly coupled to a pho-
ton can illustrate all of these features depend-
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ing on the details of the photon and its confine-
ment4,7,8,17,19 (see Figure 1).

Figure 1: (a) Schematic of azobenzene coupled
through its electronic transition dipole moment
(µmol) to the effective transition dipole moment of a
localized photonic resonance in an optical nanostruc-
ture (µp). The frequency of the molecular transition
(ωmol), the frequency of the photonic resonance (ωp),
and the dissipation rate of the photonic resonance
(γp) all impact the polaritonic structure. (b) The
singlet ground- (|g〉) and first excited-state (|e〉) po-
tential energy surfaces of azobenzene along the reac-
tion coordinate R. (c) The composite singlet ground,
zero-photon state (|g, 0〉), lower polariton (|LP 〉)
and upper polariton (|UP 〉) potential energy surfaces
along R that result when h̄ωmol = h̄ωp = 2.45 eV
and h̄g = 0.02 eV, where h̄g ∝ µmol · µp.

Polaritonic chemistry is an inherently multi-
scale problem that has motivated consider-
able theoretical and computational effort. In
the case of electronic strong coupling, which
is the focus of our work here, the pho-
tonic and molecular electronic degrees of free-
dom are often treated on the same quan-
tum mechanical footing, while the nuclear
degrees of freedom may be treated as slow
or classical degrees of freedom.4,13,15,20 Draw-
ing on this Cavity Born-Oppenheimer approx-
imation, the nuclear dynamics in polaritonic
chemistry have been simulated classically us-
ing Ehrenfest dynamics18 and Fewest-Switches
Surface Hopping,17–20 and quantum mechan-
ically using the framework of exact factor-
ization,7 the partial linearized density matrix

path-integral approach,8 and wavepacket prop-
agation.21 The molecular electronic and pho-
tonic degrees of freedom have been treated
using model and/or semi-empirical Hamiltoni-
ans,8,12,14,16,17 although there has been a recent
surge in activity focused on merging ab initio
molecular electronic structure theory with cav-
ity quantum electrodynamics (ab initio CQED)
to provide an accurate and predictive model
of polaritonic structure.13,24–29 The dissipative
nature of the photonic degrees of freedom has
been less extensively explored in terms of how
they impact upon the polaritonic structure it-
self, and on the dynamics that occur on one
or more polaritonic surfaces. Here we cou-
ple a non-Hermitian CQED Hamiltonian30 to
a model Hamiltonian for the molecular elec-
tronic structure of azobenzene to simulate the
polaritonic structure and dynamics with ex-
plicit inclusion of finite cavity lifetimes. We
utilize fewest-switches surface hopping (FSSH)
dynamics17,19,20,31–33 with potential energy sur-
faces and non-adiabatic couplings from our non-
Hermitian polaritonic structure theory to eluci-
date the impact of cavity lifetime on the iso-
merization dynamics under other cavity pa-
rameters previously found to facilitate facile
cis-to-trans isomerization.8,17 A similar non-
Hermitian scheme to investigate cavity losses
in polaritonic chemistry has been indepen-
dently developed by Feist and co-workers.21

There, they employ full quantum simulations
of the photorelaxation dynamics of uracil, and
find conditions whereby dissipation and cou-
pling strength conspire to optimize photopro-
tection.21 In the model azobenzene system we
explore, we find that the isomerization yield is
strongly suppressed for cavity dissipation rates
greater than h̄γ ≥ 5 meV. In particular, we
find that the couplings between the polaritonic
surfaces are quantitatively altered by the cav-
ity dissipation rates, and that the dissipative
features of the photon are inherited broadly by
the polaritonic surfaces. The former effect im-
pedes non-adiabatic transitions between the po-
laritonic surfaces that can facilitate isomeriza-
tion, while the latter effect tends to favor relax-
ation to the ground-state surface, which also in-
hibits isomerization. Our approach sheds new
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light on the important role that cavity lifetime
plays on polaritonic structure itself, and by ex-
tension, the dynamics that evolve on polaritonic
surfaces.

We consider the prototypical system of
azobenzene strongly coupled to a cavity that
supports a photonic resonance. Following pre-
vious studies,8,17 we use a generalized Rabi
Hamiltonian as follows:

Ĥpl = Ĥel + Ĥp + Ĥel,p (1)

where Ĥel denotes the electronic Hamiltonian:

Ĥel = Eg(R) â†gâg + Ee(R) â†eâe, (2)

where Eg(R) (Ee(R)) denotes the ground-
(excited-) state electronic energy at nuclear co-
ordinate R, and â†p (âp) are the creation (anni-
hilation) operators for electronic state p. The
nuclear coordinate R here denotes the dihedral
angle of the Ph-N-N-Ph system that defines the
cis-trans isomerization (see Figure 1). The elec-
tronic states as a function of the nuclear coor-
dinate are parameterized following the work of
Mandal and Huo8 (see Supporting Information
for more details).

The cavity resonances have finite lifetimes,
which we model here by attributing a complex
frequency to the photonic degrees of freedom.
We write the photonic Hamiltonian as

Ĥp = h̄
(
ω − iγ

2

)
b̂†b̂ (3)

where b̂† (b̂) denote the raising (lowering) op-
erator for the photon state with complex fre-
quency ω̃ = ω − iγ

2
, where γ arises from the

finite-lifetime of the photonic resonance. We
parameterize the photonic Hamiltonian to have
h̄ω = 2.45 eV and h̄γ to have values in the range
0.02 to 100 meV. Such a non-Hermitian form
of this photonic Hamiltonian was recently con-
sidered by Cortes, Otten, and Gray30 and cap-
tures important dissipative effects if the pho-
tonic degrees of freedom. Finally, the interac-
tion Hamiltonian has the form8,17,30

Ĥel,p = h̄g
(
b̂† + b̂

) (
â†eâg + â†gâe

)
; (4)

in this work, we neglect the dipole self-energy
term in the polaritonic Hamiltonian, which has
recently been found to play a key role in the
polaritonic structure and dynamics of systems
with multiple photonic modes34 and/or systems
in the ultra-strong coupling regime.35 Here we
consider a 1-photon 1-molecule system in which
the coupling term has the value h̄g = 0.02 eV
(i.e. not in the ultra-strong coupling regime);
in recent work by Mandal and Huo, this cou-
pling along with a photon energy of 2.45 eV
was shown to be particularly facile for polari-
tonic isomerization.8

We can express the Hamiltonian matrices in
a local basis that includes states where energy
is localized as a photon in the cavity mode, in
the molecular system as an exciton, in both, or
in neither. In other words, this system permits
the following four composite basis states |φi〉 ∈
{|g, 0〉, |g, 1〉, |e, 0〉, |e, 1〉}, where the composite
state |φ1〉 = |g, 0〉 denotes the molecule is in its
ground state and no photon in the cavity.

In this basis, the Hamiltonian matrices for our
1-photon 1-molecule system can be written as

Hel=


Eg(R) 0 0 0

0 Eg(R) 0
0 0 Ee(R) 0
0 0 0 Ee(R)

 (5)

for the molecular electronic part,

Hp=


0 0 0 0
0 h̄ω̃ 0 0
0 0 0 0
0 0 0 h̄ω̃

 (6)

for the photonic part, and

Hel,p=


0 0 0 h̄g
0 0 h̄g 0
0 h̄g 0 0
h̄g 0 0 0

 (7)

for the interaction between the molecule and
the cavity mode. The total Hamiltonian HTot

in the local basis is the sum of all three contri-
butions.

The new polaritonic potential energy surface
can be identified by building HTot at different
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values of R, diagonalizing the matrix, and iden-
tifying the eigenvalues εα(R); similarly, the en-
ergy eigenstates in the polariton basis, |Φα(R)〉,
will be the eigenvectors of this matrix. We
therefore refer to the basis that diagonalizes
HTot as the polariton basis, and denote the
Hamiltonian in this basis as HPl. At geome-
tries where Eg(R) + h̄ω̃ ≈ Ee(R), we get strong
mixing of the |g, 1〉 and |e, 0〉 states. That is,
|Φ2〉 and |Φ3〉 will be linear combinations of the
form

|Φα(R)〉 =
∑
i

cαi (R)|φi〉, (8)

that will typically have strong contributions
coming from basis states |φi〉 ∈ {|g, 1〉, |e, 0〉} at
values of R where the photon is resonant with
the excitonic transition energy. We also refer
to states |Φ2〉 and |Φ3〉 as |LP 〉 and |UP 〉, re-
spectively, to denote their polaritonic character
(see Figure 1). These polariton states will have
associated potential energy surfaces defined by
ε2(R) and ε3(R) that may differ qualitatively
from the uncoupled surfaces, potentially im-
parting different reactivity to the system. Sim-
ilar to previous studies,8,14 we can also eluci-
date the nature of the polaritonic surfaces as a
function of geometry; i.e. some regions of the
surface will take on a strong photonic character
(when |cα2 (R)|2 ≈ 1) , some will take on a strong
excitonic character (|cα3 (R)|2 ≈ 1), and others
a mixed or polaritonic character (|cα2 (R)|2 ≈
|cα3 (R)|2 ≈ 0.5). That said, for all geome-
tries, |Φ1(R)〉 ≈ |g, 0〉 and |Φ4(R)〉 ≈ |e, 1〉
with eigenvalues ε1(R) ≈ Eg(R) and ε4(R) ≈
Ee(R) + h̄ω.

We will see that the finite lifetimes of the pho-
tonic degrees of freedom are manifest in two key
ways that impact polaritonic dynamics: (1) by
modulating the relaxation back to the ground-
state |Φ1(R)〉, which has a potential energy sur-
face characterized by high barriers to isomeriza-
tion compared to the polaritonic surfaces, and
(2) by modulating the nature of the polaritonic
surfaces themselves, including their degree of
non-adiabatic coupling. The lifetime of the cav-
ity modes in such polaritonic systems therefore
is an interesting target of investigation since it
can be controlled to large extent by the design
of the cavity.

Polaritonic Dynamics

We track the nuclear motion along a single reac-
tive coordinate R using fewest-switches surface
hopping (FSSH) dynamics.17,19,20,31–33 In this
approach, the nuclear degree of freedom evolves
according to classical dynamics, and the elec-
tronic/photonic degrees of freedom evolve ac-
cording to quantum mechanics. Langevin dy-
namics are used for the nuclear degree of free-
dom to phenomenologically model vibrational
relaxation.36–39 In our Surface Hopping scheme,
the nuclear degree of freedom experiences two
forces: a force from an active polaritonic sur-
face, Fλ(R) where λ denotes the active surface,
and a random force, Fr(t). The force from the
active polaritonic surface is given by

Fλ(R) = −〈Φλ(R)|H′

Pl|Φλ(R)〉 (9)

where |Φλ〉 is the normalized active polaritonic
eigenstate and H

′

Pl = ∂
∂R

HPl is the deriva-
tive of the Hamiltonian in the polariton basis
with respect to the nuclear coordinate R. This
polaritonic force is real within the Hellman-
Feynman approximation in Equation 9. The
random force is defined as

Fr(t) =

√
2TΓM

dt
Z(t), (10)

where T is the temperature, Γ is a friction term,
M is the effective mass of the nuclear degree
of freedom, dt is the simulation time-step, and
Z(t) is a Gaussian random variable with mean
0 and standard deviation of 1. Values of all
parameters are given in the Supporting Infor-
mation.

Taking these two forces, the acceleration
along the nuclear coordinate is determined from
the Langevin equation of motion,

R̈(t) =
Fλ(R) + Fr(t)

M
− ΓṘ(t), (11)

where Γ leads to a frictional force proportional
to the nuclear velocity, Ṙ.

The polaritonic degrees of freedom are rep-
resented quantum mechanically by a wavefunc-
tion that can be written as a superposition of
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polariton eigenstates,

|Ψ(R, t)〉 =
∑
α

Cα(t)|Φα(R)〉. (12)

The time-dependence of these coefficients obeys
the time-dependent Schrödinger equation,

Ċ(t) = − i
h̄
HPl ·C(t)− Ṙ d ·C(t), (13)

where d denotes the derivative coupling ma-
trix,32 and HPl is the non-Hermitian polariton
Hamiltonian matrix; the dependence on the nu-
clear coordinate for both of these matrices is im-
plied. The elements of the derivative coupling
matrix are defined as

dα,β(R) = −〈Φα|H
′

Pl|Φβ〉
Eβ − Eα

. (14)

Although the polaritonic wavefunction is typi-
cally in a superposition of multiple polaritonic
eigenfunctions, in the FSSH scheme, the nuclei
feel a force from a single polaritonic surface at
a time, but can transition or “hop” between
surfaces with a probability that is updated at
each time-step. We compute the probability for
hopping from surface α to β to be given by

Pα,β(t) = max

(
ρ̇β(t) dt

ρα(t)
, 0

)
. (15)

where ρ̇β(t) is the time-derivative of the popu-
lation of the polaritonic state Φβ at time t and
ρα(t) is the population of polaritonic state Φα at
time t, defined as ρα(t) = C∗α(t) Cα(t). At each
time-step, as uniform random number ξ ∈ [0, 1]
is chosen, and a surface hop to state β < α is
performed when

β−1∑
i=1

Pα,i < ξ ≤
β∑
i=1

Pα,i. (16)

An average over a large number of such FSSH
trajectories can provide a reasonable approxi-
mation for the true quantum dynamics of the
system.19,20,31–33

We compute the polaritonic potential energy
surfaces along the reaction coordinate R for a
variety of different values of h̄γ spanning low-

loss (<= 1 meV) to high loss (>= 50 meV),
where the high-loss cases are typical of plas-
monic cavities and the low-loss cases could be
realized in dielectric micro-resonators.10,11,40–42

In all calculations, h̄ω = 2.45 eV and h̄g = 0.02
eV. In Figure 2, the polaritonic surfaces are
shown when h̄γ = 1 meV (panel (a) and (c),
and h̄γ = 100 meV (panel (b) and (d)). Two
qualitative features of the surfaces are altered
by the magnitude of γ: the avoided crossing
between the surfaces under low-loss conditions
becomes an intersection with high-loss, and the
polaritonic character near the crossing feature
is strongly diminished in the high-loss case (see
Figure 2). Inspection of the derivative cou-

Figure 2: Polaritonic potential energy surfaces when
h̄γ = 1meV (a) and (c), and when h̄γ = 100meV
(b) and (d)

pling between the upper-polariton and lower-
polariton surfaces (i.e. d3,2 or dUP,LP reveals
that the magnitude of the derivative coupling
in the vicinity of the crossing features is also
strongly suppressed under large loss conditions
(see Figure S1). The derivative coupling terms
are directly responsible for transitions between
surfaces, so one interesting consequence of cou-
pling the molecular system to a high-loss cavity
is the suppression of transitions between differ-
ent polaritonic surfaces.

In the case of of the azobenzene under cav-
ity coupling conditions used in this work, the
transition between the |UP 〉 and |LP 〉 surfaces
provides an energetically downhill reaction path
that can facilitate nearly 100% yield for the
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cis-to-trans isomerization8,14,17,19 (see Figure S2
(a)). When these transitions are suppressed,
the nuclear dynamics will tend to remain on
the |UP 〉 surface trapped in the cis configu-
ration (see Figure S2 (b)). We therefore hy-
pothesize that increasing cavity losses should
inhibit cis-to-trans isomerization in the polari-
tonic azobenzene system, departing from prior
results that included losses a posteriori.17,19

To explore the extent to which cavity losses
impact the cis-to-trans isomerization yield, we
utilize FSSH dynamics19,20,31–33 to simulate the
polaritonic isomerization across a range of cav-
ity loss values between 0.02 and 10 meV. For
each cavity loss value, we run 500 FSSH tra-
jectories starting in the cis configuration on the
|UP 〉 surface. The random distribution of ini-
tial positions and velocities for these trajecto-
ries are discussed in the Supporting Informa-
tion. We find that the cis-to-trans isomerization
rate approaches 100% as the cavity loss rate ap-
proaches 0, but quickly declines with increasing
loss rate (see Figure 3). In fact, we find the iso-

0 2 4 6 8 10
ħγ (meV)

0

20

40

60

80

100

R
ea

ct
io

n 
Yi

el
d 

(%
)

Trans
Cis

Figure 3: The isomerization yield for surface hopping
trajectories initialized in the cis- configuration on the
|UP 〉 surface, showing a monotonic decrease in iso-
merization yield to the trans-isomer with increasing
cavity dissipation rate.

merization yield is approximately 50% with a
loss rate of h̄γ = 1 meV, and that that the
isomerization is almost completely suppressed
for loss rates h̄γ ≥ 5 meV. This result seems
surprising in light of the fact that the absolute
magnitude of the derivative coupling remains
large for these modest loss rates, but investi-
gation of the imaginary part of the derivative

coupling between the |UP 〉 and |LP 〉 surfaces,
and the imaginary part of the |UP 〉 surface it-
self, provides further insights. We illustrate the

Figure 4: (a) Imaginary part of the upper-polariton
potential energy surface (εUP ) as a function of re-
action coordinate R for different values of the dis-
sipation rate, showing that the cavity dissipation is
inherited broadly by the upper-polariton surface. (b)
Imaginary part of the derivative coupling matrix ele-
ment between the upper- and lower-polariton surface
along the reaction coordinate for different values of
the dissipation rate. The increasing imaginary com-
ponent of the derivative coupling dampens the non-
adiabatic transitions between the polaritonic surfaces
that can facilitate isomerization.

imaginary part of the |UP 〉 surface around the
values of the reaction coordinate that corre-
spond to the cis isomer where the FSSH tra-
jectories are initiated in Figure 4(a), and the
imaginary part of the derivative coupling be-
tween the upper- and lower-polariton surfaces
across all relevant values of R in Figure 4(b).
We find that the upper-polariton surface inher-
its the dissipative features of the photonic de-
grees of freedom across a fairly broad range of
R values about the cis configuration, as indi-
cated by imaginary components of the PES on
the oder of h̄γ/2 in each case. The regions of
the |UP 〉 surface that are more dissipative have
more photonic character, whereas the regions
that are less dissipative have more of the char-
acter of the molecular excited state (i.e. greater
excitonic character, see the color scheme in Fig-
ure 2 and S2). The dissipation rate h̄γ = 10
meV shown in the green curve in Figure 4(a)
will tend to cause relaxation to the ground-state
(via surface hopping events from the |UP 〉 →
|g, 0〉) on the sub-picosecond timescale, whereas
the isomerization itself occurs on a timescale
of several picoseconds. Therefore, the dissipa-
tion timescale becomes faster than the isomer-
ization timescale when the cavity loss rate is
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h̄γ 10 meV. This result is not novel in itself;
for example, Fregoni et al.17 discussed regions
of the upper-polariton surface being subject
to large dissipation when cavity losses become
large. In this study, the onset of dissipation in
the |UP 〉 surface is accompanied by the onset
of large derivative couplings between the |UP 〉
and |LP 〉 surfaces that tend to drive transitions
to the |LP 〉 surface, which takes on more exci-
tonic character precisely when the |UP 〉 sur-
face takes on more photonic character (see the
color scheme in Figure 2 and Figure S2). There-
fore, their study reported that transitions to the
|LP 〉 surface at around R ≈ −0.6 a.u. tend
to protect the dynamics from relaxation to the
|g, 0〉 surface, and tend to allow downhill dy-
namics to the trans configuration.17 Where our
non-Hermitian formulation of the polaritonic
structure offers a new insight is in the compu-
tation of the derivative couplings between the
|UP 〉 and |LP 〉 surfaces. As discussed previ-
ously, the absolute magnitude of the deriva-
tive couplings can be strongly altered for large
cavity dissipation rates, but this does not ex-
plain the suppression of isomerization at the
relatively modest dissipation rates of h̄γ ≈ 10
meV that we observe. We see that the deriva-
tive couplings pick up an imaginary component
that grows in magnitude with h̄γ; these imagi-
nary components will tend to dampen the im-
pact of the derivative coupling on the polari-
tonic wavefunction, thereby suppressing tran-
sitions between the |UP 〉 and |LP 〉 surfaces
in the vicinity where the imaginary part be-
comes large. Incidentally, the imaginary part
of dUP,LP becomes large in the vicinity of the
avoid crossings where transitions are most likely
under no- or low-loss conditions. Consequently,
we find the trajectories that are initiated on the
|UP 〉 surface are unable to transition to the
|LP 〉 surface for moderate- to high loss rates,
and this circumvents the dynamics that avoid
relaxation to the |g, 0〉 state and ultimately fa-
cilitate cis-to-trans isomerization in the low- to
no-loss cases.

Conclusion

We have developed a non-Hermitian formula-
tion of polaritonic structure for the paradig-
matic system of azobenzene coupled to a cavity
that explicitly accounts for cavity losses. Our
approach demonstrates that several features of
the polaritonic structure are altered by the dis-
sipative features of the cavity, and that these
modifications can have profound impacts on the
isomerization dynamics in this system. In par-
ticular, we find that cavity-enhanced isomer-
ization reported in prior works is maintained
only when photonic dissipation rates are ≤ 1
meV, though this does not necessarily preclude
favorable balances between coupling and dis-
sipation that could allow polaritonic chemical
control with larger photonic dissipation rates.
These results suggest that explicit inclusion of
cavity losses are critical for simulating polari-
tonic chemistry, and also points to the impor-
tance of loss engineering in optical cavities for
polaritonic chemistry applications.
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