
Speed-dependent adaptive partitioning QM/MM for
displacement damage simulations

Zeng-hui Yang∗,†,‡

Microsystem and Terahertz Research Center, China Academy of Engineering Physics, Chengdu,
China 610200, and Institute of Electronic Engineering, China Academy of Engineering Physics,

Mianyang, China 621000

E-mail: yangzenghui@mtrc.ac.cn

Abstract
Solids receive displacement damages (DD) when
interacting with energetic particles, which may
happen during the fabrication of semiconductor
devices, in harsh environments and in certain anal-
ysis techniques. Simulations of the DD genera-
tion are usually carried out with classical molec-
ular dynamics (MD), but classical MD does not
account for all the effects in DD, as demonstrat-
ed by ab initio calculations of model systems in
literature. A fully ab initio simulation of the DD
generation is impractical due to the large number
of atoms involved. In my previous paper [Phys.
Chem. Chem. Phys. 22, 19307 (2020)], I devel-
oped an adaptive-center (AC) method for adaptive-
partitioning (AP) quantum mechanics/molecular
mechanics (QM/MM) simulations, allowing the
active region centers and the QM/MM partition
to be determined on-the-fly for energy-conserving
AP-QM/MM methods. I demonstrated that the
AC-AP-QM/MM is applicable to the simulation
of the DD generation, so that the active region-
s can be treated with an ab initio method. The
AC method was unable to identify the fast-moving
recoil ions in the DD generation as active region
centers, however, and the accuracy is negatively
affected by the rapid change in QM/MM parti-
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tion of the system. In this paper, I extend the AC
method and develop a speed-dependent adaptive-
center (SDAC) method for proper AP-QM/MM
simulations of DD. The SDAC method is appli-
cable to general problems with speed-dependent
active regions, and is compatible with all exist-
ing energy-conserving partition-by-distance AP-
QM/MM methods. The artifact due to the speed-
dependent potential energy surface can be made
small by choosing proper criteria. I demonstrate
the SDAC method by simulations of the DD gen-
eration in bulk Silicon.

1 Introduction
Displacement damages (DD) in solid occur as the
material interacts with impinging energetic parti-
cles, during which atoms are dislodged from their
original sites by the incident particle or recoil ions,
generating both isolated defects and disordered re-
gions due to collision cascades.1–3 DD is produced
in a wide range of applications, such as in radiative
environments including nuclear reactors, accelera-
tors and the space, in the fabrication of semicon-
ductor devices with ion implantation and ion beam
deposition technologies, and in ion-beam related
analysis techniques such as the secondary ion mass
spectroscopy. Direct experimental measurements
of the DD generation have been difficult due to the
small spatial and temporal scales, and much effort
has been devoted to simulation studies.4–35

A large number of atoms are needed for simulat-
ing the DD generation, since its collision cascades
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may span several nanometers.1,2,16 The number of
atoms exceeds the ability of highly accurate ab i-
nitio quantum mechanical (QM) methods such as
the density functional theory (DFT).36–38 More
computationally efficient methods such as the bi-
nary collision approximation (BCA)39–42 and the
molecular dynamics (MD) with classical molecu-
lar mechanics (MM) potentials are therefore dom-
inant in simulation studies of the DD. Both meth-
ods have limitations: BCA cannot describe col-
lective many-body effects,4,5,17,18 and its Frenkel-
pair based description of the DD becomes inappro-
priate for the amorphous disordered regions;4,18,19

classical MD is less accurate for the far-from-
equilibrium geometries during collision cascades,
and does not fully account for the changes in the
electronic structure.6,17,20–22,43 The deficiencies of
these methods in simulating the DD can be seen
in the QM studies of model systems,20–23 which
reveal effects and processes in the DD that were
missing from BCA and classical MD simulations.
A more clear demonstration of the deficiencies is
recently provided by Hamedani, et al,14 in which
a DFT-trained machine-learning potential is shown
to yield highly different DD results from those of
commonly used classical potentials.

Quantum mechanics/molecular mechanics
(QM/MM) methods44–50 combine the accuracy
and explicit treatment of electrons of QM methods
and the efficiency of classical MM potentials, and
it should be able to cure the aforementioned defi-
ciencies of the BCA and the classical MD while
avoiding the overwhelming computational cost of
pure QM simulations. QM/MM methods partition
the simulated system into small active (QM) re-
gions and large environmental (MM) regions, treat
the atoms in QM and MM regions with higher-
level and lower-level methods respectively, and
couple the QM and MM parts together. For the
simulation of DD, the active regions would consist
of the regions in which classical MM potentials
become less accurate, such as the regions around
recoil ions (including the primary knock-on atom,
the PKA) due to their strong disturbance to the lo-
cal electronic structure, and the disordered regions
with far-from-equilibrium geometries. Both types
of regions would occur or vanish dynamically dur-
ing the simulation, disqualifying the application of
regular QM/MM methods in which the partition

of the system is determined beforehand and kept
fixed.

Adaptive-partitioning (AP) QM/MM49–61 ex-
tends QM/MM and allows the partition of the sys-
tem to change during the MD simulation. Most
of the energy-conserving AP-QM/MM method-
s partition the system according to distances to
active region centers.54,55,57,58 The active region
centers are chosen beforehand and kept fixed dur-
ing the simulation, which is unsuitable for the
simulation of the DD. Recently, I developed an
adaptive-center (AC) method62 which allows ac-
tive region centers to change on-the-fly accord-
ing to any geometrical criterion, and carried out
a proof-of-concept simulation of the DD using the
virial stress per atom to identify the disordered re-
gions. The regions with far-from-equilibrium ge-
ometries are treated with QM in the AC simulation
as expected, but the AC method fails to identify the
regions around the fast-moving recoil ions as QM
regions, since it would require a speed-dependent
criterion. Aside from this problem, it is observed
that the sizes of the QM regions change rapidly in
the AC simulations,62 which hampers the accura-
cy of the simulation.

In this paper, I develop a speed-dependent
adaptive-center (SDAC) partitioning method
for carrying out proper adaptive-partitioning
(AP)49–61 QM/MM simulations of the DD. The
method is (a) compatible with all the exist-
ing energy-conserving AP-QM/MM methods
that partition the system by distances to active
sites,51–55,57,58,63,64 (b) able to determine active
region centers according to any atomic proper-
ty that is fully determined by the positions and
speeds of atoms, and (c) yields a smooth potential
energy surface (PES) by construction. I derive the
non-Lagrangian equation of motion (EOM) for the
speed-dependent PES, and show that the artifact of
the EOM can be negligible with properly chosen
criterion. I carry out SDAC-AP-QM/MM simula-
tions of the DD in Silicon to showcase the power
of the method.
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2 Method

2.1 Adaptive partitioning by distance
with adaptive centers

The QM/MM partitioning is determined in most
AP-QM/MM methods according to distances to
active region centers51–58,63,64 as illustrated in Fig.
1. For each atom, one calculates a weight accord-
ing to its distances to the centers. The weight is
0, 1 or in the (0,1) range when the atom belongs
to the MM, QM or buffer region. For atom α , its
weight λα is calculated according to

λα = 1−
Centers

∏
ζ

[1− f (λ̃α,ζ )], (1)

where

f (λ̃α,ζ ) = 10λ̃
3
α,ζ −15λ̃

4
α,ζ +6λ̃

5
α,ζ , (2)

and

λ̃α,ζ =

1−
Rα,ζ −RQM

ζ

W buf
ζ

θ(Rα,ζ −RQM
ζ

)

×θ(RQM
ζ

+W buf
ζ
−Rα,ζ )+θ(RQM

ζ
−Rα,ζ ),

(3)

with θ being the Heaviside step function, Rα,ζ =∣∣∣~Rα −~Rζ

∣∣∣ being the distance between atom α and

center ζ , RQM
ζ

and W buf
ζ

being the radius of the
QM region and the thickness of the buffer region
associated with center ζ . Although different AP-
QM/MM methods use the atomic weights λ of Eq.
(1) differently, all treat the buffer atoms with both
the QM and the MM methods, and the weight of
a buffer atom represents the percentage of its QM
character.

The AC method62 determines whether an atom
is an active region center according to any atomic
property (denoted as ξ ), with the restriction that ξ

can be fully determined by atomic positions. RQM
ζ

MM

b b

1 2

QM

Buffer

RQM
1W buf RQM
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Figure 1: Illustration of the AP-QM/MM partition
of the system according to distances to active re-
gion centers. Two active region centers (1 and 2)
are drawn in the figure.

in the AC method is calculated by

RQM
ζ

= RQM
max

{
θ(ξζ −ξ

QM
max)+θ(ξ QM

max−ξζ )

×
[
θ(ξζ −ξ

semi
min ) f (ξζ )+θ(ξ semi

min −ξζ ) f (ξ semi
min )

]}
,

(4)

where f is a smoothing function,62 RQM
max, ξ semi

min ,
ξ

QM
min , ξ

QM
max are the AC partition parameters satis-

fying ξ semi
min < ξ

QM
min < ξ

QM
max . W buf of all centers are

calculated by

W buf =− RQM
ζ

∣∣∣
ξζ=ξ semi

min

. (5)

An atom ζ is an active region center if RQM
ζ

> 0, is

a regular atom if RQM
ζ

+W buf ≤ 0, and is denoted

as a semi-center if RQM
ζ
≤ 0 and RQM

ζ
+W buf >

0. A semi-center only has associated buffer region
but no QM region.

The transition forces in AP-QM/MM are the
weights’ contribution to the forces. They have the
following form in the AC method:

~F tr
α =−∑

β

[
∂V
∂λβ

(
∇~Rα

λβ +∑
γ

∂λβ

∂ξγ

∇~Rα
ξγ

)]
,

(6)
where V is the QM/MM potential energy (PE) de-
fined as

V =V QM +V MM +V int, (7)

with V QM and V MM being the potential energies of
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the QM and MM subsystems respectively, and V int

being the interaction energy between the QM and
MM subsystems.

The atomic weights λ and the criterion ξ are
completely determined by atomic positions, so the
PE of Eq. (7) is also completely determined by
atomic positions in the AC method. The total ener-
gy is equal to the Hamiltonian for such a PE65 and
is conserved in microcanonical (NVE) simulations
with the Newton’s second law EOM derived from
the Lagrangian dyanmics.

2.2 The SDAC equation of motion
I develop the SDAC method by extending the AC
method to allow speed-dependent criterion, so as
to carry out QM/MM simulations of the DD gen-
eration in solids. Such simulations are carried out
in the NVE ensemble with temperature controlling
layers,4–15 so I only discuss NVE simulations in
the following. A speed-dependent ξ results in a
PES that depends on both the atomic positions and
the speeds, and the Newton’s second law EOM no
longer applies. The Hamiltonian of the system be-
comes65

H = T +V −∑
α

~̇rα ·∇~̇rα
V, (8)

where T and V are the kinetic and QM/MM po-
tential energies respectively, ~rα is the position of
atom α , and the dot in ~̇rα represents taking the
time derivative.

Eq. (8) describes the dynamics of the artificially
constructed SDAC-AP-QM/MM system instead of
that of the real system, however, as the NVE EOM
derived from Lagrangian dynamics (Appendix A)
conserves the Hamiltonian of Eq. (8) instead of
the total energy E = T +V .65 Since the purpose of
simulations is to study the real system, I derive the
following energy-conserving SDAC EOM starting
from Ė = 0:(

mα +
1

vα

∂V
∂vα

)
~aα =−∇~rα

V, (9)

where mα is the mass of atom α , vα =
∣∣~̇rα

∣∣ is the
speed of atom α , and ~aα = ~̈rα is the acceleration

of atom α . ∂V/∂vα is

∂V
∂vα

= ∑
β

∂V
∂λβ

∑
γ

∂λβ

∂ξγ

∂ξγ

∂vα

. (10)

The speed-dependent effective mass (SDEM)
(1/v)(∂V/∂vα) in Eq. (9) is an artifact of the
SDAC method. It is the side-effect of smoothly
joining the QM PES and the MM PES with atomic
weights Eq. (1), similar to the transition forces of
Eq. (6). Transition forces lead to geometry dis-
tortions,55,66,67 and the SDEM also lead to devi-
ations from the real dynamics. Transition forces
can be corrected by adding compensating terms to
the Hamiltonian54,55,67 or by dropping it directly
in simulations coupled to a thermostat.66 The S-
DEM can be treated similarly either by develop-
ing a Hamiltonian correction or by discarding the
term. For AP-QM/MM methods that mix the re-
sults of many QM and MM calculations54–57 (re-
ferred to as multi-pass methods hereafter), it is s-
traightforward to develop Hamiltonian corrections
of transition forces,54,55,67 and the same goes for
the correction of the SDEM.

For simulations of the DD generation, the com-
putational cost of the multi-pass methods can be
overwhelming.62,68 I use the mod-SISPA method
of my previous work68 in this paper, which only
need one QM and one MM calculations for each
time step. For such ‘single-pass’ AP-QM/MM
methods,58,68 corrections to the transition forces
and the SDEM are unavailable and difficult to de-
velop. Since most DD simulations are done in the
NVE ensemble,4–15 neglecting the SDEM is inap-
plicable as well. I therefore do not apply correc-
tions to the SDEM for the SDAC simulations in
this paper. This is reasonable if the SDEMs are or-
ders of magnitudes smaller than mα , which would
ensure the dynamics closely follow that of the real
system. In Sec. 3.2, I show that a properly cho-
sen functional form for ξ can effectively reduce
the size of the SDEM.

The velocity Verlet algorithm69,70 is the most
common time integration algorithm in MD simula-
tions, but it is inapplicable to the integration of Eq.
(9) due to its assumption of velocity-independent
acceleration. The extended phase space (EPS) al-
gorithm71–74 is an explicit time integration algo-
rithm applicable to non-Lagrangian EOMs such
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as Eq. (9). It extends the initial phase space
({~rα},{~vα}) with its duplicate

(
{~̃rα},{~̃vα}

)
at the

initial time, and carries out a leapfrog-type time
integration75 in the EPS. The EPS algorithm does
not show accumulation of numerical error in the
total energy, despite being symplectic70 only in
the EPS and not in the original phase space.71 I
use the EPS algorithm for all time integrations of
Eq. (9) in this paper. Details of the EPS algorithm
are available in Appendix B.

3 Results
I demonstrate the SDAC method by simulations
of the DD generation in bulk Silicon. The num-
ber of QM calculations involved in the multi-pass
AP-QM/MM methods54–57 is at least the number
of buffer atoms, which is too high for DD simula-
tions. I use the mod-SISPA AP-QM/MM method
of my previous work68 which only requires one
QM calculation per PE evaluation. Since a purely
QM calculation of the entire system is impracti-
cal, I check the energy conservation of SDAC with
MM/MM calculations. MM/MM calculations are
also carried out to verify the SDAC method against
a purely MM calculation.

I use the density-functional tight-binding (DFT-
B) method76–78 for the QM calculation and the
Stillinger-Weber (SW) potential79 as the MM
method in QM/MM simulations. The Tersof-
f potential80 with the Ziegler-Biersack-Littmark
(ZBL) short-range interaction41 (Tersoff/ZBL) is
used as the ’higher-level’ method for the MM/MM
simulations in Sec. 3.2.

I implement the SDAC method in the LAMMP-
S81,82 code, and the DFTB calculations in mod-
SISPA are carried out with a modified version of
the DFTB+83 code. The OVITO software84 is
used for the visualization of the results.

3.1 SDAC criterion using full per-
atom stress

In the AC simulations of my previous work,62 the
criterion ξ virial for the proof-of-concept DD simu-
lations is

ξ
virial
α = log10

∣∣∣Vα

(
σ

xx
V,α +σ

yy
V,α +σ

zz
V,α

)∣∣∣ , (11)

where Vα is the volume of atom α , and
↔
σV,α is the

virial contribution to the per-atom stress tensor of
atom α:

↔
σV,α =

~rα ⊗~Fα

Vα

, (12)

with ⊗ representing tensorial direct product, ~rα

and ~Fα being the position and the force of α re-
spectively. To simplify the implementation, I eval-
uate ~Fα of Eq. (12) with the Lennard-Jones poten-
tial with the OpenKIM parametrization.85–88
↔
σV,α is fully determined by the geometry of the

system. Since ξ virial
α is the smallest at equilibri-

um geometry, it is able to identify the regions with
far-from-equilibrium geometry as QM regions. It
can be argued that the regions around the fast-
moving recoil ions should have higher priority for
the QM treatment, however, since the electronic
stopping power41,42,89,90 and the electron-phonon
coupling can influence the range of the ion and the
shape of the cascade.90 ξ virial only identifies the
fast-moving recoil atoms as active region centers
when they are about to collide with other atoms as
demonstrated in Fig. 2, leading to an inconsistent
description of the electronic effects1–3,90,91 of the
DD.

 0
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Figure 2: The number of QM and buffer atoms de-
termined by the AC (ξ virial curve) and the SDAC
(ξ full curve) methods in a MD simulation of the D-
D generation with the Tersoff/ZBL potential. The
insets show snapshots of the QM and buffer atoms,
and the color coding indicates the atomic weights
(blue-white-red representing λ = 0 to λ = 1). The
upper insets are snapshots of the SDAC simula-
tion, and the lower insets are snapshots of the AC
simulation.

For the SDAC simulations in this paper, I use
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ξ full as the criterion:

ξ
full
α = log10

∣∣Vα

(
σ

xx
α +σ

yy
α +σ

zz
α

)∣∣ , (13)

where the full per-atom stress
↔
σα is

↔
σα =

mα~vα ⊗~vα +~rα ⊗~Fα

Vα

, (14)

with ~vα being the velocity of atom α . The SDAC
method identify both the regions around recoil ion-
s and with the distorted geometries as QM region-
s using ξ full, and the QM and buffer regions do
not change as rapidly as the AC simulations using
ξ virial (Fig. 2).

3.2 Validation of the SDAC method
I validate the SDAC EOM Eq. (9) by comparing
SDAC MM/MM results with those calculated with
the ‘lower-level’ (SW) and the ‘higher-level’ (Ter-
soff/ZBL) MM method. The active regions and the
atoms inside are still referred to as QM regions and
QM atoms for these MM/MM simulations.

3.2.1 Conservation and the SDEM

I check the energy and momentum conservation
of the SDAC method with NVE simulations. The
simulations are carried out with an 17× 17× 17
bulk Si supercell equilibrated at 300K with peri-
odic boundary conditions. I use a variable time
step so that max allowed distance for an atom to
move in one time step is 0.002Å, and the max time
step is 1 fs. The lattice constant is fixed at 5.43 Å
to ensure that the results of different methods are
directly comparable. The Si atom at the center of
the simulation box is chosen as the PKA. The ini-
tial kinetic energy of the PKA is set to 1 keV, and
the initial velocity is 7◦ away from the z direction
to avoid channelling.10,34 The results are shown in
Fig. 3. An AC calculation with ξ virial as crite-
rion and MM calculations with Tersoff/ZBL and
SW potentials are carried out for comparison, and
the velocity Verlet algorithm is used for their time
integration.

Fig. 3(a) shows that the numerical errors in the
SDAC total energies are at the same orders of mag-
nitude as those in the AC and MM total energies.
The SDAC total energy errors do not accumulate
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Figure 3: The energy and momentum conservation
of the SDAC method in NVE simulations. Panel
(a) plots the changes in the total energies with re-
spect to time. Panel (b) plots the per-atom change
of the total momentum with respect to time. The
SDEMs with the largest absolute value are plot-
ted in panel (c) for comparison. The partition pa-
rameters are RQM

max = 4 Å, ξ semi
min = 8, ξ

QM
min = 9, and

ξ
QM
max = 10 for the AC and the SDAC simulations.
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over time, which verifies the stability of the EPS
algorithm applied on the EOM Eq. (9). The ener-
gy conservation is ensured by the EOM and is not
affected by the changes in the SDEM.

Fig. 3(b) plots the numerical error in the total
momentum per atom comparing with the value at
the initial time, which measures the deviation from
momentum conservation. The momentum is con-
served in the MM and AC simulations. The SDAC
appears to be worse in this aspect with much larg-
er errors than those of the MM and the AC sim-
ulations. The inset of Fig. 3(b) plots the SDAC
total momentum errors when using velocity Verlet
time integration. Such simulations do not conserve
the total energy, but the total momentum errors are
at the same orders of magnitudes as the MM and
the AC simulations. This shows that the deviation
from momentum conservation of the SDAC curves
is purely numerical due to the EPS time integra-
tion, since the actual time propagation happens in
the extended phase space, but the curves plotted in
Fig. 3(b) are obtained by projection (Appendix B).
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Figure 4: The SDEMs with the largest absolute
value in MM/MM simulations, showing the effect
of changing the partition parameters (RQM

max, ξ semi
min ,

ξ
QM
min , ξ

QM
max) on the SDEM. The reference curve is

the ξ full curve in Fig. 3(c). The partition param-
eters of other simulations are listed in the follow-
ing: (a) RQM

max = 3 Åand 4.5 Å; (b) ξ
QM
min = 8.875

Åand 9.125 Å; (c) ξ semi
min = 7.875 Åand 8.125 Å;

(d) ξ
QM
max = 9.875 Åand 10.125 Å.

Small SDEMs are needed to ensure that the S-
DAC dynamics is close to that of the real system.

The SDEM depends on 1/vα , ∂V/∂λβ , ∂λβ/∂ξγ

and ∂ξγ/∂vα according to Eq. (10). The third
term is directly determined by the partition param-
eters (RQM

max, ξ semi
min , ξ

QM
min , ξ

QM
max), and the second and

fourth terms are indirectly affected. These terms
do not change monotonically with respect to pa-
rameter changes. Fig. 4 demonstrate the changes
in max SDEM induced by changes in the parti-
tion parameters, and none of the partition param-
eter changes can lead to a smaller max SDEM at
all times. For example, a smaller W buf can be ex-
pected to lead to smaller SDEM, since there are
less ∂V/∂λβ terms which are observed to have the
same sign in many situations. This can be achieved
with smaller RQM

max, ξ
QM
min and larger ξ semi

min , ξ
QM
max .

Although in many time periods the corresponding
curves in Fig. 4 are closer to zero than the ref-
erence, some of the peaks become higher due to
the increase of ∂λβ/∂ξγ , which is another effect
of having a smaller W buf. It is therefore difficult to
tune the size of the SDEM by changing partition
parameters.

A more reliable way to reduce the size of the S-
DEM is to change the functional form of the crite-
rion. I demonstrate this with the following ξ v and
ξ logv criteria:

ξ
v
α = vα , (15)

ξ
logv
α = log10 vα . (16)

Fig. 5 plots the max SDEMs when using ξ full,
ξ logv and ξ v as criteria. The initial direction of
the PKA of these simulations are different from
those in Fig. 3 to enhance the contrast. The parti-
tion parameters ensure that W buf = RQM

max (4 Å) for
all simulations, so that the difference between the
ξ v and ξ logv curves is entirely due to the different
functional form.

The ∂ξγ/∂vα term of Eq. (10) for the curves in
Fig. 5 are

∂ξ full
γ

∂vα

=
2mαvαδαγ∣∣Vα

(
σ xx

α +σ
yy
α +σ

zz
α

)∣∣ ln10
, (17)

∂ξ v
γ

∂vα

= δαγ , (18)

∂ξ
logv
γ

∂vα

=
δαγ

vα ln10
. (19)
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Figure 5: The SDEMs with the largest absolute
value in MM/MM simulations using ξ full

α , ξ v
α , and

ξ
logv
α as the criteria. For this figure, the initial

velocity of the PKA is along the (001) direction.
RQM

max = 4 Å for all simulations. The partition
parameters of the ξ full simulation is the same as
in Fig. 3. The partition parameters of the ξ v

simulation is ξ semi
min = 0.1vinit

PKA, ξ
QM
min = 0.55vinit

PKA,
ξ

QM
max = vinit

PKA, where vinit
PKA is the initial speed of

the PKA. The partition parameters of the ξ logv

simulation are ξ semi
min = log10(0.1vinit

PKA), ξ
QM
min =

[log10(0.1vinit
PKA) + log10(v

init
PKA)]/2, and ξ

QM
max =

log10(v
init
PKA).

Since ∂ξ v
α/∂vα = 1, the ξ v curve in Fig. 5 rep-

resents the changes of SDEM due to the other three
terms in Eq. (10). The ξ v curve has sharp valleys
at about 0.006 ps and 0.026 ps which correspond
to collisions between the PKA and other atoms,
while ξ logv curve does not have such features even
though its functional form differs from ξ v only by
a simple logarithm. This is due to the difference
in Eqs. (18) and (19), which behaves as O(1) and
O(1/vα) respectively. At about 0.006 ps and 0.026
ps, the atom corresponding to the max SDEM is
the PKA, and the ξ logv max SDEM is much small-
er than the ξ v one since the speed of the PKA is
large. At other times (such as between 0.011 ps
and 0.015 ps), the atom corresponding to the max
SDEM may not be the PKA, so the ξ logv max S-
DEM may become larger instead.

Since ∂ξ full
γ /∂vα behaves as O(vα) when vα is

small, and behaves as O(1/vα) when vα is large,
the ξ full max SDEM is always small, making it
a much better choice as the criterion than ξ v and
ξ logv In the inset of Fig. 5, the ξ full curve is smal-
l comparing to the atomic mass of Silicon at all
times.

3.2.2 Comparison of dynamics

I use SDAC MM/MM simulations to check the
agreement between the SDAC dynamics and the
dynamics described by the ‘higher-level’ MM po-
tential. The simulations are carried out in a 15×
15×15 supercell. The 2 outermost layers of atom-
s are fixed,4,7,9,10 and the next 4 layers of atom-
s are Langevin thermostated92 at 300K following
the setup in literature.4–15 This allows the excess
energy introduced to the system by the PKA to dis-
sipate in order to simulate the DD generation. The
initial kinetic energy of the PKA is set to 0.5 keV,
and the initial direction of the PKA is the same
as in Sec. 3.2.1. The partition parameters are the
same as in Fig. 3.

Fig. 6(a) plots the average temperature of the
interior region (inside the temperature controlling
layers) where the DD generation takes place. Al-
though the temperature is not well-defined for the
non-equilibrium process, its change over time can
be used as a rough indicator of the rate of the dis-
sipation of the excess energy. In the SDAC and
AC MM/MM simulations, the dissipation of the
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excess energy is mainly determined by the ‘lower-
level’ potential (SW), since the ‘higher-level’ po-
tential (Tersoff/ZBL) only controls the interaction
of atoms in the active regions. Fig. 6(a) agrees
with this analysis: the difference between the SW
and the Tersoff/ZBL curves can be seen clearly
during 0.01∼0.025 ps and during 0.1∼1 ps, and
both the AC and the SDAC curves in these dura-
tions follow the SW curve closely as expected.
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Figure 6: The temperature, the max atomic speed
and the number of QM/buffer atoms of AC (ξ virial)
and SDAC (ξ full) simulations. Results of MD sim-
ulations with SW and Tersoff/ZBL potentials are
plotted for comparison. The temperature is ob-
tained from the average kinetic energy of the non-
thermostated atoms. Panels (a)-(c) plot the result-
s of simulations including transition forces, and
panels (d)-(f) plot the results of simulations with-
out transition forces.

The maximum speeds of all atoms are plotted in
Fig. 6(b). The difference between the SW and
the Tersoff/ZBL curves is the most obvious dur-
ing 0.008∼0.07 ps. Since the regions around fast-
moving atoms are active regions in the SDAC sim-
ulation, the SDAC curve is close to the ‘higher-
level’ Tersoff/ZBL curve in this time duration, and
the degree of the agreement between these curves
indicate the quality of the adaptively determined
partition of the system. The AC curve also follows
the trend of the Tersoff/ZBL curve, since the fast-

moving atoms about to collide with other atoms
are also identified as active region centers.

Fig. 6(c) plots the number of QM/buffer atoms.
The QM/buffer regions of the AC simulation van-
ish at about 0.1 ps, but those of the SDAC sim-
ulation continue to exist until about 6.3 ps, and
the number of QM/buffer atoms oscillates rapid-
ly. This is an artifact due to the inclusion of the
transition forces of Eq. (6). The transition forces
lead to an artificial heating of the buffer region,
which affects the speed of the active region cen-
ter through the interactions with the buffer atoms.
The overall effect is that ξ full of the active region
center does not drop below ξ semi

min for a long time.
The heating of the buffer region also exists for the
AC simulation, but the effect is not as significan-
t since its criterion does not depend on the speed.
The small peak at about 6.3 ps in the SDAC curve
of Fig. 6(b) is also due to the artificial heating by
transition forces.

As mentioned before, Hamiltonian corrections
to transition forces are unavailable for the mod-
SISPA AP-QM/MM method used in this paper.
Pezeshki et al66 suggested that the transition
forces should be discarded directly to avoid the ge-
ometry distortion and the artificial heating, and the
system is coupled to a thermostat since the energy
is no longer conserved. The results of the corre-
sponding AC and SDAC simulations without tran-
sition forces are plotted in Fig. 6(d)-(f). The d-
ifference between Fig. 6(c) and (f) confirms that
the long tail of the SDAC curve is due to transition
forces. The heating of the buffer region is also ev-
ident by comparing the curves of Fig. 6(a) and
(d) during 0.01∼0.02 ps. Without the transition
forces, the SDAC max speed curve in Fig. 6(e) has
a much better agreement with the ‘higher-level’
Tersoff/ZBL curve in the 0.008∼0.07 ps time du-
ration than the curve in Fig. 6(b).

Amorphous disordered regions form in the D-
D generation process.5,7,18,28,93–95 Different prop-
erties are used in literature to identify the atom-
s in the disordered region, such as the atomic
potential energies,4,7 the bond angles,5 the ring
structures,15,28 the Lindemann spheres,9,30 and the
time-average of atomic positions.10 The Wigner-
Seitz defect analysis84 has been widely used as
well,6,11,14,21 even though it is less suitable for
amorphous structures. I use the atomic potential
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s (panel b) plotted with respect to the simulation
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energy for simplicity, and atoms with potential en-
ergies greater than the crystalline average by 0.2
eV4,7 are identified as disordered atoms. All the
atomic potential energies are calculated with the
SW potential so that the results can be compared
directly. I also use the Wigner-Seitz defect anal-
ysis to find interstitial and vacancy defects in the
following.

Fig. 7 plots the number of interstitials (Nint)
in panel (a) and the number of disordered atoms
(Nam) in panel (b). It shows that the defect gen-
eration finishes at about 0.15 ps, and most of this
process is described by the ‘higher-level’ method
in AC/SDAC simulations, since the QM/buffer re-
gions exist at least for 0.1 ps according to Fig. 6.
Fig. 7 confirms this as the curves of AC/SDAC
simulations are close to the Tersoff/ZBL curve for
the first 0.1 ps. After 0.1 ps, the dynamics is de-
scribed by the ‘lower-level’ SW potential in the
AC simulations and the SDAC simulation without
transition forces, and the curves of these simula-
tions in Fig. 7 slowly deviate from the Tersof-
f/ZBL curve.

Due to the unphysical heating of the buffer re-
gion by transition forces, the QM/buffer regions of
the SDAC simulation with transition forces does

not vanish until about 6.3 ps. The deviation of the
ξ full curve from the Tersoff/ZBL curve is conse-
quently not as much as other AC and SDAC curves
after 0.1 ps. This is not an advantage, however, s-
ince other aspects of the dynamics (such as vmax)
become worse.

The number of defects stabilizes as the system
cools down to 300 K at about 10 ps. For SDAC
with/without transition forces, the numbers of de-
fects left at 10 ps are either in between that of the
SW and the Tersoff/ZBL potentials or very close
to that of the SW potential. For AC simulation-
s, however, the numbers of defects left at 10 ps
are much less. This demonstrates the deficiency
of the AC method in the simulation of DD gen-
eration. The AC method can only partition the
system according to geometrical criteria. With the
AC method, the collision of atoms is treated with
the higher-level method only after atoms are very
close to each other, and is treated with the lower-
level method when atoms are not close enough
(Fig. 2), so the description of the collision pro-
cess is inconsistent. This affects the geometries
of the defect clusters and leads to the much faster
healing of damage. The entire collision process is
described consistently by the higher-level method
in SDAC simulations, and the resulting annealing
behaviors in Fig. 7 are more reasonable.

Fig. 8 shows the geometries of the amorphous
disordered regions in the simulations at 0.15 ps
and at 10 ps. The sizes of the amorphous regions
are characterized by the radius of gyration5 (〈dR〉
in Fig. 8), which is defined as

〈dR〉=

√
1

Nam

disordered

∑
α

|~rα −~rcm|2, (20)

with~rcm = 1
Nam

∑
disordered
α ~rα . 〈dx〉, 〈dy〉, and 〈dz〉

are defined similarly. The aspect ratios 〈dx〉/〈dy〉
and 〈dx〉/〈dz〉 in Fig. 8 characterize the morphol-
ogy of the disordered region.

At 0.15 ps, the front view of the disordered re-
gion of the SW simulation has a roughly elliptical
shape which is rotated clockwise, and that of the
Tersoff/ZBL simulation is roughly wedge-shaped
with the narrow side pointing bottom left. The
SW one is also larger in size and more extended
in the x direction comparing with that of the Ter-
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⟨dx⟩
⟨dy⟩ = 1.346

⟨dx⟩
⟨dz⟩ = 1.070

SW
10 ps

⟨dR⟩ = 12.71 Å
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⟨dx⟩
⟨dy⟩ = 0.8532

⟨dx⟩
⟨dz⟩ = 0.7650

ξvirial w/o F tr

10 ps

⟨dR⟩ = 8.960 Å
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Figure 8: Front view (xz plane) snapshots of the amorphous pockets in the simulations. The atoms in
the amorphous regions are identified by the atomic potential energy. The blue-white-red color coding
represent the y coordinate from small to large.

soff/ZBL simulation. All the AC and SDAC sim-
ulations result in disordered regions with similar
shapes and sizes as in the Tersoff/ZBL simulation,
showing that the AC and SDAC methods are able
to correctly identify the active regions of the DD
process and apply the ‘higher-level’ Tersoff/ZBL
potential to these regions.

At 10 ps, most of the damage in the SW simu-
lation is healed, and remaining disordered atoms
are grouped in several smaller clusters with sim-
ilar sizes. In the Tersoff/ZBL simulation, a large
number of disordered atoms remains, and most of
them belong to a large cluster. The dynamics of the
annealing process for all AC/SDAC simulations is
determined by the SW potential, but the resulting
stabilized disordered regions have very differen-
t shapes. The AC simulations end up with very
few disordered atoms and does not resemble the
results of both the SW and the Tersoff/ZBL sim-
ulations. For the SDAC simulations, the numbers
of disordered atoms at 10 ps are almost the same
as that of the SW simulation according to Fig. 7,
but the geometry of the disordered region retains
some of the characters of that of the Tersoff/ZBL
simulation, since the disordered atoms are mostly
gathered in a large cluster.

3.3 SDAC QM/MM simulation of the
DD generation in bulk Silicon

In the following, I demonstrate the SDAC method
with actual QM/MM simulations using DFTB and
the SW potential as the QM and the MM method-

s. The transition forces are neglected in the SDAC
QM/MM simulation. The simulations are carried
out with a 20×20×20 supercell, and other aspects
of the simulations are the same as in Sec. 3.2.2. An
MD simulation with the SW potential and an (Ter-
soff/ZBL)/SW MM/MM simulation without tran-
sition forces are carried out for comparison. ξ full

is used as the SDAC criterion for QM/MM and M-
M/MM simulations, and the partition parameters
are the same as in Sec. 3.2.2.

Fig. 9 plots the same quantities as in Fig. 6. A S-
DAC QM/MM simulation with transition forces is
carried out for comparison, whose curves are plot-
ted in the insets of Fig. 9, and such a simulation
stops at about 0.12 ps as the buffer regions begin to
touch the temperature controlling layer. The tem-
perature in the inset of Fig. 9(a) increases over
time, showing that the QM/MM artificial heating
due to transition forces is much worse than that of
MM/MM comparing with Fig. 6(a). This signifies
the large difference in the description of the inter-
actions in the QM and MM methods, which de-
termines the sizes of the transition forces through
∂V/∂λα . The SDEM in the QM/MM simulation
is in the range of [−2.5,0], which is about 10 times
larger than the ξ full curve of Fig. 5, but still small
comparing with the atomic mass of Si. By carry-
ing out simulations without the SDEM, I find the
effect of the SDEM on the result being much s-
maller than that of the transition forces.

The relative strengths of the QM and the MM
interactions can be seen from the different behav-
iors of the curves in Fig. 9. The average temper-
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Figure 9: The temperature, the max atomic speed
and the number of QM/buffer atoms of the SDAC
QM/MM simulation without transition forces. Re-
sults of simulations with other methods are plotted
for comparison.

atures in Fig. 9(a) show that the dissipation of the
excess energy of the PKA is slower in QM/MM
than in SW or in MM/MM, which suggests that
the QM (DFTB) interaction is in general weaker
than the MM interactions (both the SW and the
Tersoff/ZBL potentials). This can also be seen
from the vmax curves in Fig. 9(b), as the first dip
of the QM/MM curve at about 0.009 ps is much
shallower than the first dips of the SW and the M-
M/MM curves. The magnitude of the MM/MM
vmax change at about 0.024 ps is close to that of
the QM/MM curve, showing the effect of the ZBL
short-range interaction.

Fig. 10 shows that the damaged region grows
slower in QM/MM as the peaks of the QM/MM
curves occur later than those of the SW and the
MM/MM curves. This agrees with the recently re-
ported machine learning results,14 where the num-
ber of interstitials reaches the maximum later than
in simulations with SW or Tersoff potentials. The
machine learning potential is also found to behave
similarly as the SW potential for the annealing
process in terms of Nint.14 This corroborates the
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Figure 10: The number of atoms in amorphous re-
gions (panel a), the number of interstitials (panel
b) plotted against the simulation time.

validness of the QM/MM simulation of this paper,
whose annealing stage is controlled by the SW po-
tential according to Fig. 9(c).

More atoms are treated with the higher-level
method in QM/MM than in MM/MM according
to Fig. 9(c), indicating a larger disordered region
in the QM/MM simulation. This is seen clearly in
the snapshots of Fig. 11 where the disordered re-
gion generated in the QM/MM simulation is more
extended in the y and z directions. The extended
shape of the QM/MM disordered region and the
separated small defect clusters after annealing (see
color coding) also agrees with the machine learn-
ing results of Hamedani et al.14

4 Conclusion
In this paper, I extend the AC method of my pre-
vious work62 and develop an SDAC method to
allow the active region centers in AP-QM/MM
simulations to be determined on-the-fly according
to speed-dependent properties, and I validate and
demonstrate the method by applying it on the AP-
MM/MM and AP-QM/MM simulations of the DD
generation in bulk Si. AP-MM/MM simulation-
s show that the SDAC method improves over the
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Figure 11: Front view (xz plane) snapshots of the
amorphous pockets in the simulations. The atom-
s in the amorphous regions are identified by the
atomic potential energy. The MM/MM and the
QM/MM simulations are carried out without tran-
sition forces. The blue-white-red color coding rep-
resent the y coordinate from small to large.

previous AC method, since the SDAC dynamics,
number of defects, and the shape of the disordered
region agrees better with those of the ‘higher-
level’ MM method than the AC results. Although
the motivation for developing the SDAC method
is for the simulation of the DD generation, the
method is applicable to general problems in which
active regions may occur or vanish during the sim-
ulation and have a speed dependence, such as the
dynamics of shockwaves or collisions.

The SDAC PES is speed-dependent, and the usu-
al EOM in MD becomes inapplicable. I develop an
energy-conserving SDAC EOM, which is differen-
t from Newton’s second law by the SDEM term.
The time integration of the non-standard EOM is
carried out with the EPS algorithm. The dynamics
of the SDAC QM/MM system can be expected to
be close to that of the real system when the SDEM
is much smaller than atomic masses. I show that
the size of the SDEM can be effectively tuned by
the functional form of the SDAC criterion proper-
ty, which allows the SDAC method to be applica-
ble in general systems.

The transition forces in AP-QM/MM lead to
geometry distortions and artificial heating.55,66,67

The same effect is observed in the SDAC simu-
lations, and is found to be significant when the
higher-level and lower-level methods of QM/MM
differ a lot. I find that discarding the transition

forces66 in SDAC simulations leads to obvious im-
provements to the simulations, although this may
not remove all the artifacts since the simulated sys-
tem is not fully thermostated.

Although the machine-learning potential by
Hamedani, et al14 is an important advancemen-
t of simulation methods of the DD. it is still
worthwhile to develop an QM/MM method that
combines the accuracy and explicit treatment of
electrons of QM methods and the efficiency of
classical MM potentials as an alternative way to
simulate the DD process. The black box nature
of the machine-learning potential makes it diffi-
cult to estimate the accuracy in cases beyond its
training set. The form of the machine-learning
potential remains classical and does not treat elec-
trons explicitly, so it is not clear whether it is able
to fully describe the influence of electron-phonon
coupling and of the disturbance of the electronic
structure by fast-moving recoil ions.91 Although
SDAC simulations have to use a ground-state QM
method and are still missing non-adiabatic effects,
the SDAC method provides a framework on which
improvements that allow non-adiabatic molecu-
lar dynamics (NAMD) can be made, considering
excited-state QM methods have been successfully
applied in regular QM/MM.96–104 The preliminary
SDAC QM/MM simulation presented in this work
is able to reproduce many of the characteristics
of the machine-learning results, despite remaining
issues such as the treatment of transition forces
and the SDEM term.
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A EOM derived from La-
grangian dynamics

The Lagrangian EOM that conserves the Hamilto-
nian Eq. (8) is

mα~aα =−∇~rα
V +∑

β

(
∇~rβ
·∇~vα

V
)
~vβ

+∑
β

(
∇~vβ
·∇~vα

)
~aβ . (21)

The speed-dependence of Eq. (21) is more com-
plicated than that of Eq. (9). Since all atoms are
coupled together in Eq. (21), it is difficult to es-
timate the deviation of the dynamics described by
Eq. (21) from that of the real system.

B Details of the EPS algorithm
The original phase space at the initial time is(
{~r(0)α },{~v

(0)
α }
)

, in which I use velocities in-
stead of momenta for simpler notation. In
the EPS algorithm, the original phase space
is duplicated to form an extended phase space(
{~rα},{~vα},{~̃rα},{~̃vα}

)
. The time integration

is performed in the extended phase space, and
the original phase space of a certain time step is
obtained from the extended phase space by pro-
jection. One can choose to carry out the time
integration entirely in the extended phase space,
or project back to the original phase space and
form the extended phase space with the projected
values after a few steps. The EPS time propaga-
tion operator that run in the extended phase space
for k time steps can be written as:71

Ψ
(k) = P̂◦

[
M̂2R̂ ˆ̃V ˆ̃RV̂ M̂1V̂ ˆ̃R ˆ̃V R̂

]k
◦Ĉ, (22)

so that

Ψ
(k)
(
{~r(i)α },{~v

(i)
α }
)
=
(
{~r(i+k)

α },{~v(i+k)
α }

)
.

(23)
The propagators R̂, V̂ , ˜̂R, and ˜̂V of Eq. (22) per-

form update to {~rα},
{
~̃rα

}
, {~vα}, and

{
~̃vα

}
re-

spectively:

R̂ : ~rα ←~rα +(∆t/2)~vα , (24)

V̂ : ~vα ←~vα +(∆t/2)~aα(~rα ,~̃vα), (25)
ˆ̃R : ~̃rα ←~̃rα +(∆t/2)~̃vα , (26)
ˆ̃V : ~̃vα ← ~̃vα +(∆t/2)~aα(~̃rα ,~vα), (27)

where ∆t is the size of the time step.
Ĉ of Eq. (22) is the operator that extend the o-

riginal phase space into the extended phase space:

Ĉ
(
{~r(i)α },{~v

(i)
α }
)
=
(
{~r(i)α },{~v

(i)
α },{~r

(i)
α },{~v

(i)
α }
)

(28)
The mixing operators M̂n (n = 1,2) of Eq. (22)

mixes the two parts of the extended phase space to
improve the stability of the algorithm:

M̂n
(
{~rα},{~vα},{~̃rα},{~̃vα}

)
=(

{an~rα +(1−an)~̃rα},{bn~vα +(1−bn)~̃vα},
{(1−an)~rα +an~̃rα)},{(1−bn)~vα +bn~̃vα}

)
.

(29)

The projection operator P̂ of Eq. (22) projects
the extended phase space to the original phase s-
pace:

P̂
(
{~rα},{~vα},{~̃rα},{~̃vα}

)
=(

{a~rα +(1−a)~̃rα},{b~vα +(1−b)~̃vα}
)
. (30)

Different choices of the mixing and projection
parameters of the EPS algorithm are available in
the literature,71–73 but they do not work well for
the SDAC simulations and become unstable when
the time step is larger than about 10−5 ps. This is
due to that the QM/MM partitions of the two parts
of the EPS may become different during the inter-
nal steps of the algorithm. I use a1 = a2 = 1/2,
b1 = b2 = 1/2, a = b = 1/2 in this paper simi-
lar to Luo, et al.74 Although the strong coupling
between the two parts of the EPS by these param-
eters is considered undesirable in the original EP-
S paper,71 these parameters allow the use of time
steps much larger than 10−5 ps, which is needed
for practical simulations.

The most computationally expensive step in the
time-integration is the evaluation of the potential
energy. The computational cost of the EPS algo-

14



rithm per time step is therefore about 4 times larger
than that of the velocity Verlet algorithm.
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