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Abstract 

Interest in docking technologies has grown parallel to the ever increasing number and 

diversity of 3D models for macromolecular therapeutic targets. Structure-Based Virtual 

Screening (SBVS) aims at leveraging these experimental structures to discover the necessary 

starting points for the drug discovery process. It is now established that Machine Learning 

(ML) can strongly enhance the predictive accuracy of scoring functions for SBVS by 

exploiting large datasets from targets, molecules and their associations. However, with 

greater choice, the question of which ML-based scoring function is the most suitable for 

prospective use on a given target has gained importance. Here we analyse two approaches to 

select an existing scoring function for the target along with a third approach consisting in 

generating a scoring function tailored to the target. These analyses required discussing the 

limitations of popular SBVS benchmarks, the alternatives to benchmark scoring functions 

for SBVS and how to generate them or use them using freely-available software. 

Contact: pedro.ballester@inserm.fr 

Introduction     

The primary goal of Virtual Screening (VS)[1,2] is to retrieve a small subset of molecules 

with the highest possible proportion of actives from the screened library. When a 3D 

structure of the protein target is available and the binding site is known, this problem is more 

specifically called Structure-Based VS (SBVS). Molecular docking is arguably the most 

common tool for SBVS. This type of technology has been employed to discover active 

molecules with novel chemical scaffolds in a fast and cost-effective manner[3–8].  

Docking tools incorporate a regression model, its native Scoring Function (SF), which 

provides a fast estimate of how strongly the putative protein-ligand complex binds. In 
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SBVS, the SF is used to rank molecules docked to a therapeutic target, with top-ranked 

molecules being those predicted to bind more strongly. Top-ranked molecules are hence 

those predicted to have higher binding affinity (equivalently, lower dissociation constants Kd 

or lower free energies of binding ΔGbinding), which are in turn assumed to have higher target 

activities (e.g. lower half-maximal inhibitory concentration IC50). SFs can also be used to re-

score the docked poses of putative ligand molecules. In this case, SFs can also be 

classification models returning the likelihood of the molecule to be active (class probability) 

or even directly the predicted label (active or inactive).  

SFs built with Machine Learning (ML), arguably the most developed branch of Artificial 

Intelligence (AI), have demonstrated remarkable accuracy on various drug design 

applications[9–14]. In particular, when re-scoring crystal structures with ligand-bound 

proteins, or even their redocked poses, SFs are now able to predict the affinities of these 

binding molecules with high accuracy on many targets (we just wrote a review[13] focusing 

on this problem and discussing many examples from the literature). By contrast, the 

application of SFs to SBVS is a harder problem, as SFs may struggle to simultaneously 

predict the affinities of binding and non-binding molecules. With that said, ML-based SFs 

have been found to provide accurate SBVS performance on many targets[14]. This is 

particularly true for those targets for which some of their known binders can be employed to 

train target-specific ML-based SFs[15,16].There is however uncertainty as to which SF 

would be most appropriate for a given target. To shed light into this crucial question, this 

article presents evidence-based guidelines to select SFs for prospective SBVS against a 

target of interest. 

Selecting a scoring function based on published evaluations 

This is the fastest option, but the least reliable one. This option is available if the target of 

interest is in a published study and a given SF performs well on the corresponding test set. 

The question is how much trust we can put on such results. The test set for the target 

typically consists of a set of known actives and a larger set of assumed inactives (decoys). 

Property-Matched (PM) decoys, such as those in DUDE[17] or DEKOIS2.0[18], have been 

a popular choice for benchmarking SBVS methods. PM decoys are molecules selected on 

the basis of being hard to distinguish (decoys with similar physicochemical properties to 

those of the considered active) and being likely inactives (decoys with chemical structures 
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dissimilar to that of their active). A historical perspective of PM decoys is available 

elsewhere[19,20]. 

As further discussed elsewhere[14], current SBVS benchmarks do not mimic real test sets 

and hence their ability to anticipate prospective performance must at best be suboptimal. A 

prime example of this is MUV[21], whose test sets were built from High-Throughput 

Screening (HTS) datasets. In MUV, actives that are not considered to be well embedded in 

the true inactives (called decoys in that study) are removed. However, by definition, an 

optimal embedding is the one that is provided by the real test set (the HTS library) and 

hence MUV is an unrealistic benchmark in this sense. On the other hand, the ability of 

benchmarks based on PM decoys to mimic real test sets has also been strongly criticised, as 

explained in the rest of this section. Property-unmatched decoys have been proposed as an 

alternative. Chen et al.[22] proposed an Actives as Decoys (AD) set of molecules per DUDE 

target to minimise the bias arising from the DUDE decoy selection criteria. Also, the lead 

authors of DUDE recently introduced a new benchmark using a single set of property-

unmatched decoys for all targets (Goldilocks[23]) intended to represent the physical 

properties of the library to-be-docked in a more accurate manner. 

To my knowledge, there is no evidence showing that using PM decoys makes the resulting 

benchmark predictive of prospective performance. For example, larger ligands tend to enter 

more intermolecular interactions with the target, which in turn results in larger contributions 

from the corresponding SF components. In classical SFs, these components are simply 

weighted and added up, and hence their scores correlate, to some extent, with ligand size. 

Thus, employing molecular-weight-matched decoys prevents such SFs from easily 

discriminating between actives and decoys. However, a classical SF with poor performance 

on a test set using such PM decoys could still perform well prospectively (e.g. because not 

all its measured predictive power came from ligand size correlation and hence could rank 

high differently-sized actives in the screening library). Conversely, the same SF could obtain 

excellent performance on that retrospective benchmark, but perform poorly prospectively for 

a variety of reasons (e.g. the low chemical diversity of the PM decoys not representing well 

that of inactives in the screening library). Moreover, PM-decoy-like inactives are much rarer 

in the very large screening libraries used in prospective applications (the real test sets), as 

only a small proportion of library molecules would verify all the PM selection criteria.  

The shortcomings of DUDE PM decoys have been investigated with both ML-based 

SFs[16,20,22] andclassical SFs[16,20,24,25]. Xiong et al.[16] showed that DUDE 
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overestimates the  performance of a range of SFs using protein-ligand features relative to its 

unbiased AD version (AD uses instead property-unmatched decoys[22]). When using 

ligand-only features instead, the classification accuracies on intra-target cross-validations 

are more strongly overestimated in DUDE[20] for both a classical SF based on logistic 

regression (mean AUC of 0.99) as well as ML-based SFs based on Random Forest (mean 

AUC of 1.0). Other cross-target experiments in this study[20] showed that a DUDE-trained 

SF using ligand-only features obtains essentially the same leave-target-cluster-out 

performance as a SF exploiting protein structure as well (protein-ligand features), both SFs 

built with Ragoza et al.’s Convolutional Neural Network (CNN) algorithm[26]. Based on 

this result, Sieg et al.[20] claimed that DUDE-trained SFs, regardless of whether they 

employ ligand-only or protein-ligand features, suffer from non-causal bias, because both 

employ ligand features and their performances on the DUDE benchmark are very similar 

(the latter was also found by others[22]). Models suffering from non-causal bias means here 

models that  “do not work in general but only on data that fits the bias pattern, which makes 

them unusable for prospective predictions”[20]. These authors should have tested the claim 

to support it or reject it by evaluating both SFs on data without DUDE decoy bias, but they 

did not. The claim is indeed reasonable for the DUDE-trained SF using ligand-only features 

because, deprived from any protein structure information, the observed performance should 

all come from learning the decoy bias (i.e. the ligand-driven way in which decoys were 

selected with respect to each active). However, it is not plausible for the DUDE-trained SF 

using protein-ligand features because its performance can come from two sources: learning 

decoy bias and learning how its protein-ligand features relate to binding. While the decoy-

bias component is responsible for overestimating its observed DUDE performance, the other 

component can make the SF work well on at least some other test sets without the same 

decoy bias.  

In fact, these missing experiments were carried out by other authors. There are five 

independent studies showing that DUDE-trained SFs using protein-ligand features actually 

perform very well on test sets other than DUDE. First, DUDE-trained RF-Score-VS was 

tested on 76 DEKOIS2.0 targets[27], where it obtained on average 2.5 times the enrichment 

(EF1%) of Smina. Second, this was also shown independently by Chen et al.[28] on 55 

DEKOIS2.0 targets, where DUDE-trained RF-Score-VS obtained 1.9, 3.1 and 1.9 times the 

EF1% of Smina, DLIGAND and DLIGAND2, respectively (all three are classical SFs). The 

third study presented DUDE-trained RF-based SIEVE-Score[15], which achieved a 1.9 
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times higher EF1% than Glide on average on DEKOIS2.0 targets, i.e. about twice its average 

hit rate on these targets. It must be noted that DEKOIS2.0 decoys come from similar 

selection criteria than DUDE decoys, and hence these test sets might still overestimate the 

VS performance of ML-based SFs using ligand-only features[20] (as explained before for 

DUDE decoys, any overestimation should be much smaller in ML-based SFs using protein-

ligand features). The fourth and fifth studies proposed DUDE-trained CNN-based SFs using 

protein-ligand features have also been tested on datasets with property-unmatched decoys 

obtaining hit rates between 3 and 4 times higher than those from Vina[26,29] (i.e. not only 

the performance was not poor, but actually excellent compared to this classical SF). More 

concretely, each of these datasets generated by Riniker & Landrum[30] contained 100 

diverse actives of a target along with 10,000 decoys (9,800 of these were effectively selected 

at random, while the remaining 200 were mildly atom-count-matched to an active). 

Incidentally, one of these SFs[26] was built with the same Ragoza et al.’s CNN algorithm 

that was later employed by Sieg et al. for their experiments[20], but surprisingly not even 

this directly contradictory result was mentioned by the authors.  

To sum up, the results of SFs that are trained and tested on data using the same PM decoy 

selection criteria are very likely overestimated. However, if training set and test set 

employed decoys selected in different ways, the retrospective performance of the 

corresponding SFs should in principle be trustworthy.  

Selecting a scoring function based on your own evaluation  

In case the SFs have not been evaluated properly, or not at all, on the target of interest, 

making your own evaluation of selected SFs may lead to the identification of a predictive 

SF. This requires retrieving all known actives for the target in relevant databases[31,32] to 

include in a test set. The other part of the test set will be a much higher proportion of decoys. 

As discussed in the previous section, employing PM decoys have important shortcomings 

arising from not capturing the properties of the test sets of interest. In ML, supervised 

learning must be performed on a training set that resembles the intended test set, otherwise 

the resulting model will be unlikely to generalise to that test set. This is consequently an 

established requirement in QSAR too, where models with applicability domains covering 

test sets of interest are sought after. More specifically, Smusz et al. have argued[33] that, 

instead of being property-matched, training set decoys should be as representative as 

possible for the libraries that undergo screening. From this perspective, selecting actives and 
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decoys in the expected proportion and with properties that are also observed in the screening 

library seems a much better option. Such property-unmatched decoys have already 

demonstrated their value to anticipate prospective performance. For instance, a retrospective 

analysis based on random decoys found that a ML-based SF (MIEC-SVM) was much more 

predictive than a classical SF (Autodock4.2) on the ALK target, which was exactly what 

was later observed prospectively[8]. This is not the only ML-based SF reporting excellent 

prospective SBVS results without any use of PM decoys[14,34]. It is important to note too 

that PM decoys are not required either to train or test QSAR models[35], despite predicting 

exactly the same in vitro potency/affinity endpoints as SFs (e.g. Kd is predicted by both 

SFs[36,37] and QSAR models[38,39]). 

On the other hand, the number of HTS datasets has strongly increased in recent 

years[32,40]. If available for the target of interest, such dataset constitutes an interesting 

alternative as a test set (containing true instead of assumed inactives, better characterising 

the chemical diversity of molecules or representing by definition a realistic active-inactive 

proportion). It is however advisable to curate HTS datasets prior to modelling [41]. While 

HTS datasets have been used to test QSAR models[42,43], this is yet to be done with ML-

based SFs. These studies are very encouraging. For example, Liu et al.[43] cross-validated a 

range of QSAR models on data from an HTS on a protein-protein interaction target (off-the-

shelf classical SFs were also tested on the same validation folds, but not ML-based SFs). 

They found that the QSAR model using RF was the most predictive. All these models were 

tested on another dataset from a second HTS subsequently carried out by the authors on the 

same target. The RF model was also found to be the most predictive in this prospective test, 

outperforming QSAR models based on deep NN algorithms and classical SFs. This shows 

again that optimal models can be anticipated without any need for PM decoys. 

Table 1 compiles several freely-available off-the-shelf generic ML-based SFs that could be 

used on the test set: NNScore[44,45], ΔvinaRF20[46], ΔvinaXGB[47], Convolutional NN[26], 

RF-Score-VS[27] or vScreenML[48]. For any employed SF, it is necessary to find out which 

protein-ligand complexes where used for training it and remove them from the test set if also 

found there. Using a freely-available classical SF, such as Vina[49], would be useful as a 

common performance baseline. In addition to evaluating the SFs on the entire test set, their 

performance on certain test subsets would be very informative. For instance, on the subset of 

complexes bound by molecules dissimilar to any training set molecule, as SFs performing 

well here should discover a higher proportion of novel compounds[5,8,48]. Another 
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example is the subset of complexes with most potent actives/binders (e.g. lowest Kd), which 

would permit identifying the SFs prone to discover the most potent ligands of the target[25]. 

TABLE 1   Selected community resources relevant to SFs for SBVS. Abbreviations: B 

(Benchmark), D (Data), SF (Scoring Function), F (Features) and M (Modelling). NB: only 

SFs for SBVS are highlighted, SFs for other applications are reviewed elsewhere (e.g.[13]). 

Resource B & D SF F M Availability 

DUDEZ Goldilocks[23]     http://dudez.docking.org/ 

AD[22]     https://doi.org/10.1371/journal.pone.0220113 

CASF[50]     http://www.pdbbind-cn.org/casf.asp 

DUDE[17]     http://dude.docking.org 

DEKOIS 2.0[18]     http://www.dekois.com 

Riniker & Landrum[30], 

MUV[21] 
    http://dx.doi.org/10.1186/1758-2946-5-26 

D-COID[48]     https://data.mendeley.com/datasets/8czn4rxz68/1 

ΔvinaRF20[46], ΔvinaXGB[47]     https://www.nyu.edu/projects/yzhang/DeltaVina 

Deep Convolutional NN[26]     https://github.com/gnina 

RF-Score-VS[27]     https://github.com/oddt/rfscorevs_binary 

SIEVE-Score[15]     https://github.com/sekijima-lab/SIEVE-Score 

vScreenML[48]     https://github.com/karanicolaslab/vScreenML 

SIEVE-Score[15]     https://github.com/sekijima-lab/SIEVE-Score 

NNScore[44,45]     https://sourceforge.net/projects/nnscore/ 

BINANA[51]     https://git.durrantlab.pitt.edu/jdurrant/binana 

Algebraic topology[52]     https://doi.org/10.1371/journal.pcbi.1005929.s002 

RF-Score v3[53]     https://github.com/HongjianLi/RF-Score 

MIEC-SVM[54]     http://wanglab.ucsd.edu/MIEC-SVM 

ODDT[55]     https://github.com/oddt/oddt 

Descriptor Data Bank[56]     http://www.descriptordb.com 

Building and evaluating a tailored machine-learning scoring function  

If not sufficiently predictive SF is identified on the test set, building a SF tailored to the 

target is on average more predictive than selecting the SF with the best average performance 

across targets[15,25]. With this purpose, there is a plethora of ML algorithms in several 

programming languages that can be tuned to this target, once data instances and features are 

in place. Table 1 compiles freely-available software to calculate protein-ligand features. 

Target-specific features can be calculated if the training set only includes ligands complexed 

with the target of interest, which gave excellent results with SIEVE-Score[15]. A target-
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specific SF can also be built using generic features (i.e. those that can be calculated for any 

target) if its training set only contains molecules complexed/docked to that target. The latter 

has been shown[16] to outperform classical SFs such as GlideScore-SP at SBVS by a large 

margin when using PM decoys (this was also true when using AD property-unmatched 

decoys). This is exciting given that there are many targets for which target-specific SFs 

could be generated (e.g. 917 single-protein targets in the ChEMBL database with at least 40 

ligands per target using an activity threshold of 10 μM[57]). Also, selecting training 

complexes with similar targets and/or ligands as those in the test set have been found to 

improve performance in this and related docking problems[27,58]. Such transfer learning is 

particularly important for those targets with few or no known ligands yet, where training or 

even test sets might not be available. The SF with the best leave-target-out cross-

validation[27] would be the most promising to tackle these challenging targets. 

Furthermore, there are now tools to facilitate the generation and validation of ML-based SFs 

by providing integrated and well-documented software packages (Table 1). For instance, the 

Descriptor Data Bank (DDB)[56] implements a ML toolbox for automatic filtering and 

analysis of descriptors (features) as well as SF training and prediction. The descriptor 

filtering module can filter out irrelevant or noisy descriptors to produce a compact subset 

from the 2,700 descriptors that are initially considered. There is also a standalone version of 

DDB for download in the form of Python command line programs and a PyMOL plugin, 

which can be used for high-throughput processing and visualisation of docked complexes.  

Another suitable software package is the Open Drug Discovery Toolkit (ODDT) [55]. This 

is a modular and comprehensive toolkit for use in chemoinformatics and molecular 

modelling in either Python programming language or its command line interface. ODDT 

handles ligand molecules in various file formats, generates features for protein-ligand 

complexes (e.g. BINANA[51], PLEC[59]) as well as ligands (e.g. USR[60], USRCAT[61]) 

and builds SFs using established ML algorithms such as RF or NN. Features and ML 

algorithms can build ML-based SFs such as RF-Score[37], NNScore[44,45] and 

PLECscore[59] on user-supplied data. Multiple metrics to quantify performance and cross-

validations for model assessment are implemented. The trained SF can be saved to a file, 

shared between users, and subsequently reloaded and used in the command line directly.  

Conclusions 
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Retrospective SBVS evaluations are crucial to select a ML model that will perform well 

prospectively on the same target (e.g.[8,43]). We have discussed here three approaches to 

this problem. The first approach is to make the selection based on published results if SFs 

have already been evaluated on the target of interest. It is however important to discard 

results where the SF has been trained and tested using data with the same PM decoy 

selection criteria, as its performance will come, to some extent, from learning the way 

decoys were selected from actives rather than learning the physics of molecular recognition. 

However, if training set and test set employed decoys selected in different ways, the 

retrospective performance of the corresponding SFs should in principle be trustworthy. 

The second approach consists in evaluating freely-available ML-based SFs oneself. This 

requires assembling a test set with molecules and their activities for the target along with a 

much higher proportion of assumed inactives (decoys). We have seen that employing PM 

decoys has important shortcomings coming from only representing one possible type of 

inactives found in screening libraries. Unlike test sets with PM decoys, property-unmatched 

decoys better representing the diversity and distribution of inactives in the intended test set 

have been shown to be predictive of prospective performance[8,43]. Striving to generate 

synthetic benchmarks exhibiting the latter capability is essential. Indeed, if benchmarks do 

not represent well the library to-be-docked, we will likely be applying prospectively SFs that 

only perform well on retrospective benchmarks and not applying actually predictive SFs that 

were not selected because of poor performance on unrealistic retrospective benchmarks. On 

the other hand, if a HTS exists for the target, using it unaltered as a test set represents the 

most realistic benchmark by definition. Regardless of whether the benchmark is synthetic or 

not, test subsets can be used to identify those SFs that excel at identifying the most potent 

and/or novel molecules for the target. 

Building and evaluating a ML-based SF tailored to the target is the last discussed approach. 

This is the most promising, as exploiting target-specific data and/or features has been found 

to be more predictive than SFs using data from any target and generic features[15,16,25]. 

However, it was also the most complex to implement, even if codes for the individual 

components were available. This approach has now been enormously simplified by the 

release of integrated and well-documented software packages provided for this purpose. 
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