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The absorption spectra of five Fe(II) homoleptic and heteroleptic complexes containing strong sigma-donating N-heterocyclic
carbene (NHC) and polypyridyl ligands have been theoretically characterized using a tuned range-separation functional. From
a benchmark comparison of the obtained results against other functionals and a multiconfigurational reference, it is concluded
that none of the methods is completely satisfactory to describe the absorption spectra. Using a compromised choice of 20%
exact exchange, the electronic excited states underlying the absorption spectra are analyzed. The low-lying energy band of
all the compounds shows predominant metal-to-ligand charge transfer (MLCT) character while the triplet excited states have
metal-centered (MC) nature, which becomes more pronounced with increasing the number of NHC-donor groups. Excited
MC states with partial charge transfer to the NHC-donor groups are higher in energy than comparable states without these
contributions. The presence of the low-lying MC states prevents the formation of long-lived MLCT states.

1 Introduction
Transition metal organometallic complexes continue attracting at-
tention for various catalytic applications,1–3 including converting
and storing solar energy in a more sustainable form. The lat-
ter endeavour is highly fueled by the increasing growth of en-
ergy demands of human society and the lack of exhaustible re-
sources. Successful examples of catalytic homogeneous and het-
erogeneous systems utilize noble-metal containing photosensitiz-
ers, see e.g. Refs. 4,5. However, from the economical and eco-
logical points of view, the replacement of noble metals with earth-
abundant, inexpensive, and not-toxic metal is enticing. Iron is a
good candidate for this purpose. Thus, iron complexes are heavily
in the spotlight, not only as promising photocatalysts, but also as
convenient alternatives for conventional processing and magnetic
storage of information due to their capabilities for photoinduced
ultrafast spin-flip.6,7

The development of new photonic materials requires under-
standing of the underlying photophysical processes9 as well as
how chemical substitution influences targeted properties, such as
the lifetime of charge-transfer (CT) states, the energetic ordering
of the electronic excited states and the reaction yields of compet-
ing photophysical channels. In applications involving spin-flip,
the interplay between local metal centered (MC) and metal-to-
ligand charge-transfer (MLCT) states is also of primary impor-
tance. To this end, theoretical modeling has emerged as a power-
ful tool to guide and complement experimental techniques.

Due to the size of most transitions metal complexes and their
large number of accessible electronic excited states density func-
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tional theory (DFT) and its time-dependent (TD) extension in the
linear-response formulation have positioned themselves as one
of the most popular computational avenues to deal with such
systems, see e.g. Refs. 10–18. The capabilities of DFT to ob-
tain ground state properties for large systems are well estab-
lished,19,20 although results might strongly depend on the em-
ployed exchange-correlation functional.21 Also the deficiencies
of DFT and TDDFT are well-known. The erroneous description
of long-range CT properties such as ionization potentials (IP),
electronic polarisabilities, and energies of CT electronic states
with conventional DFT stem from the approximate description
of the exchange potential, leading to a self-interaction error and
wrong decay of the electron density in the long-range limit.22,23

Additionally, the so-called derivative discontinuity condition24 is
not exactly fulfilled in DFT, leading to different approaches, such
as, e.g., scaled hybrids25,26 and range-separated hybrid function-
als.27,28 In particular, optimally-tuned functionals have been suc-
cessfully applied in a number of systems, yielding improved de-
scriptions of various molecular properties related to fundamental
and optical gaps such as IPs,29,30 CT and Rydberg transition ener-
gies,31–34 optical rotation, hyperfine couplings, and others.35–41

The aim of this paper is to investigate the performance of
various density functionals including tuned range-separated
ones vs. a multiconfigurational reference42 applied to the
excited-state properties of a series of iron(II) homoleptic and
heteroleptic complexes that were recently synthesized by Zimmer
and coworkers8 (see Fig. 1). These authors showed that the
introduction of strong sigma-donating N-heterocyclic carbene
(NHC) ligands in metal-organic complexes prompts to increase
the photochemically relevant MLCT state lifetime by destabilizing
e∗g orbital energies. Here, we analyze the energetics and the
nature of the electronic transitions, paying attention to the order
of MLCT versus MC states, upon introducing different changes in
the ligand substituents.

The rest of the manuscript is organized as follows. After a brief
introduction in the theory of long-range separated functionals as
well as details of multiconfigurational calculations, we present
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Fig. 1 Scheme of Fe(II) organometallic complexes from Ref. 8 studied in this work. Red dot indicates the NHC position.

our results on the lowest excited states and absorption spectra
computed with different methods for the series of iron catalysts.
We then proceed to describe the excited-state properties of the
considered complexes and analyse the nature of the lowest-lying
excited states, to conclude with the main findings.

2 Computational Details
The DFT functional optimization has been performed using two
parameters, α and ω, for the generalized form of the short-
/long-range partitioning of the Coulomb interaction43 and an er-
ror function kernel Γ(ωr12) = erf(ωr12) within the LC-BLYP func-
tional, i.e.44–46

1
r12

=
1− [α +β ·Γ(ωr12)]

r12
+

α +β ·Γ(ωr12)

r12
. (1)

In order to tune the functional for the systems 1 to 5, the so-called
∆SCF method31,47,48 has been applied. Here, the IP and EA are
calculated as the differences between the ground state energies
of systems with N and N±1 electrons, i.e.

IPα,ω (N) = Eα,ω (N−1)−Eα,ω (N) , (2)

IPα,ω (N +1) = EAα,ω (N) = Eα,ω (N)−Eα,ω (N +1) . (3)

This yields separate tuning functions

J0(α,ω) =
∣∣εα,ω

HOMO(N)+ IPα,ω (N)
∣∣ (4)

and
J1(α,ω) =

∣∣εα,ω
HOMO(N +1)+EAα,ω (N)

∣∣ . (5)

In order to obtain a proper description of the fundamental gap,
J0(α,ω) and J1(α,ω) for IP and EA should be minimized simulta-
neously leading to following tuning function:38,49

J∗(α,ω) =
√

J2
0 (α,ω)+ J2

1 (α,ω) . (6)

In principle, this function provides a manifold of (α,ω)-pairs
where J∗ is minimal. Selecting optimal values from those pairs re-
quires an additional criterion. For the exact exchange-correlation
density functional, the energy E(N) must vary linearly for frac-
tional electron numbers between integer Ns.50 This, however,
does not hold true for many functionals. Accordingly, segments
of E(N) have a certain curvature (could be both positive or nega-
tive) referred to as (de)localization error,51 for a detailed discus-

sion see Ref. 41. Tuned range-separated hybrid functionals usu-
ally result in small E(N) curvatures ensuring small delocalization
error. However, to assist an unambiguous choice of optimal pa-
rameters, we have used the curvatures of the E(N)-dependence
for fractional charges and have chosen, whenever possible, the
(α,ω)-pair whose curvature is closest to zero. As a particular
measure of the curvature we have chosen

∆ =
∫ N

N−1
dn∆(n) =

∫ N

N−1
dn |E(n)−E(N)

− [E(N)−E(N−1)](N−n) | (7)

to indicate the deviation from the idealized linear dependence,
see also Fig. 3b.

All functional tuning calculations have been performed us-
ing the 6-31G(d) basis set for all atoms. The initial geometries
have been optimized using the LC-BLYP functional with ω=0.17
bohr−1 which is typical for the complexes of this size.32 We note
that the optimized LC-BLYP geometries are nevertheless very sim-
ilar (averaged RMSD for all five complexes is 0.21, see Cartesian
Coordinates in the Supporting Information†) to the geometries
optimised with the TPSSh52,53 functional employed in Ref. 8. As
the inclusion of an implicit solvent in this tuning procedure has
been shown to deliver erroneous results,32,54 the optimal tuning
process has been done in vacuum. The step size for varying α has
been 0.05 and for ω 0.01 bohr−1.

In order to calculate the final electronic excited state ener-
gies and wavefunctions, the geometries of all investigated com-
plexes have been reoptimized employing the chosen tuned LC-
BLYP functionals with corresponding α and ω values and the
larger basis set def2-TZVP.55 On these geometries, TDDFT com-
putations were carried out with the optimally tuned LC-BLYP
functional. Comparison with multiconfigurational reference data
(see below) suggested an adjustment of the obtained (α,ω)-pairs.

A total of 50 singlet and 50 triplet TDDFT excited states have
been calculated, expecting that this number of states is enough
to capture the lowest energy region of the spectrum adequately.
Solvent effects (acetonitrile) are included implicitly within the
polarized continuum model approach.56 In order to artificially
add broadening to the spectra, each of the excitations have been
convoluted with a Gaussian function (for the FWHM see Figure
4).

All tuning calculations were done with the Q-Chem 5.1 pack-
age57 whereas further geometry optimizations and absorption
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Fig. 2 Active space composition for CASSCF/CASPT2 calculations,
shown on the example of complex 4.

spectra computations were done with Gaussian 16.58 Excited
state analysis has been done using with the TheoDORE pack-
age,59 which enables automatic quantitative wavefunction anal-
ysis and straightforward assignment of excitation localization at
predefined molecular moieties.60

For the two smallest complexes of Fig. 1 (4 and 5), complete ac-
tive space self-consistent-field61 (CASSCF) and CAS second order
perturbation theory62,63 (CASPT2) calculations with relativistic
ANO-RCC-VTZP64 basis set have performed as a reference us-
ing OpenMolcas.65 The highest possible Abelian point symme-
try group (C2 for 4 and D2 for 5) and Cholesky decomposition
have been utilized. To account for both MCLT and MC states,
the active space comprised 10 electrons in the following 12 or-
bitals (10e/12MO): three essentially non-bonding 3d-orbitals of
the iron atom as well three corresponding Rydbergs-like 4d or-
bitals to account for the double-shell effect, two σd -bonding and
two σ∗d -antibonding orbitals, and the two vacant π∗-orbitals of
ligands (see Fig. 2). State-averaging with equal weights have
been done over the 10 lowest states of a given symmetry and

multiplicity in CASSCF calculations; selected states have been
computed with state-specific CASPT2. The frozen-core approx-
imation have been utilized at the CASPT2 level. A default IPEA
shift66,67 of 0.25 a.u. and an additional imaginary shift of 0.2 a.u.
to cope with intruder states problem have been applied. To avoid
the comparison of different solvent models in different quantum-
chemistry packages, the calculations of the lowest transitions in
CASPT2 and various DFT flavors (using def2-TZVP basis set) have
been done in vacuum.

Depending on where electrons and holes are localized within
an electronic excitation, transition metal complexes can exhibit
MC, MLCT, LC, ligand-to-metal charge transfer (LMCT) or ligand-
to-ligand charge transfer (LLCT) states. The nature of these states
can be assigned by inspecting the orbitals involved in the elec-
tronic transition. However, this process is not only subjective but
very tedious if many wave function configurations contribute to
a single electronic state and on top if many electronic states are
to be analysed. In this work, the assignment of the character of
the states has been done using charge transfers numbers between
groups of atoms defined as fragments.60 Chemical intuition can
be used to partition the molecule, but it is also possible to do a
correlation analysis with subsequent hierarchical clustering60 in
order to get a comprehensive understanding of the effect a par-
ticular moiety has within a ligand. In such a procedure, charge
transfer numbers are first obtained considering every atom as an
independent fragment (with the exception of hydrogens that are
added to the connected carbon atom and thus treated as one
fragment) and then a correlation matrix of the fragments’ con-
tribution to the excited states is calculated. Through hierarchical
clustering, fragments with high correlation are then combined to
obtain an automatic fragmentation of each molecule. In this au-
tomatic fragmentation the threshold of the coefficient of determi-
nation R2 can be varied, depending on the graining desired. To
ease of analysis the amount of fragments should not be very high,
but small enough to make chemical sense.

3 Results and Discussion

3.1 Optimization of the Range-Separation Parameters

The optimal values obtained for the range-separation parameters
α and ω of the Fe(II) complexes shown in Fig. 1 are collected in
Table 1. A typical example of a 2D plot of J∗(α,ω) resulted from
single-point calculations on the grid is presented in Fig. 3a for
the complex 1. Only for 3, no minima have been found for the
1D curves constructed at the constant α values. In this case, we
have chosen the minimal point on the J0(α,ω) 2D surface that
correspond to the IP-only tuning. Importantly, the criterion of
smallest piecewise curvature does not in general provide a tool to
unambiguously select the best (α,ω)-pair, as this curvature is very
small for such tuned functionals. An example is given in Fig. 3b
for the complex 1, where the curvatures for all (α,ω)-pairs are
being two orders of magnitude smaller than for standard density
functionals.50 Based on this criterion, no exact exchange in the
short-range should be included in the functional (α = 0) for all
five Fe(II) complexes (Table 1). Previously, the fraction of the
exact exchange of 0.20 has been generally recommended for non-
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Fig. 3 a) J∗(α,ω), eq. (6), for complex 1. Red points denote minima of J∗(α,ω) at constant α values. b) The deviation from linear dependence of ∆(n),
see eq. (7), for complex 1.

Table 2 Energies of lowest MLCT and MC states (singlet (S) and triplet (T), in eV) for 4 and 5 complexes predicted by CASPT2 and various DFT
methods.

CASPT2 LC (α=0.0) LC (α=0.15) LC (α=0.2) B3LYP BLYP CAM-B3LYP
4 S MLCT 2.32 2.18 2.33 2.44 2.37 1.88 3.02
4 S MC 2.53 3.42 3.12 2.91 3.03 3.40 2.81
4 T MLCT 1.81 1.81 1.99 2.23 2.18 1.62 2.78
4 T MC 2.03 2.78 2.34 2.07 2.04 2.77 2.10
5 S MLCT 2.23 2.14 2.37 2.50 2.46 1.95 3.05
5 S MC 2.27 2.83 2.59 2.50 2.49 2.84 2.43
5 T MLCT 2.23 1.80 2.07 2.21 2.18 1.64 2.51
5 T MC 1.57 2.15 1.79 1.66 1.67 2.19 1.54

Table 1 Optimized range separation parameters, α and ω, for com-
pounds shown in Fig. 1. While α = 0 results from optimal tuning, α = 0.2
has been chosen for the TDDFT calculations after comparison with the
CASPT2 results.

Compound ω [bohr−1] (α = 0.0) ω [bohr−1] (α = 0.2)
1 0.13 0.07
2 0.14 0.08
3 0.10 0.06
4 0.14 0.08
5 0.14 0.07

spin-crossover compounds35,37,68. In a recent publication69, a
value of α of 0.10-0.15 has been argued to be optimal for a series
of iron spin-crossover compounds after analyzing the adiabatic
energy difference between high- and low-spin states based on the
comparison with the OPBE reference data70 implying that the
errors inherent to the OPBE functional may also influence this
conclusion.

With the constant amount of global exact exchange, the values
of ω for all compounds are very close to each other, what can be
rationalized by the comparable size of the ligands. The inverse
value of range-separation parameter ω−1 reflects a characteris-
tic distance for switching between short- and long-range parts
or, in other words, an effective electron screening (delocaliza-
tion) length. Previously, optimal ω values were found to decrease
with increasing system size and conjugation length.29,36,71–77 For

Ir(III) photosensitizers of comparable size, similar ω-values of
0.14–0.18 bohr−1 have been found.32

3.2 Energetics of the lowest-lying electronic excited states

Table 2 collects selected energies obtained with all the methods
employed in this work for complexes 4 and 5. For this compar-
ison, only few states – the lowest of dominantly MLCT and MC
character (see systematic analysis in Section 3.4) – in both sin-
glet and triplet manifolds have been selected; note that these
states are not necessarily the two energetically lowest ones. For
the tuned LC-BLYP case, three different optimal pairs of param-
eters (α,ω) have been considered: no constant exact exchange
(α=0.0) as it was predicted by analysis of fractional charges, as
well as 15 and 20 % of exchange because those parameters have
been proposed in earlier publications.69,70 Taken CASPT2 as a
reference, one can clearly see that the purely local BLYP dras-
tically underestimates the energies of MLCT states but overes-
timates the MC states. Importantly, the energies of MC states
predicted with the tuned LC-BLYP (α=0.0) almost coincide with
those of BLYP, supporting the underlying assumption that at short
interelectron distances the local BLYP functional dominates in
Eq. (1). At the same time, it is evident that the inclusion of
certain portion of exact exchange in the optimally-tuned func-
tional may have a crucial effect on the position of MC states. In-
deed, if various α values in LC-BLYP are compared, one can see
that the inclusion of increasing portions of exact exchange lowers

4 | 1–11Journal Name, [year], [vol.],



the MC energies towards the CASPT2 reference. Simultaneously,
the MLCT energies agree better with the reference. The popular
B3LYP functional performs comparable to the LC-BLYP (α=0.20),
as both functionals include 20% of exact exchange. The other
popular long-range functional chosen, CAM-B3LYP, gives reason-
able energies for MC states but overestimates the MCLT energies.

Clearly, the test set for the comparison of the lowest energies
is not large enough to deduce ultimate conclusions but the same
trends have been observed for the test calculations for all studied
complexes with the 6-31G(d) basis set (not shown for the sake
of brevity). In addition, it is fair to keep in mind the possible in-
accuracies of CASPT2 connected with the moderate size of active
space and incomplete account for electron correlation. As such,
the comparison above should be taken with a pinch of salt.

3.3 Vertical excitation spectra

The absorption spectra for all the complexes has been calculated
using the LC-BLYP functional with α = 0.20. This α value was
chosen in accordance with the above results to reasonably de-
scribe the important MC states. The corresponding ω values can
be found in Table 1.

The convoluted spectra (blue line) are compared against the
experiment8 (black line) in Fig. 4. The blue sticks indicate the
most important absorbing states calculated at the equilibrium ge-
ometry, from which the convoluted spectra has been obtained. In
general, all calculated spectra show decent agreement with the
experiment but they are shifted to higher energies by approxi-
mately 0.5 eV. In what follows, we shall discuss this comparison
with some detail. In compound 1, the shape of the first com-
puted band at 2.8 eV is less broad than in the experiment and
the separation between this and the next band, with an onset at
3.6 eV is larger than it should; this peak is also predicted to be
closer than it should to the next one at 4.0 eV. We refrain from
discussing the results at higher energies, as the number of elec-
tronic excited states included are not sufficient to map the full
available experimental spectrum. In terms of shape, compound 2
shows the largest disagreement. The first experimental band of
the absorption spectrum, peaking at 2.75 eV followed by a smaller
peak at 3.30 eV, is not well described by theory, which shows a
band from 3.25 to 4.00 eV with two peaks that experimentally are
much closer together. Further, the intensities are also incorrect,
with the strengths of the peaks being reverse. Noticeable is also a
peak from 4.25 to 4.75 eV, which is not present in the experimen-
tal spectrum. The calculated spectrum for 3 shows two separated
bands from 2.40 to 4.00 eV, which are broader in the experiment
and with less separation. Part of these inaccuracies are due to
the fact that our spectra are simulated at the limit of using only
the equilibrium geometry, while nuclear motion affects the transi-
tion energies beyond the broadening that a Gaussian convolution
would suggest.78,79 The compound 4 shows the best agreement
with the experiment. The largest discrepancy is an additional
peak at 4.00 eV. This shoulder cannot be seen in the experiment.
The calculated spectrum for 5 also agrees well with the experi-
ment. The peak at 4.25 eV is closer to the first band than in the
experiment, and includes a second smaller peak at 4.50 eV that

Fig. 4 Experimental 8 and calculated absorption spectra of compounds
a) 1 (FWHM 0.15 eV), b) 2 (FWHM 0.20 eV), c) 3 (FWHM 0.30 eV), d) 4
(FWHM 0.25 eV) and e) 5 (FWHM 0.25 eV) in acetonitrile. Sticks corre-
spond to the brightest transitions calculated at the equilibrium geometry.

cannot be seen in the experiment.
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Fig. 5 Left panels: State characters of the lowest 50 singlest and 50 triplets of a) 1, b) 2, c) 3, d) 4 and e) 5. Right panels: the corresponding absorption
spectra decomposed into the different contributions of the classified excited states.

3.4 Electronic state character and correlation analysis

In order to identify the electronic character of the excited states,
systematic wavefunction analysis was used, where the com-
pounds were partitioned first as the sum of three fragments: the
Fe metal center and the two ligands (the polypyridyl and/or N-
heterocyclic carbene (NHC) units). Fig. 5 shows the resulting
assignments in each of the 50 singlet and 50 triplet states (left
panels) as well as their weight to the absorption spectra (right
panels) for all complexes 1-5.

In all complexes, the lowest twenty singlet transitions are dom-
inated by MLCT (blue boxes) and a few MC (red) excited states.
For 5 these are followed by more MLCT transitions and some LC
(green) and LLCT (orange) states. Interestingly, in the complexes
with NHC groups 1-4 more LC and LLCT states can be seen at
higher energies. If one now looks into how these states contribute
to the absorption spectrum, it is clear that the low energy band
is of predominant MLCT character (blue line) while the higher
has contributions of both MLCT and LLCT (orange) states. The
MC and LC states are mostly dark and the LMCT are in a small

amount.

Inspection of the triplet states shows a similar pattern as the
singlets. The lowest triplet states have strong MC character, fol-
lowed by MLCT states and then mostly LC and few LLCT states at
higher energies. The lowest MC states in 5 are clustered together
and have almost identical, high coefficients for the MC state. They
are followed by states with almost no MC contributions. This is
not true for the complexes with NHC ligands. For complexes 1
and 4, both with two NHC donors, some differences can be ap-
preciated. In 1 the singlet MC states are lower than in 4 but the
low energy triplets of both complexes are of MC character, except
for T5 in 1. This MLCT state breaks up the series of MC states.
In 3, with 3 NHC donors, the cluster of low energy MC states is
broken up by two MLCT states. Finally in the compound with
4 NHC donors, 2, the MC states cluster even less. Instead, sev-
eral MLCT states are lower in energy than half of the MC states.
This behaviour is in agreement with the results of Ref. 8 where
an increased number of NHC donors led to a destabilisation of
the high-spin MC states. This in turn leads to increased 3MLCT
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Fig. 6 Fragmentation scheme for the investigation of the role of the NHC-fragments. Atoms coloured the same way are part of the same fragment.
Dots indicate NHC-donors.

lifetimes.

Albeit informative, the previous fragmentation scheme with all
equivalent ligands prevents one to know which ligand in partic-
ular is involved in the excitation or whether the charge prefers
a particular region within the ligand. Moreover, this particular
fragmentation scheme has been enforced based on chemical in-
tuition, but not on the actual distribution of density within the
molecule. If instead a correlation analysis with subsequent hier-
archical clustering is done the fragmentation depicted in Fig. 6 is
obtained. With two identical polypyridyl ligands, the homoleptic
complex 5 is the simplest of all the complexes and as expected,
the automatic fragmentation procedure provides three fragments,
the Fe center and the two ligands as separate fragments, as chem-
ical intuition would do. Despite also being homoleptic, this is
not the case for 4. Here the automatic fragmentation separates
the NHC-rings of the ligands and collects them in one fragment.
The other two rings of each ligand are considered a single frag-
ment. With the same thresholds, the results for 3 initially led to
five fragments. One consisted of the 2,6-diisopropylphenyl (dipp)
groups alone. However, this fragment does not play a big role in
the excitations and thus has low correlation with the other frag-
ments. Therefore, the dipp-groups were added to the fragment
with their neighbouring NHC-rings. The other ligand is split into
two parts, the NHC-ring and the polypyridyl rings, making the
four fragments that are depicted in Fig. 6. The results and frag-
mentation scheme for 2 are similar to those of 4: The NHC-rings
are separated and collected into one ligand while the two central
pyridyl rings form the other ligand for the analysis. The fragments
obtained in 1 can be compared to those for 3: The NHC ligands
and the central pyridyl ring connecting them are collected in one
fragment. The unsubstituted terperydine ligand is collected as
another fragment. In contrast to 3 the clustering favours adding
the dipp groups to the terpyridine ring of the other ligand, not
the neighbouring NHC groups.

In conclusion, the correlation analysis provides two important
messages. The first is that the NHC groups have a clear effect in
the photophysics of these complexes. The second is that this effect
is different depending on how the carbenes are incorporated into
the ligands –and this effect is difficult to predict a priori. Interest-
ingly, the charge density is not necessarily fully delocalized over
the whole ligand, but different NHC fragments induce localized
excitations and should be considered as independent fragments.

Note that, the central iron atom is always considered as one

fragment for the analysis so that the MC, LMCT and MLCT tran-
sitions can still be identified as it is conventional in coordination
chemistry. In contrast, LC and LLCT states in the following results
do not correspond directly to conventional LC and LLCT states be-
cause the ligands are broken and clustered in a different way than
intuition might dictate. However, it is always possible to consider
their sum, reaching the same rough assignment as one would do
in Fig. 5.

In the following, we will analyse the particular roles of each
of these fragments by inspecting the corresponding CT numbers
among them, as depicted in Fig. 7. We start with 5 because with
two symmetric and identical ligands is the simplest and can be
used as a reference. Its two ligands are labeled as L1 and L2.
As expected, the ligands contribute symmetrically to most exci-
tations, which for simplicity are indicated by different shades of
the same color. States with asymmetrical contributions can usu-
ally be found as pairs of degenerate states. These states have
almost identical energies (see Table 6 in the SI†) and contribu-
tions, but the L1 and L2 terms are switched. Example pairs are S2
and S3, S4 and S5. In 4, the polypyridyl rings are collected into
L1 and the NHC rings in L2. One can see that CT to the NHC rings
plays a role in virtually all of the MLCT contributions, justifying
this separation. In 3, it can be seen that the single unsubstituted
NHC ring in L2 does not play a role in most of the excited states.
In particular, it contributes to almost no MLCTs. The MC triplet
states higher in energy show no ML1CT or ML2CT contributions,
indicating that the dipp-substituted NHC-donors of L3 are more
important here. The four NHC rings of 2, collected in L2, con-
tribute to most MLCT transitions at least partially. In addition it
can be seen that MC states with larger ML2CT than ML1CT con-
tributions are higher in energy. This is similar to the results for 3,
were the substituted NHC-donors seem important for the increas-
ing MC energies. CT from L2 occurs in the higher energy states
to the pyridyl rings of L1. Compound 1 has the least contribu-
tions of the fragment with NHC donors, L2. It can be clearly seen
that the highest MC states of both the singlets and triplets have
ML2CT contributions. MLCT states characterised by contributions
of L2 are also generally higher in energy than those with charge
transfer to L1.

The automatic fragmentation clearly identified the NHC groups
as separate contributors to the excitations. Those contributions
were generally larger for higher energy excitations. Both low-
energy MLCT and MC states are generally higher in energy if they
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Fig. 7 State characters of the lowest 50 singlest and triplets of a) 1, b) 2, c) 3, d) 4 and e) 5 using the fragmentation scheme shown in Fig. 6. The
colors are toned to indicate metal-centered (MC), ligand-centered (LC), metal-to-ligand charge transfer (MLCT) and ligand-to-ligand charge transfer
(LLCT) states, considering L1, L2 and L3. Patterned bars indicate that a fragment involved contains an NHC-group. Contributions smaller than 0.1 have
been omitted for ease of viewing.

include contributions of charge transfer to a NHC fragment. Nev-
ertheless, this effect seems to be stronger for the MC states. The
reference molecule with no NHC donors 5 has clustered MC states
as the lowest states of both singlet and triplet excitations. In con-
trast, with increasing number of NHC donors more MC states are
shifted higher than some MLCT states in both singlets and triplets.

4 Conclusions

In this work, we have investigated five Fe(II) homoleptic and
heteroleptic complexes that include strong sigma-donating N-
heterocyclic carbene and polypyridyl ligands with the aim to char-
acterize the effect of the carbene moiety on the position of MLCT
and MC excited states. For this purpose, the absorption spectra
of the complexes was calculated with an optimally-tuned range

separation functional, LC-BLYP. To benchmark the LC-BLYP func-
tional beyond the usual conditions for optimal tuning, selected
low-lying singlets and triplet excited states of MLCT and MC char-
acter were computed in gas phase at different levels of theory.
Methods besides the LC-BLYP functional where the influence of
the α and ω tuning parameters was explored, include the BLYP,
B3LYP and CAM-B3LYP functionals as well as CASPT2, which was
taken as a reference. The results indicate that none of these
DFT approaches are completely satisfactory for these complexes.
Compared to the CASPT2 reference, the tuned LC-BLYP with a
constant portion of exact exchange of 20% was taken as a com-
promise. This provided provided a reasonable description of the
absorption spectra of the complexes with which the comparison
was made and spectra of different quality in the rest of the com-
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plexes. The discrepancies between theory and experiment point
to the fact that tuning towards particular transitions (two low-
lying MC and MLCT CASPT2 states) does not necessarily provide
a uniform improvement across the spectrum, hinting to strong
differential correlation80 in these complexes.

The analysis of the electronic excited states underlying the ab-
sorption spectra with the chosen tuned LC-BLYP functional shows
that excitation occurs to singlet states of predominant MLCT char-
acter. As expected for non-emissive iron complexes the triplet
excited states have MC nature in the lowest part of the absorp-
tion spectrum, followed by MLCT states. Increasing the number
of NHC-donor groups leads to a blue shift of only a part of these
triplet MC states. But, some of them stay in the low-energy region
thus preventing the presence of long-lived MLCT states.

Overall, this paper also highlights the usefulness of quantita-
tive wave function analysis and hierarchical clustering, as it re-
veals how the carbene rings play an important individual role in
the excitations, by localizing part of the electron density in the
excitation. We expect that the gained insight can be useful in
the design of alternative Fe(II) complexes with long-lived MLCT
states.
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