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Mapping Temperature–Dependent Energy–Structure–
Property Relationships for Solid Solutions of Inor-
ganic Halide Perovskites

Jack Yang∗a

Formation of solid solutions with complex compositions has been exhaustively adopted in ma-
terial research for improving chemical and physical properties. This is also the true for halide
perovskites, in the hope of further enhancing their stabilities and reducing the toxicities in lead–
containing compounds. Replacement of lead with tin, even partially, is a route to achieve the latter
goal. However, this has to be compromised with reduction in band gaps as well as structural
stabilities. High–throughput statistical samplings over different configurations for random solid
solutions have played pivotal roles in guiding the chemical designs of halide perovskite with bet-
ter stabilities while retaining high photovoltaic efficiencies, but it remains challenging to intuitively
and comprehensively understand the intriguing energy–structure–property (ESP) relationships
in solid solutions encompassing multiple degrees–of–freedoms. In this work, first–principle dy-
namic and electronic structure calculations are performed across 51 different compositions of
Cs(PbxSn1−x)X3 (X=Cl, Br and I), to systematically reveal the compositional and temperature
dependent stabilities, vibrational anharmonicities and band gaps in solid solutions of halide per-
ovskites. This is enabled, in particular, by applying a recently proposed ‘anharmonicity score’
that provides a single numerical metric to characterise the structural dynamics in a multi–atomic
system. Further combination with unsupervised machine–learning enable us to produce an ESP
map to visually correlate the anharmonicity score with structural distortions and energies. How-
ever, temperature–dependent variations in band gap energies, which strongly depend on orbital
interactions in metal–halide octrahedra, do not necessarily follow the same trend as anharmonic-
ity scores. This work represents our latest developments in applying data–driven approach to
establish ESP relationships for guiding the future designs of functional perovskites.

1 Introduction
Tremendous research interests have been drawn into halide per-
ovskites for photovoltaic devices and applications.1–4 The hy-
brid organic–inorganic perovskites, in particular, methylammo-
nium lead halides [MAPbX3, X=Cl, Br and I] with up to 25 %
of reported photoconversion efficiency,5 are surpassing those for
commercialised thin–film solar cells, such as CdTe. Among the
efforts to overcome the problem of ‘jelly–like’ soft structures for
hybrid perovskites,6 fully inorganic perovskites,7,8 represented
by CsPbX3, are at the top of the candidate list. CsPbI3 in its cu-
bic α–phase owns the most desirable electronic band gap of 1.73
eV for photovoltaic applications,7,9,10 but is prone to phase con-
version into its tetragonal β–phase at room temperature with a
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reduction in band gap.
The stability bottlenecks in halide perovskites are commonly

overcome via compositional engineerings. In fact, thanks to
the solution processabilities and ion–exchange reactions occurred
therein,11 ion mixings have been widely explored as a chemical
strategy to enhance the stabilities of halide perovskites.7,9,10,12–15

For examples, mixing bromides with iodides at low concentration
had been explored to enhance the phase stabilities while imped-
ing the halide segregation in cubic perovskites.16,17 Partial incor-
poration of Sr2+ can further enhance the air–stability of CsPbI2Br,
by preventing its transformation to a yellow phase.18,19 The car-
rier life–time in CsPbBr3 could be increased by partial incorpo-
ration of PbCl2.20 The stabilities of hybrid pervoskites could be
enhanced via mixing Cs+ with A–site organic cations,13,14 and
many others.

For domestic applications, replacing lead by other non–toxic
elements, while maintaining comparable device performances, is
critically needed for bringing halide perovskite solar cells to com-
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mercial products.21 (Partial) replacement of Pb2+ metal cations
in APbX3 perovskites by a similar group IX metal cations, par-
ticularly Sn2+,22–25 forming an inorganic solid solution with the
compositions of Cs(PbxSn1−x)X3, is one possible strategy to miti-
gate the toxicity problem, provided that the high thermodynamic
tendency towards oxidative degradation of Sn–containing com-
pounds can also be reduced.

At a more fundamental level, structural instabilities of per-
ovskites in high symmetry phase are correlated with their elec-
tronic structures. The pseudo–Jahn–Teller effect26 that couples
the ground and excited states via a vibrational soft mode, is
the dominant contribution to such an instability, whereby upon
structural distortion, new bonding state arises in the low sym-
metry structure which contributes towards additional stabilities.
This is more commonly known as the vibrational anharmonic-
ity,27 widely associated with many perovskite materials. Because
these soft modes couple strongly with the electronic states, as a
consequence, the electronic properties of halide perovskites are
also significantly modulated by the dynamics of ions. Particu-
larly, this affects the dynamics of photo–excited carriers,28–31 as
well as phase stabilities under photon irradiation,32–34 which all
play deterministic roles in its devices stabilities and photoelectric
conversion efficiencies. Therefore, without taking into account
the dynamic effects, our understandings on the critical structure–
energy–property (ESP) relationships for halide perovskites will be
incomplete.

For lead halide perovskites, more specifically, the stereochemi-
cal effects originated from the coupling between B–s2 lone pairs
and X–p states, the energetic of which determines the electronic
band gap, plays a dominating role in the degree of structural
instablilities of the materials.35 Such effect is expected to be
stronger when Pb2+ is substituted by Sn2+, with the latter pos-
sessing more shallow (with respect to the Fermi level) lone–pair
electronic states.36,37 With this in mind, the knowledge of the
interplay between different Pb2+/Sn2+ mixing and halide com-
positions on the room–temperature structural and electronic dy-
namics16,38–40 will be highly valuable in guiding the designs and
optimisations of perovskite photovoltaics with complex chemical
compositions. However, whilst the fundamental physics of vi-
brational anharmonicity is well–known, quantification of mate-
rials’ degree–of–anharmonicity remains elusive, making it gener-
ally challenging for establishing the (quantitative) ESP relation-
ships across many degree–of–freedoms critically needed for guid-
ing material designs.

To tackle the aforementioned challenges, here we undertake a
further explorative investigation on the finite–temperature stabil-
ity, structural as well as electronic dynamics of Cs(PbxSn1−x)X3

solid solutions, building on the recent work on the 0 K en-
ergy landscapes studied on the same system.41 Our contribu-
tions in this work are as following: (a) Free energy calcula-
tions show that, while solid solutions of Cs(PbxSn1−x)X3 are sta-
blised by configurational entropy, the exact solubility limit is de-
termined by the mismatch in electronegtivities for B-site cation
and halide anions. (b) Using the recently proposed anharmonic-
ity score,42 the compositional–dependent enhancement effect of
vibrational anharmonicity due to Sn–substitution of Pb, as well as

increase in ionic size of the halide anions, can be clearly revealed.
Most importantly, through unsupervised machine–learning anal-
ysis of the molecular dynamic trajectory, we are able to provide
a clear visual revelation on the geometric interpretation of the
anhmaronic score. This enables us to construct an ESP map for
halide perovskites that correlate their vibrational anharmonici-
ties with structural change and energetic stabilities. Finally, (c)
further electronic structure calculations reveal that temperature–
dependent trends of band gap changes are highly specific to
the nature of halide anions, but do not necessarily follow the
same trends as the anharmonicity scores. This requires more de-
tailed consideration on orbital interactions in thermally fluctuat-
ing structures beyond geometric information.

2 Methodologies

2.1 Ab initio Static and Dynamic Calculations

Crystal structures of the randomly substituted Cs(PbxSn1−x)X3

are sampled in a (4 × 2 × 2) supercell, giving rise to a total of
17 different B–site metal compositions for each one of the three
halides (X=Cl, Br and I) investigated here. Both the atomic po-
sitions and lattice constants are fully relaxed at Perdew–Burke–
Ernzerhof (PBE)43 level of theory implemented in the VASP44

code with standard projector–augmented–wave45 (PAW) method
at 350 eV pseudopotential cut–off. Optimizations are terminated
when the total energy change is below 10−4 eV. Monkhorst–Pack

k–point sampling is used at a uniform grid spacing of 0.04 Å
−1

.
The static energy landscapes for Cs(PbxSn1−x)X3 have been dis-
cussed in a separate work,41 which will not be repeated here.

For each chemical composition, the lowest–energy structure is
extracted on which ab initio molecular dynamics (MD) is per-
formed at both 100 and 300 K. All MD calculations are carried
out at the Normal accuracy setting for VASP with a single k–
point. The GW version of the pseudopotential is used to achieve
better electronic convergence. Each system is first equilibrated
for 500 fs to the target temperature with the velocity scaling al-
gorithm. Production run for a 9 ps trajectory with 1 fs step size is
subsequently performed under the NVT ensemble using an Ander-
sen thermostat with a collision probability of 0.5. MD snapshots
are collected every 1 fs for structural analysis, whereas electronic
structure calculations are performed on MD frames extracted ev-
ery 10 fs along the trajectories. To expedite the calculations,
density–of–states (DOS) calculations are performed at the Γ point
only, from which the electronic band gaps are extracted using the
pymatgen Python interface.46

2.2 Quantifying Vibrational Anharmonicity

The “degree of vibrational anharmonicity” is an important metric
for characterising the structural dynamics of perovskites, which
may be applied to establish the structural correlation with the
thermal, electronic and optical properties of the materials, par-
ticularly for those exhibiting strong electron–phonon couplings.
However, works aiming at quantifying the degree of anharmonic-
ity in solid remain sparse. In our previous work,16 we exam-
ined the distributions of atomic displacements sampled from ab
initio MD, from which we fitted a Gaussian profile to the small–
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amplitude part of the distribution, and used the Kullback–Leibler
(KL) divergence between the true and fitted distributions as a
measurement of anharmonicity in CsPb(BrxI1−x)3. The rationale
behind this is that for strongly anharmonic systems, atoms will
undergo large–amplitude vibrations, thus exhibiting a distribu-
tion that is significantly different from the Gaussian profile with
higher probabilities shown the tailing part. However, the range of
atomic displacements within which the vibrations are considered
as ‘harmonic’ was, to some extent, arbitrarily defined.

Recently, Knoop et al.42 proposed a non–parametric score of
anharmonicity based on the underlying shape of the potential en-
ergy surface V (R), which will be adopted in this work. In brief,
the anharmonic score at a given temperature T is defined as:

σ(T ) =

√√√√√√√√
∑
j,α

〈(
FA

j,α

)2
〉

T

∑
j,α

〈(
Fj,α

)2
〉

T

, (1)

in which Fj,α is the force obtained from ab initio MD on atom
j along α Cartesian direction. 〈·〉T represents thermodynamic
averaging over a selected ensemble. FA

j,α is the anhmarmonic
component of the atomic force, which is given by the difference
between Fj,α and its harmonic component F(2)

j,α at MD sampled

displacement ∆R j,α . Under the harmonic approximation, F(2)
j,α

can be calculated with the knowledge of the force constants in

real space Φ
jk
αβ
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as F(2)
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k,β
Φ

jk
αβ

∆R j,α . Here, the

harmonic force constants are calculated for each optimised struc-
ture at 0 K using the PHONOPY47 code. Because all doped systems
remain in a perovskite-type structure only with small deviations
from the idealized lattice positions, we relaxed the symmetry tol-
erance in PHONOPY to 10−2 Å and used 3× 10−2 Å step size to
generate displaced structures in the (4×2×2) supercell. This re-
duces the total number of single point calculations in VASP that
are needed for harmonic force constants across 51 compositions.
The k–points and pseudopotential parameters remain the same as
those in the MD calculations detailed above. Phonon DOS and vi-
brational free–energy calculations are performed using a denser
(20×20×10) mesh grid.

2.3 Quantifying Structural Similarities

Based on the mathematical form of σ , it can be anticipated that
this merit may be directly correlated to the ‘structural similar-
ity’ between an MD frame and the 0 K equilibrium structure
(via ∆R j,α ). The concept of a quantifiable ‘structural similarity’
has been the cornerstone for establishing workable structural–
property relationships via (kernel–based) machine–learning in
computational material discovery.

Here, the atomic environment for every atom in a given chem-
ical structure is described by the Smoothed Overlap of Atomic
Environment (SOAP) structural descriptor.48 The atomic environ-
ment is referred to the radial and angular positions of neighbour-
ing atoms within a cut–off distance rc around a given atom (also
called the centre). The descriptor treats each of the neighbouring

atoms as an atom–centered Gaussian of width σ0, which can then
be expanded with a set of radial and angular basis functions up to
order nmax and `max, respectively. The SOAP descriptor for a cen-
tre is obtained by collecting these expansion coefficients for that
specific center, whereas collecting the descriptors for all centres
considered in a chemical structure leads to the global structural
descriptor.

From here, the global similarity between two multiatomic
structures, represented by descriptors A and B, will be mea-
sured via the Regularised Entropy Match (REMatch) kernel49

Kγ = TrPγC(A ,B), where Pγ is a doubly stochastic matrix that
aims to find matching pairs of atomic environments in two struc-
tures by minimising the overall dissimilarities.

Computations of the kernel similarity is performed with the
DScribe50 Python package. We have set σ0 = 0.3 Å, rc = 6
Å, `max = nmax = 9 and the regularisation parameter γ = 1. The
scikit-learn51 package is used for dimensionality reduction
analysis with Kernel Principal Component Analysis.

3 Results and Discussions

3.1 Entropic Contributions to the Mixing Thermodynamics

Previously, the compositional–dependent demixing energies of
Cs(PbxSn1−x)X3 solid solutions were systematically investi-
gated,41 which showed that Cs(PbxSn1−x)I3 are stable against
phase segregation into cubic CsPbI3 and CsSnI3, whereas only Pb–
rich Cs(PbxSn1−x)Cl3 and Cs(PbxSn1−x)Br3 may exist as single–
phased solid solutions. However, these phase stabilities were cal-
culated from DFT–derived total energies at 0 K, which can only
captured the effects of chemical bonding on their stabilities.

Here, by taking into account both the configurational and
vibrational entropic contributions, we further investigate the
temperature–dependent stabilities of Cs(PbxSn1−x)X3 solid solu-
tions against phase segregation close to realistic operating condi-
tions. More specifically, the phase stability is judged based on the
compositional and temperature dependent mixing free energies
∆Gmix(x,T )52 for the reaction

xCsPbX3 +(1− x)CsSnX3 → Cs(PbxSn1−x)X3,

such that

∆Gmix = G[Cs(PbxSn1−x)X3]− xG[CsPbX3]− (1− x)G[CsSnX3],

(2)
in which G[A] represents the the free energy for compound A
calculated as following.

The (constant–volume or Helmholtz) configurational free ener-
gies for solid solutions with Pb concentration x at temperature T
is calculated from the bridging relationship

Gcon f (x,T ) =−kB lnZ(x,T ), (3)

where kB is the Boltzmann constant with partition function53

Z(x,T ) =
N

∑
n=1

gn exp(−En/kBT ) . (4)

Here gn is the degeneracy factor for the n–th configuration and En
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Fig. 1 Mixing free energies ∆Gmix(x,T ) as a function of Sn concentrations and temperatures for Cs(PbxSn1−x)X3. Dashed lines representing ∆Gmix(x,T )
solely based on 0 K DFT energies for different dopant configurations, whereas solid lines are calculated ∆Gmix(x,T ) with additional contributions from
vibrational free energies Fvib(x,T ) taken into account.

is the 0 K total energy calculated with DFT. Further improvement
in the model52 can be achieved by replacing En with vibrational
Helmholtz free energy

An(x,T ) = En +Fn
vib(x,T )

in Eq. 4. From the bridge relation (3), Fn
vib(x,T ) can be obtained

from the vibrational partition function Zvib(x,T ) for a solid, given
by

Zvib(x,T ) = ∏
q,ν

exp[−h̄ω(q,ν)/2kBT ]
1− exp[−h̄ω(q,ν)/2kBT ]

,

in which ω(q,ν) is the phonon eigenfrequency for the ν–th
phonon mode of wavevector q. We note that this approach of
calculating Fn

vib(x,T ) ignores the contributions from phonons of
imaginary frequencies,54–56 and is reasonable when the temper-
atures of interest (typically the room temperature) are above the
Debye temperatures57 for the materials, which are around 200 K
for inorganic halide perovskites.58

In principle, for each composition x, Fn
vib(x,T ) should be calcu-

lated for every atomic configuration sampled at this x. However,
given the fact that more than 900 configurations have been sam-
pled for Cs(PbxSn1−x)X3 across all three halides, it is practically
not very feasible to perform lattice dynamic calculations for indi-
vidual structure with 80 atoms each (mostly) at P1 symmetry. As
such, the vibrational free energy for the lowest energy configura-
tion at a given x, dubbed as Fmin

vib (x,T ), shall be used for approxi-
mating Fn

vib(x,T ) of the higher energy configurations at that con-
centration. Our analysis [see Supporting Information] shows that
the error in estimating ∆Gmix from such an approximation is less
than 10 %, partially because the free energy curves Fn

vib(x,T ) do
not exhibit significant variations across different configurations
at a given x, even though the vibrational signatures of solids are
in principle more sensitive to detailed atomistic structures. As
such, the approximation adopted here should be able to provide a
reasonable comparison on the compositional–dependent entropic
stabilisation effects in Cs(PbxSn1−x)X3 solid solutions.

Fig. 1 summarises the mixing free energy landscapes for all
three halides. In stark contrast to the 0 K results discussed above,

Fig. 1 shows that both configurational and vibrational entropies
lead to stabilisation of the Cs(PbxSn1−x)X3 solid solutions. The
lowest ∆Gmix(x,T ) values at a specific T shows little variance
across the three halides, with Cs(PbxSn1−x)Br3 tend to be the least
stable solid solutions. Interestingly, it is the critical concentration
xc, at which ∆Gmix(x,T ) become most negative, exhibit strong de-
pendency upon the chemical nature of the halogen anion, which
may correspondingly determine the true solubility limit of Sn2+

in Cs(PbxSn1−x)X3 under realistic experimental conditions. Fig.
1 shows that xc increases from ∼ 0.3 (or Sn–rich) for chlorides
to ∼ 0.6 (or Pb–rich) for iodidies, accompanied by an unsym-
metric shape in ∆Gmix(x,T ) for all three halides. This indicates
that Cs(PbxSn1−x)X3 do not behave as ideal solid solutions. Since
it is the cohesive energies for solids that play an important role
in the partition function [Eq. 3] for the configurational entropy,
such behaviour should be understood from the view of chemi-
cal bonding. This can be intuitively rationalised based on the
model of electronegativity mismatches:15 with the electronega-
tivities decrease for halides as Cl−>Br−>I−, but increase for B–
site cation as Sn2+<Pb2+, there is a stronger thermodynamic ten-
dency for Cl−(I−) to bond with Sn2+(Pb2+) in order to strengthen
the charge transfer between B–site cation and halogen anion, fur-
ther enhancing the thermodynamic stabilities of the solid solu-
tions.

Vibrational entropy could also play an important contribution
in stabilising solid solutions, particularly for the accurate deter-
minations of phase transition temperatures.59 However, vibra-
tional entropy could either stabilise or destablise the mixing of
solid solutions, which depends critically on the subtle balance be-
tween Gcon f and Fvib (for a nice illustration of such effect, see the
work by Manzoor et al.60). From Fig. 1, it can be seen that, for
chloride and bromide, Fvib generally destabilises the solid solu-
tions across all compositions. The largest increase in ∆Gmix(x) is
around 40 meV/atom (3.9 kJ/mol/atom) for Cs(PbxSn1−x)Br3 at
x = 0.625 at 800 K, which is comparable to the effects observed
in, for instance, Sn(S1−xSex) solid solutions.37,52 However, for
Cs(PbxSn1−x)I3, we see an almost identical (even minor stabil-
ising) ∆Gmix(x) profile with the inclusion of Fvib(x,T ). Overall,
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Fig. 2 Harmonic phonon density–of–states (DOS) for (a) CsPbI3 and (b)
CsSnI3.

∆Gmix(x) shown in Fig. 1 provided a clear evidence of configu-
rational entropy stabilisation of Cs(PbxSn1−x)X3 solid solutions
[except for the very diluted cases of Cs(Pb1/16Sn15/16)Br3 and
Cs(Pb15/16Sn1/16)I3, both contain only 1 configuration].

3.2 Vibrational Behaviours of Cubic CsPbI3 and CsSnI3

Before we discuss the compositional dependent structural dy-
namic of Cs(PbxSn1−x)X3 at finite temperature, we first examine
this more specifically in cubic CsPbI3 and CsSnI3, in order to fa-
cilitate the subsequent discussions. It has been well established
that the pseudo–Jahn–Teller effect (PJTE)26 plays dominant con-
tributions to the instability of high–symmetric cubic phase of per-
ovskites. Typically in the high–symmetry structure, the phases of
interacting atomic orbitals in BX6 octahedron, which contribute
to a ground (valence band, VB) and an excited (conduction band,
CB) state, cancel out exactly, leading to a destabilising anti–
bonding molecular orbital. Upon symmetry–lowering structural
distortion along a soft phonon mode, such phase cancellation is
removed, which resulted in the formation of new chemical bonds
between B–site cation and X–site anion in ABX3. Analysis of PJTE
based on perturbation theory shows that, PJTE leads to an adi-
abatic potential energy surface of the form E(∆x) = α∆x2 +β∆x4

(where ∆x is the magnitude of atomic displacement from the equi-
librium position) without invoking the third–order term. Ma-
terials that exhibit strong anhmarmonicity are those that pos-
sess a new minima at ∆x 6= 0 on this potential energy surface.
This, in term, is determined by β , which is directly proportional
to the coupling strength between the ground and excited elec-
tronic states, while inversely related to the energy gap separat-
ing them. In halide perovskites, the VB edges are dominated
by the Pb/Sn–ns2 lone–pair states, whereas the CB edges are
contributed by the halogen p–states. A shallower Sn–5s2 states
compared to the Pb–6s2 states results in a generally smaller elec-
tronic band gap for CsSnX3 compared to CsPbX3, consequentially,
this enhances the PJTE and thus the vibrational anharmonicity
in CsSnX3. The anharmonic vibrational behaviours are typically
reflected as the presence of negative (or imaginary) harmonic
phonon frequencies (see phonon DOS shown Fig. 2). For both
CsPbI3 and CsSnI3, it can be seen that I contributes strongest to
the phonon DOS at around 1.5i THz. However, when Pb is re-
placed by Sn, an even softer phonon peak at around 3i THz for
the vibration of Sn–sublattice appears, signifying the enhanced
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(g)Fig. 3 Joint probability distributions between F and FA from MD sam-
pling at 300 K for different systems. All forces have been renormalised
by the standard deviation of DFT forces [denoted as σ(F), bounded be-
tween the horizontal dashed lines]. (a) Si, a harmonic system acting as
benchmark, with MD performed on a 64–atom supercell, which resem-
ble the result presented by Knoop et al. 42 All atoms in (b) CsPbI3 and
(c) CsSnI3. (d-f) Joint probability distributions presented separately for
forces on Cs, Sn and I atoms in CsSnI3.

anharmonic nature for the latter case.
Based on this understanding, a gradual change of vibrational

anharmonicity (at finite temperature) with respect to the concen-
tration gradient of B–site cations in Cs(PbxSn1−x)X3 should be
expected, but the challenge in computational material science so
far has been on how to quantify the degree of vibrational anhar-
monicities across many degree of freedoms in complex materials.

The anharmonic score [Eq. (1)] is proposed to solve this chal-
lenging by tracing back to the joint probability distribution func-
tions (PDF) between total (F) and anharmonic (FA) forces sam-
pled along an MD trajectory. In a harmonic system, such as
Si [Fig. 3(a)], the normalised anharmonic components of the
atomic forces are well–confined within the range of ±σ(F), the
standard deviation in total forces, irrespective of the magnitudes
of the total atomic forces F . However, the PDFs for CsPbI3 [Fig.
3(b)] and CsSnI3 [Fig. 3(c)] appears to be in the shape of a mul-
tivariant Gaussian distribution that is fundamentally different to
the PDF for Si, due to their intrinsic anharmonic characters. It
indicates that, overall, the magnitudes of the anharmonic atomic
forces are directly proportional to the total forces. The larger vari-
ant in F for CsSnI3 [dashed lines in Fig. 3(c)] compared to CsPbI3

provides a robust statistical measure on the (as expected) en-
hanced vibrational anharmonicity in the former case, even though
the PDF for CsPbI3 clearly shows higher relative probabilities at
the high

∣∣FA
∣∣ tails.

The way that the anharmonic score was formulated allows us to
further reveal the contributions from individual atoms to the vi-
brational anharmonicity in the entire structure, which Fig. 3(d–f)
shows the breakdown for each element in CsSnI3. It can be seen
here that the large Cs+ cations remains relatively immobile. The
Sn2+ cations, on the other hand, shows a more complex and
strong anharmonic character at 300 K. Most notably, FA on the Sn
sub–lattice does not increase monotonically with F , but fluctuate

Journal Name, [year], [vol.],1–11 | 5



0 2000 4000 6000 8000

t (fs)

2.00

2.25

2.50

2.75

3.00

3.25

3.50

æ
(t

)

0.942

0.943

0.944

0.945

0.946

0.947

0.948

ke
rn

el
si
m

ila
ri
ty

(a) 

(b) 

(c) 

KPC1

K
P

C
2

Fig. 4 (a) Time dependent anharmonic scores and structural similarities (measured by the SOAP–REMatch kernel with respect to the 0 K static
structure) for the MD trajectory of CsSnI3 at 300 K. (b-c) Energy–structure–property maps for 3000 equally spaced MD frames for CsSnI3 at 300 K,
in which the structural similarities among the frames are measured with the SOAP–REMatch kernel. In (b) each point on the map is colour–coded
according to its anharmonicity score (σ ), with a few representative structures on the vertices of the convex hull for the 2D maps (red open circles)
shown. The same map is shown again in (c) with each point colour coded according to its total energy.

over a wide range [> 2σ(F)] even at vanishing total forces. This
reflects the situation where the harmonic well is extremely steep
along certain directions of atomic vibrations, such that even with
a small amplitude of atomic movement, the atom will encounter a
large anharmonic force to counter–balance the harmonic compo-
nent. This could arise from the large exchange–repulsion between
the charge density from shallow Sn–5s2 lone pair and the dif-
fuse I–p states, such that a small out–of–equilibrium movement of
Sn atoms will encounter a sharp–rising exchange–repulsion wall
with surrounding I atoms that tries to restore the Sn2+ back to
the equilibrium position.36

3.3 Energy–Structure–Property Map Helps Enhancing Un-
derstanding of the Anharmonicity Score

Molecular dynamics simulations can provide us with rich in-
formation for helping us to understand how chemical bonding,
structures and their dynamics affect their physical properties.
However, the information is also complex and usually of high–
dimensionality that is practically impossible for us to retrieve this
information easily. To overcome this challenge, and to obtain a
more insightful understanding on the meaning of anharmonicity
scores, we further apply unsupervised machine–learning method,
based on a robust kernel (the SOAP–REMatch kernel) for struc-
tural similarity comparison, to discover the correlation between
energy, anharmonic scores, and the dynamic fluctuation of the
atomistic structures in cubic CsSnI3 at 300 K.

In Fig. 4(a), for each MD snapshot of CsPbI3 at 300 K, we

first plot its corresponding σ , against its overall structural sim-
ilarity to the 0 K static structure of cubic CsPbI3, as measured
by the SOAP–REMatch similarity. The anti–correlation between
σ and structural similarity is immediately apparent, with large
σ generally translates to a low structural similarity. This is un-
derstandable as harmonic approximations are only valid in the
vicinity of zero atomic displacements on the PES. Therefore, as
the atoms move further away from their equilibrium positions, it
lowers their ‘structural similarity’ with respect to the equilibrium
structure, and correspondingly, increases the degree of vibrational
anharmonicity.

However, before proceeding, it is critical to keep in mind that
this correlation only holds when comparing the structures sam-
pled within an MD trajectory at a given temperature, but not trajec-
tories across two different temperatures [see SI for the same plots
at 100 and 300 K]. The simplest way to understand this is to re-
alise that the harmonic forces F(2) depends not only on the atomic
displacements but also the force constants. So if we consider the
effective temperature–dependent potential energy surface V (R)

as a thermally weighted combinations of harmonic vibrational en-
ergy surfaces contributed by phonons at different frequencies, it
means that the shapes of V (R) effectively changes at a different
temperature even ∆R remains unchanged, which consequentially
lead to different anharmonic scores.

Instead of using our knowledge to select a ‘referencing land-
mark’ for structural comparisons, a solely ‘data–driven’ approach
can be applied to discover the geometric meaning of anharmonic
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Fig. 5 Composition–dependent anharmonicity scores σ for Cs(PbxSn1−x)X3 (X=Cl, Br and I) at 100 and 300 K. Box plots show the distributions of σ

calculated for MD frames extracted every 1 fs in the last 7 ps of the MD trajectories. In this case, the ensemble averaging in Eq. (1) is performed over
the distribution of all atomic forces extracted within an MD frame.

scores directly within an MD trajectory.16,49,61 For this purpose,
the SOAP–REMatch similarities are calculated for all pairs of
frames in the trajectory to build the SOAP–REMatch similarity
kernel. Dimensionality reduction (a sub–category for unsuper-
vised machine learning) can be subsequently applied to build a
two–dimensional map to help discovering (dis)similar atomistic
configurations sampled by MD. Here, the kernel principal compo-
nent analysis (KPCA)62 is adapted to achieve this goal. The first
two KPCs identified represents directions in the high–dimensional
space that encodes largest structural variations. By projecting
each structure (represented by the high–dimensional SOAP struc-
tural descriptor) along these two KPCs, with further decoration
of each point by its corresponding property (such as energy or
anharmonic score), ‘energy–structure–property’ (ESP) maps61,63

can be constructed to uncover intriguing structure–property rela-
tionships in the dataset.

The ESP maps for the 300 K MD trajectory of cubic CsPbI3, with
each point color–coded according to the anharmonicity scores
[Fig. 4(b)] and total energies [Fig. 4(c)] reveal that: (a) Con-
figurations that are of the highest and lowest anharmonic scores
are separated furthest along the first KPC. The close spatial dis-
tances amongst points of low/high anharmonicity scores means
configurations with similar anharmonicit scores are also struc-
turally very similar. Hence this provides us with direct visual ev-
idence that vibrational anharmonicity is correlated with the am-
plitudes of atomic motions in the material. (b) Configurations
with high anharmonicity scores also appears to be those with the
lowest energies on the ESP landscape, which is in line with how
we understand the stabilising effects associated with soft–mode
vibrations.

Structures located on the peripherals of the ESP maps corre-
sponds to set of most distinctly different atomistic configurations
sampled by MD, and in terms of KPCA, these points can be iden-
tified as the vertices of the convex hull62 that encloses all the
points on the ESP map. A few of these configurations are high-
lighted in Fig. 4(c). Because at finite temperature, more than one
vibrational modes will be excited and contribute to the atomic
motions captured by each MD snapshot, it is not trivial to visually

identify the subtle differences in these MD frames exemplified,
not to mention how their properties might be different. Our find-
ing thus suggests that using similarity kernel and anharmonic-
ity scores together is particularly useful to circumvent limitations
in visual heuristics for analysing and rationalising the results of
molecular dynamic simulations for solids.

3.4 Composition and Temperature Dependent Vibrational
Anharmonicities

With the introduction of the anharmonic score, we are now able
to systematically examine the trends of vibrational aharmonicities
in solid solutions of halide perovskites across a compositional gra-
dient at different temperatures. The result from this investigation
is shown in Fig. 5, where we plotted the distributions of σ at 100
and 300 K for Cs(PbxSn1−x)X3 (X=Cl, Br and I), across 17 differ-
ent Pb/Sn ratios for each halides. The boxes in Fig. 5 reflects the
spread of σ calculated for each MD frame across the last 7 ps for
each MD trajectories [which appears to be more stable as shown
in Fig. 4(a)].

Fig. 5 reveals that: (a) Within a specific halide, σ increases
as the concentration of Sn2+ is increased, clearly reflecting the
shallow 5s2–lone pair effects from Sn2+ cations.41 (b) It is also
evident that the vibrational anharmonicities gradually enhance
from chloride to iodide, because of the stronger Pauli repulsions
between larger halide anions with the B–site lone–pair electrons.
Moreover, the change in σ across the range of Pb/Sn ratios is
seemingly steeper for chloride compared to iodide, indicating
that iodide, being the largest anion in the three halides investi-
gated here, starts to overtake the B–site cations in dictating the
vibrational behaviours of Cs(PbxSn1−x)I3. Examining the compo-
sitional trends more closely at the diluted ends of the composi-
tional gradients further reveals the asymmetric effects from B–
site intermixing, whereby small concentration (x = 0.06) of Pb2+

into CsSnX3 can significantly quench the vibrational anharmonic-
ity in CsSnX3 (especially for iodide), but on the opposite end,
the change in the vibrational properties is very minor when low–
concentration of Sn2+ is mixed into CsPbX3. (c) The systematic
decrease of vibrational anharmonicity upon rising temperature
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over the entire compositional range is also well revealed by σ .
The high σ reflects the predominant excitation of soft phonon
modes at low temperature, which is consistent with our pre-
vious theoretical analysis on the temperature–dependent vibra-
tional anharmonicity in CsPb(I1−xBrx)3 based on the atomic dis-
placement histogram using the Kullbeck–Leibler divergences.16

It should be note that, Fig. 5 shows all systems investigated
here have σ values greater than 1, which are cases that had not
been exemplified in the original paper by Knoop et al.42 We have
doubled checked our own implementation of the algorithm with
Si as a reference (see Fig. 3) with MD performed in the same pro-
tocol as Knoop et al.42 and confirmed its reproducibility. Hence,
we believe the high anharmonic scores for Cs(PbxSn1−x)X3 is a
true reflection of the soft structural character for this family of
materials.

3.5 Composition and Temperature Dependent Electronic Dy-
namics

As discussed above, vibrational anharmonicty are strongly cou-
pled with the electronic structures of Cs(PbxSn1−x)X3, hence the
vibrations of atoms will also dynamically modulate their elec-
tronic structures. Such a coupling between the electronic and
structural degrees–of–freedoms has direct impact in the photo-
physics of perovskites, including the lifetime of photoinduced car-
riers and photoelectric conversion efficiencies. Therefore, it is
important to further examine the fluctuations of electronic prop-
erties for Cs(PbxSn1−x)X3 at elevated temperatures and seek for
possible correlations with their structural dynamics.

With this in mind, we calculated the (density–of–states) elec-
tronic band gap energies for the MD frames of Cs(PbxSn1−x)X3

(X=Cl, Br and I) at both 100 and 300 K. Before we discuss our
findings in details, it is important to acknowledge that the band
gap energies for Cs(PbxSn1−x)X3 are underestimated when cal-
culated with semi–local PBE functional at a single K–point. In-
cluding the relativistic effects for heavy Pb atoms tends to signifi-

cantly close up the band gap, whereas hybrid functionals (such as
HSE06), although are generally believed to provide better band
gap estimations, open up the band gap too much. Taking into
account higher–order vertex correction and thermal fluctuations,
Wiktor et al.64 demonstrated that more satisfactory estimations
for the band gaps of halide perovskites are attainable. Neverthe-
less, the PBE gaps are reasonably close to the true values for qual-
itative assessments41 and this is critical for expediting the prop-
erty screenings for 30,600 MD frames across two different tem-
perature, three different halogens and 17 different Pb/Sn ratios,
which, to our knowledge, are not routine exercises to perform
in order to thoroughly examine and understand the structure–
property relationships in complex materials.

Firstly, we examine the overall composition and temperature
dependent trends in the band gap energies by using the expecta-
tion value of band gap energy at a given temperature for a specific
composition, 〈Eg〉 = 1

N ∑
N
i Eg,i, where Eg,i is the band gap energy

for the i–th MD frame. The results are shown in Fig. 6. The
enlargement of 〈Eg〉 with the increase of Pb contents, as well as
from heavier I to lighter Cl anion can clearly be reflected in Fig.
6. Such a behaviour is temperature independent. Qualitatively,
〈Eg〉(x) exhibits a ‘bowing–effect’ which has been widely docu-
mented for halide perovskites,65 but the extent of bowing effects
shows no strong variance across three halides. The standard devi-
ations in Eg(x,T ), which can be directly related to the strength of
electron–phonon couplings,66 did not reveal clear compositional–
dependency in this case, which are indicated by the sizes of the
markers in Fig. 6.

Nevertheless, the most interesting and systematic trend re-
vealed in Fig. 6 is the differences in the temperature–
dependencies of 〈Eg〉 across three halides. Upon temperature in-
crease from 100 to 300 K, there is a clear overall increase (de-
crease) in 〈Eg〉 for iodides (chlorides) across the entire range of
chemical compositions, whereas for bromides, the band gap en-
ergies are largely unchanged. This trend is clearly more com-
plex compared to the temperature–dependent vibrational anhar-
monicities revealed in Fig. 5, and must be understood with a
closer look at the electronic structures. Since an increase in the
electronic band gaps is generally expected at elevated temper-
ature, we focus here more specifically on the opposite case for
chlorides.

In Fig. 7, the fluctuations in the atom–resolved elec-
tronic density–of–states (DOS) closer to the band edges for
Cs(Pb0.5Sn0.5)Cl3 and Cs(Pb0.5Sn0.5)Br3 at 100 and 300 K are
compared. For the chloride, it can be seen that, upon temper-
ature elevation, the overall DOS peak shapes remain largely un-
changed. The lighter chloride anions, which are expected to vi-
brate faster, gives rise to a much larger fluctuations in DOS for
Cs(PbxSn1−x)Cl3 close to the valence band edge at 300 K. As a
result, the chemical bonding in the BX6 octahedra are expected
to be weakened causing a gap closure at 300 K. Such an effect
could also exist for bromides and iodides, but as revealed in Fig.
7 (right), the DOS peak for Sn and Br closer to the valence band
edge at 300 K are significantly enhanced, which strengthened the
orbital interactions that, in principle, open up the electronic band
gaps. As a result, one sees the band gap for bromides remains
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Fig. 7 Fluctuations of electronic density–of–states for 100 random MD
snapshots for Cs(Pb0.5Sn0.5)Cl3 (left) and Cs(Pb0.5Sn0.5)Br3 (right) at 100
and 300 K.

relatively unchanged with respect to temperature.

4 Conclusions
To gain a deeper understanding on the physical properties of in-
organic halide perovskite Cs(PbxSn1−x)X3 (X=Cl, Br and I) for
future material designs of lead–free perovskite photovoltaics, we
performed DFT–based dynamic and electronic structure calcu-
lations at both zero and elevated temperatures, augmented by
unsupervised machine–learning techniques to reveal the energy–
structure–property relationships in these materials. Our findings
are summarised as following.

Across all three halides, configurational entropies are shown to
play a significant role in stabilising the Cs(PbxSn1−x)X3 solutions,
whereas vibrational entropies generally destabilise them, but the
effects are minor. The mismatch in electronegativities between
the B2+ cations and X− anions are found to play a dominant
role in determining the critical mixing concentrations at which
the mixing free energies are the lowest on the energy landscape.

By using the recently proposed anharmonic scores for materi-
als,42 we are able to more clearly and systematically show the
enhancement of vibrational anharmonicities in Cs(PbxSn1−x)X3

with respect to the increase of Sn2+ concentrations, changes of
halide from lighter Cl− to heavier I−, as well as decrease in tem-
perature, compared to our previous approach based on Kullback–
Leibler divergence of the histogram for atomic displacements.16

With further application of the SOAP–REMatch similarity ker-
nel49 and kernel principal component analysis, we built a two–
dimensional energy–structure–property map based on the MD
trajectory for cubic CsSnI3 at 300 K. This provides us with a clear
visual interpretation on the geometric meaning of the anharmonic
scores, the values of which can be directly correlated with the
amount of structural fluctuations in the solid with respect to its
equilibrium atomistic positions.

Finally, we investigated the fluctuations of electronic band gaps
at 100 and 300 K for Cs(PbxSn1−x)X3 to examine how electron–
phonon couplings are affected by both chemical compositions and
thermal vibrations. Surprisingly, it is found that band gap ener-

gies for bromides remain largely unchanged upon temperature
rise, whereas those for iodides (chlorides) increased (decreased)
across all Sn concentrations. This is believed to be the results of
the differences in the modulation of bonding/antibonding orbital
interactions in the BX6 octahedra lattice vibrations.

We hope that this work will not only provide a deeper phys-
ical insight into the interplay between chemical bonding and
structural/electronic dynamics for inorganic halide perovskites,
but more importantly, a systematic methodological framework to
discover and understand the energy–structure–function relation-
ships in perovksite (opto)electronic materials.
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