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ABSTRACT Quantum information processors based on trapped atoms utilize laser-induced 

optical cycling transitions for state preparation and measurement. These transitions consist of an 

electronic excitation from the ground to an excited state and a decay back to the initial ground 

state, associated with a photon emission. While this technique has been used primarily with atoms, 

it has also recently been shown to work for some divalent metal hydroxides (e.g. SrOH) and 

alkoxides (e.g. SrOCH3). This extension to molecules is possible because these molecules feature 

nearly isolated, atomic-like ground and first-excited electronic states centered on the radical metal 

atom. We theoretically investigate the extension of this idea to a larger scale by growing the alkyl 

group, R, beyond the initial methyl group, CH3, while preserving the isolated and highly vertical 

character of the electronic excitation on the radical metal atom, M. Theory suggests that in the 
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limit as the size of the ligand carbon chain increases, it can be considered a functionalized diamond 

(or cubic boron nitride) surface. Several requirements must be observed for the cycling centers to 

function when bound to the surface. First, the surface must have a significant band gap that fully 

encapsulates both the ground and excited states of the cycling center. Second, while the surface 

lattice imposes strict limits on the achievable spacing between the SrO- groups, at high coverage, 

SrO- centers can interact, and show geometric changes and/or electronic state mixing. We show 

that the coverage of the diamond surface with SrO- cycling centers needs to be significantly sub-

monolayer for the functionality of the cycling center to be preserved. Having the lattice-imposed 

spatial control of SrO- placements will allow nanometer-scale proximity between qubits and will 

eliminate the need for atom traps for localized cycling emitters. Our results also imply that a 

functionalization could be done on a scanning microscope tip for local quantum sensing or on 

photonic structures for optically-mediated quantum information processing. 
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Introduction 

 Quantum information processing (QIP) is currently in a stage of parallel exploration of multiple 

platforms. Much like classical electronics, large-scale QIP will require approaches that are 

amenable to miniaturization and scalability. Along these lines, it seems fitting to approach building 

a quantum device (sensor, simulator, computer, etc.) by utilizing the natural scale at which 

quantum effects are important; for electrons at room temperature, this means the energy and size 

scale of single atoms. In contrast to larger systems that currently dominate the QIP landscape (such 

as superconducting qubits1 and phonons in trapped ion Coulomb crystals2), working at the 

nanometer scale has the potential advantage that inter-qubit coupling can be significantly stronger 

at short range, leading to systems that require less cooling to access pure collective states. 

However, single atom engineering at nanometer length scales is most naturally accomplished by 

chemically bonding the atoms to molecular hosts and using chemical (as opposed to mechanical) 

assembly. Chemical methods will therefore likely play a major role in development of quantum 

systems built from single molecular qubits. 

Here, we present a new concept for molecular qubits that are designed to be scalable and packed 

at high density via surface modification, potentially produced by self-assembly of organic 

molecules. By attaching an optical cycling qubit moiety to a chemically defined crystal surface, 

we combine initialization and state readout based on optical cycling that trapped atoms provide, 

with the potential for the nanoscale lithographic control that surfaces furnish. In this way, this 

“chemically-trapped ion” platform borrows strengths from both gas-phase and solid state devices 

in an effort to build a concept that can leverage the best features of each for building the next 

generation of quantum devices. 
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Surface-Bound Optical Cycling Centers 

Recent successes in the laser cooling of molecules forms the basis of our design.3–5 That work 

demonstrated that many photons can be spontaneously emitted by repeatedly laser-exciting optical 

transitions from polyatomic molecules without partitioning into excited molecular vibronic states. 

Common in these systems are ‘functional groups’ based on a metal atom that acts as optical cycling 

centers (OCCs).6 The primary feature of an OCC is an atom-centered optical electronic transition 

with near-zero Franck-Condon overlap for transitions that change its vibrational state. In this 

system, successive excitation and spontaneous emission from the OCC can result in a reduction of 

entropy as the internal state of the molecule is heralded, allowing for quantum state preparation 

(including laser cooling) and readout. The workhorse of this process is typically alkaline earth 

metal alkoxide groups (MO-R) in which a radical valence electron centered on the alkaline earth 

serves as the handle for state preparation and measurement (SPAM).  

Recent calculations suggest that increasing the size and complexity of the ligands may not 

disrupt the closure of the optical cycle if the ligand is spatially and electronically separated from 

the OCC.6 This raises the possibility that an OCC can be chemically tethered to a substrate in vacuo 

while retaining its ability to spontaneously emit a series of photons upon state-selective excitation, 

providing readout of the initial internal quantum state of the molecule. 

Beyond OCCs’ roles in supplying an isolated transition in the molecule, they also provide a 

natural basis for storing and using quantum information. A quantum state stored in a pair of long-

lived sublevels of the electronic ground state (such as hyperfine structure) serves as a qubit and a 

state-selective optical cycle would allow excitation of only one of these qubit eigenstates (the 

“bright state”) for laser-induced fluorescence, while the other eigenstate (the “dark state”) would 

not emit fluorescence photons. Lack of collected fluorescence therefore constitutes detection (and 
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heralds preparation) of the dark state, while detection of fluorescence indicates the bright state. As 

such, the optical cycling property allows SPAM of the molecular qubit, in a scheme analogous to 

those used in trapped ion quantum computers.7,8 

Taken together, the tantalizing possibility that OCCs might be realized on surfaces and even 

patterned to produce multi-OCC interactions argues for a theoretical treatment of whether 

molecules hosting optical cycling centers can be attached to surfaces while retaining both chemical 

and physical properties. We approach this by expanding on the complexity of alkyl chain R-groups 

that are amenable to optical cycling. For strontium (Sr) as our example of an alkaline earth metal, 

we suggest that diamond and cubic boron nitride (cBN) may serve as a good substrate for OCC 

anchoring and derive some general trends. We then explore how multiple OCCs may interact 

chemically or spectroscopically on a surface. We close by speculating on several schemes by 

which surface bound OCCs may provide next generation quantum systems through nanoscale 

control and patterning. 

 

Computational Methods 

We first probed the electronic structure of the smallest molecular emitters using MRCI/CASSCF 

(9 electrons/10 orbitals active space) with the def2-TZVPPD basis set.9–11 The geometries are 

optimized using the state-average CASSCF method (3 lowest-energy states with weights 

0.8/0.1/0.1 for the ground state, and 0.2/0.4/0.4 for the first excited state given its near-

degeneracy), and then the MRCI method is used to calculate electronic excitation energies with 

Molpro.12–17 These results were used to benchmark the performance of the Density Functional 

Theory (DFT) and Time-Dependent DFT (TD-DFT) methods18–21, implemented in the Gaussian 

16 package22, capable of probing larger molecular systems. We show the comparison between DFT 
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and MRCI/CASSCF for the geometries and excitation energies in Table S1. We found the PBE0 

hybrid functional23 with the D3 dispersion correction24 yielded the most reliable DFT-based results. 

It is additionally known to work well for excited state calculations.25–27 We also probed the effects 

of basis set size and functional (Table S2). DFT geometry optimizations are performed with the 

def2-SVPD basis set, and a larger def2-TZVPPD basis set is used for excitation energy 

calculations. The effective core potential (ECP) is used for the Sr atom. The Franck-Condon 

Factors (FCFs) are calculated within the double-harmonic approximation using ezSpectrum28. 

Geometry optimizations of OCCs bound to surfaces were performed using the Perdew-Burke-

Ernzerhof (PBE) functional,29,30 with the projector augmented-wave (PAW) potentials,31,32 

implemented in the DFT-based Vienna ab initio simulation package (VASP)31,33–36. The hybrid 

functional HSE0637 is used for single point energy calculations, density of states calculations and 

the Bader charge analysis38,39.  HSE06 has been extensively benchmarked against other functionals 

and performs well in predicting band gaps that fall within 1-5 eV.40,41  A 1 × 1 × 1 Monkhorst-

Pack k-point grid centered at Γ-point and a plane-wave cutoff energy of 400 eV are employed, 

with a convergence criterion of 10-6 eV for the SCF relaxation. The k-point grid is considered 

sufficient due to the large size of the unit cell and the significant separation between OCCs that 

we probe, expected to produce flat bands, accurately modeled with just the Γ-point calculation. A 

five-layer 2 × 2 supercell with the exposed (111) facet, in periodic boundary conditions, represents 

the cubic diamond surface as an infinite slab, in which the two surfaces are covered with H atoms. 

In this supercell 160 C atoms in total, of which 64 are surface-exposed (or 32 per face), all capped 

with H before SrO deposition. The dimensions of the supercell are 14	Å × 14	Å × 20	Å, which we 

found to be sufficient to prevent the interaction between the periodic images. The top-three layers 
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of C atoms and the surface H atoms are relaxed during the geometry optimizations. The 

optimizations are considered converged when the residual forces are less than 0.01 eV/atom. 

 

Results and Discussion 

Molecular alkoxide radicals 

 The benchmarking of the computational methodology was done on the SrOH species, for which 

the experimental data is available, and high-level ab initio theory is affordable. TD-DFT results 

agree well with the MRCI/CASSCF results and the experiment42,43 (Tables S1, S2). The TD-DFT 

optimized Sr-O bond lengths deviate from the experiment values by less than 0.02 Å, and the 

differences between TD-DFT and CASSCF are less than 0.06 Å. More importantly, for both TD-

DFT and CASSCF methods, the computed bond length differences between the ground and excited 

states differ from the experimental data by 0.002 - 0.008 Å. All considered functionals give 

reasonable results for Sr-O bond length and bond length change. The TD-DFT excitation energy 

agrees with experimental results within 0.1 eV, and the PBE0 hybrid functional performs best in 

this regard. We also probed the effect of functionals and basis sets. In order to further reduce the 

computation cost, we use a smaller basis set, def2-SVPD, for geometry optimization and a larger 

basis set, def2-TZVPPD, for excitation energy calculations. Table S2 shows that this strategy gives 

a good agreement for bond length change and excitation energy with the results from the def2-

TZVPPD basis set. Thus, TD-DFT should provide accurate descriptions for alkoxide radicals. The 

good performance of DFT is not unexpected, because for optimized OCC the wavefunctions on 

both electronic states are single configuration and located far from crossings with other electronic 

states. 
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Figure 1. (a) Optimized ground-state geometries of SrOR. Atomic charges on the Sr and O atoms, 

computed from NPA, are also shown in the left side of each sub-figure. The right side of each sub-

figure shows the NTO for Highest Occupied Molecular Orbitals (HOMO) and Lowest Unoccupied 

Molecular Orbitals (LUMO). The isosurfaces are plotted with an isovalue of 0.03. (b) Photon 

cycling scheme for SrOR. Excitation from the ground state to the first excited state and 

spontaneous decay channels are shown with upward red arrows and downward blue dashed arrows. 

The FCFs are shown along with each decay. The vibrational quantum numbers (𝑣!𝑣") correspond 

to the Sr-O stretching (𝑣!) and Sr-O-C bending (𝑣") modes. 
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Table 1. Electronic excitation properties for SrOR. ∆r#$%& is the Sr-O bond length change from 

the ground state to the first excited state (∆r#$%& = r#$%&'( − r#$%&
)* ), ∆𝐸 is the computed vertical 

excitation energy, and FCF is the Franck Condon Factor for the decay transition from the first 

excited state to the ground state. The initial and target states are vibrational ground states. 

Molecule ∆r#$%& (Å)  ∆𝐸 (eV) FCF 

SrOH -0.017 1.750 0.9651 

SrOCH3 -0.018 1.754 0.9556 

SrOC4H9 -0.021 1.738 0.9163 

SrOC13H21 -0.029  1.721 0.7819 

 

We start from the hypothesis that the alkyl group R, in SrOR, can be increased beyond methyl, 

CH3. We apply the TD-DFT method to a series of SrOR molecular radicals, R, with increasing 

numbers of carbon atoms, CH3, C4H9, C13H21 (Figure 1). Our goal is to progressively build up to 

the local structure of a diamond surface. We focus on the changes in geometries within the SrO 

part of the molecular radicals in the ground and first excited states, the excitation energies, and the 

Frank-Condon factors, FCFs. All the cluster models can maintain a local linear structure, with the 

Sr-O-C angles of 179.8-179.9° for the ground state, and 179.6-180.0° for the excited state. This 

bond angle is characteristic also of SrOH, and suggests a strongly ionic bond character between Sr 

and the O atom. As shown in Table l, the two states in these models are aligned within 0.02 - 0.03 
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Å in terms of the equilibrium Sr-O bond length, and larger R sizes correspond to slight deviations 

from the linear character. 

The three cluster models exhibit similar charge distribution on the Sr and O atoms from the 

natural population analysis (NPA)44, due to the similar electron withdrawing strength of the 

alkoxide groups bound to Sr. The natural transition orbitals (NTOs) in all cluster-bound SrO have 

the same shape as those in SrOH, with electron density localized on the Sr atom (Figure 1). This 

suggests that the perturbation from the R group is minor. However, we observe that, as the cluster 

size increases, a small amount of electron density appears on the O atom and some on the C atoms, 

which will make the potential energy surfaces (PESs) of the ground (𝑋/) and first excited (𝐴1) states, 

less parallel, and thus the FCF less diagonal (deviating more form the highly diagonal FCF in 

SrOH5,6). This is because more modes are contributing to the off-diagonal FCFs. In addition, the 

contribution from the Sr-O stretching mode is slightly increased, consistent with our observation 

that the Sr-O bond length change is increased, and thus the PESs of the two states are less parallel 

along this mode as we move to larger model systems. However, the decrease in FCF, due to the 

size effect, is not significant, and SrO will still have a reasonably good FCF. Note as well that the 

diamond-supported system will have a very different reduced mass.  

In SrOC13H21, there is a very small amount of electron density on the two C atoms that are not 

directly bound to O, but are only 2.7 Å apart from the O atom. These carbon atoms will conform 

to the top-layer atoms on the diamond surface, which are 2.9 Å away from O in Figure 2. 

Consistently, we find that the distance between the O atom and these C atoms changes by 0.004 Å 

from the 𝑋/"𝐴′ to the 𝐴1"𝐴" state, and that constitutes the second largest geometric changes in 

SrOC13H21. Therefore, when the cycling center is deposited onto the diamond surface, the orbitals 

of these two C atoms may have weak couplings to the O and Sr atoms and affect the FCF. On the 



 11 

other hand, the chemical nature of these atoms in the diamond surface is not identical to that in a 

finite hydrocarbon, and thus, this small involvement of the C atoms of the C13H21 system in the 

key transition does not necessarily preclude the possibility of the infinite surface to be a viable 

OCC platform. 

The TD-DFT calculations show that the first vertical excitation energy is slightly decreased as 

the size of the R group increases (Table 1), agreeing well with previous experimental 

measurements42 (Table S3). Given this trend, the diamond-bound SrO is expected to have slightly 

lower excitation energy than SrOH.  

 

Surface functionalization with SrO cycling centers  

Encouraged by the FCFs observed so far in small clusters, we now expand the R group to 

encompass the full diamond surface. We first explore the ground state structure of SrO bound to 

diamond, and compare those to the gas-phase SrOH radical, which is known to have a diagonal 

FCF. The Sr-Sr separation afforded within this supercell is 14.27 Å. When the SrO group is bound 

to the surface, the Sr-O-C unit can maintain a roughly linear geometry (Figure 2), with an angle of 

175.2°. The ground-state Sr-O bond length is 2.125 Å on the diamond surface, i.e. 0.019 Å longer 

than that of the gas-phase SrOH molecule. The atomic Bader charge on Sr within the surface-

bound SrO (Figure 2 (a) and (b)) is +0.85 e, i.e. similar to that in SrOH and nearly identical to 

those seen in SrOCH3 and SrOC4H9 (Figure 1), indicating an unpaired electron localized on the 

cycling center. The overall resemblance of the surface-bound SrO to the best cycling molecules 

suggests that optical efficient cycling should still be possible at this limit. 

Figure 2 (c, d) show the electron density of the highest occupied molecular orbital (HOMO), 

occupied by the unpaired electron, and the doubly-degenerate lowest unoccupied molecular orbital 
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(LUMO) of the SrOH molecule and the SrO group attached to diamond. For both HOMO and 

LUMO of surface-bound SrO, a majority of electron density is localized on Sr, leading to 

electronic transition localized on the cycling center. Again, the molecular orbitals of the surface-

bound SrO have similar shapes to those of the SrOH radical, suggesting similar distributions of 

atomic orbital characters. For SrOH in the 𝑋/"Σ+ state, the orbital occupied by the unpaired electron 

is dominated by the Sr 𝑠 character with the remaining contribution from the Sr 𝑝 orbital, whereas 

for the 𝐴1"Π state, the Sr 𝑝 and 𝑑	orbitals dominate the molecular orbital character. 

 

Figure 2. (a) (b) Optimized geometries of the gas-phase SrOH molecule and the SrO-group bound 

to the diamond surface. The green, red, gray and white colors represent the Sr, O, C and H atoms, 

respectively. The atomic charges on Sr and O from the Bader charge analysis are also shown. (c) 

(d) Electron density of the HOMO and LUMO of the SrOH molecule and the SrO supported on 
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diamond. The isosurfaces are plotted with an isovalue of 0.001. (e) PDOS, indicating the excitation 

energy distance. 

Given the similarity in geometry, charge distribution and shapes of the HOMO and LUMO 

between the diamond-surface-bound SrO and the SrOH molecule, we expect SrO to maintain its 

excitation properties once bound to the diamond surface. We can roughly estimate the excitation 

energy from the projected density of states (PDOS) (Figure 2e), to be 1.82 eV for diamond-bound 

SrO. This is close to the excitation energy in SrOH (1.83 eV), estimated from the PDOS 

calculation. While the number derived from PDOS is necessarily approximate, the HSE06 

functional is known to be quite reliable for the optical gap, as discussed above. Calculating the 

FCF for the infinite surface is unfortunately technically impossible at the moment, and thus, our 

results are a proposal, substantiated as best as currently possible. Confirming this obviously 

requires experimental validation. 

Next, we believe there is a rational way to improve the properties of the surface-bound SrO, 

through changing the support to a close diamond analogue, cubic boron nitride (cBN). cBN has 

the same number of valence electrons and the same crystal structure as the cubic diamond, and 

thus, mirrors diamond’s properties. However, it additionally features a small amount of charge 

transfer between B and N. Given that the surface of cBN is expected to be B-terminated, and that 

SrO- would therefore bind to the boron, the intra-crystal polarization is expected to effectively 

create a more electron-withdrawing ligand, R, for SrO-. Figure 3 shows the optimized structure 

for SrO-cBN from periodic DFT calculations. The Sr-O bond is 2.104 Å on cBN, i.e. 0.021 Å 

shorter than that on diamond. The Sr-O-B can maintain a linear structure near Sr, with a now-

perfect angle of 180.0°. In line with this finding, and our hypothesis regarding cBN, the Sr atom 

has more positive charge on cBN than that on diamond. The HOMO and LUMO of this system 
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(Figure 3) are the expected singly-occupied states, very similar to those of SrO- on diamond and 

SrOH in the gas phase. From the PDOS, the excitation energy of SrO- on cBN is 1.70 eV. Thus, 

we see that the behavior of OCC is likely again preserved on cBN at this low coverage. While the 

experimental confirmation of the OCC behavior on both surfaces is warranted, our results suggest 

that both diamond and cBN could be used to support the SrO- cycling radical centers, and cBN 

has a potential to be a superior support. 

 

Figure 3. (a) Optimized geometry of the SrO- group bound to the boron nitride surface. The green, 

red, pink, blue and white colors represent the Sr, O, B, N and H atoms, respectively. The atomic 

charges on Sr and O from the Bader charge analysis are also shown. (b) Electron density of the 

HOMO and the LUMO of the SrO- supported on cBN. The isosurfaces are plotted with an isovalue 

of 0.001. (c) PDOS, indicating the excitation energy distance. 
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Effect of surface coverage  

Finally, the interactions and entanglement between the optical cycling centers would be affected 

by their spatial separation. The surface allows for certain control of it, since the affordable 

separations are multiples of the surface lattice constant. We explore the effect of surface coverage 

on the properties of the cycling centers. First, we have studied the interactions between the SrO- 

groups when they are uniformly distributed on diamond, by changing the size of the periodic 

supercell. The structure in Figure 2 corresponds to a coverage of 1/32  monolayer (ML), and it was 

chosen specifically to avoid the interactions between the Sr centers in the neighboring unit cells. 

Below we address what happens if coverage increases to 1/8 or even 1/2 ML.  

 

Figure 4. (a) (c) Optimized geometries for SrO-diamond with the cycling center coverage of 1/2 

and 1/8. Two unit cells are shown for the case of 1/2 coverage. (b) (d) Electron density of the 

HOMO,  LUMO, and LUMO+1 for different coverages of cycling centers. The isosurfaces are 

plotted with an isovalue of 0.001. 
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When the cycling center coverage is 1/2 ML, Sr will bind to two O atoms, with bond lengths of 

2.33 Å and 2.39 Å, respectively (Figure 4). The distance between the two Sr centers is 3.57 Å. The 

HOMO and LUMO are completely delocalized, where the adjacent Sr radical orbitals mix, 

effectively forming a half-filled 𝜎-band. When the coverage is 1/8 ML, corresponding to the 

distance between the two cycling centers of 7.13 Å, the Sr-O-C unit can maintain the locally linear 

structure. However, the orbitals of two neighboring Sr atoms still interact with each other, either 

polarizing the original orbitals, or mixing and splitting into two mixed states.  

 

Figure 5. (a) Optimized geometry for two cycling centers on the diamond surface. The atomic 

charges on Sr and O from the Bader charge analysis are also shown. (b) Electron density for 6 low 

energy orbitals. The isosurfaces are plotted with an isovalue of 0.001. 

We have also studied the systems where two SrO- units are in the same unit cell, and can form 

dimer geometries. In some cases, one Sr will bind to two O atoms, similar to that in Figure 4 (a), 

while in other cases the two SrO- groups can maintain the locally linear structures, but their orbitals 

interact with each other. Figure 5 shows one case where the distance between two Sr is 3.73 Å, 

and the distance between the two C atoms that the SrO- groups are bound to is 1.71 Å. The two Sr 

𝑠 orbitals with the same energy form a bonding and an antibonding combinations, while the doubly 
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degenerate 𝑝- and 𝑑- type orbitals from different Sr form even more mixed orbitals. The charges 

on the Sr atoms also suggest that they are not chemically identical. 

Clearly, these coverages are too high to maintain the clean radical character of the cycling centers 

in the ground and excited states. Our results indicate that the surface coverage with radical center 

has to be certainly lower than 1/8 ML, in order for the cycling centers to maintain their local 

electronic character and the diagonal FCF.  

 

Conclusions and Future Prospects 

In this contribution we showed that the SrO- radical cycling center can be attached to R groups 

as large as the diamond or cBN surface. Surface patterning with such centers allows for spatial 

control and alignment. The coverage of the surface with the cycling centers cannot be very high, 

to prevent their chemical interaction with each other (as seen at 1/2 ML), or mutual electronic 

perturbation (as seen at 1/8 ML). Even though at 1/8 ML the geometries of the SrO- units are 

linear, their electronic states can still mix, particularly on the excited state. Furthermore, our results 

suggest that the surfaces that can successfully host radical cycling centers must feature large band 

gaps, such that the HOMO and LUMO of the radical are located safely within the gap and not mix 

with the states of the surface.  

We hypothesize that surface supported optical cycling ligands can be realized through chemical 

functionalization of the surface. We propose that diamond grown by chemical vapor deposition 

(CVD) (which is typically H-terminated) can be functionalized with pendant hydroxide groups by 

low-pressure oxygen plasma treatment48,49. Following this, reactive Sr can be prepared by exciting 

the Sr atoms to the metastable state 3P1 with laser excitation50–52. To control the deposition, the 
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amount of pendant hydroxide can be tuned by modulating the power and duration of the plasma 

treatment. 

 

Figure 6. Applications of surface bound OCCs. (a) An AFM/STM tip can be functionalized with 

OCC centers, enabling precision quantum-enhance readout of local magnetic and electric fields 

through fluorescence. (b) Two OCCs in spatial proximity can provide the two qubit basis for a 

CNOT gate achieved through dipole blockade. (c) OCCs can be placed in a photonic waveguide, 

entangling two OCCs via photonic bus.  

Figure 6 shows three applications that would be enabled by the development of surface-bound, 

state-selective emitters. For sensing applications, Figure 6 (a) shows a conceptual arrangement 

whereby a single molecular qubit could be used for spatial imaging of, for instance, local magnetic 

fields by functionalizing the tip of a scanning tunneling microscope (STM) or an atomic force 

microscope (AFM). Light for SPAM can be delivered to and collected from the OCC via fibers or 

optical waveguides built into the tip. A superposition of field-sensitive qubit states will process at 

a rate determined by the local magnetic field, and readout after free precession can be used to map 

the field at the atomic scale.  
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Note, however, that, if AFM is conducted at ambient pressures, the Sr radicals are likely to 

chemically react with the gases, and quench. For STM, the tip generates an oriented electric field, 

which at large enough magnitudes may affect charge separation and hinder Franck-Condon factors. 

Experimentally, an external electric field generated by STM was shown to stabilize or destabilize 

charge-transfer in organic molecules placed on gold surfaces, based on alignment. The external 

electric field strengths studied ranged from -1x109 to 1x109 V/m.53 

To probe how external fields would affect optical cycling, we introduced electrical fields in two 

ways. A field between -1x1010 to 1x1010 V/m aligned with the Sr-O bond was applied to 1/32 ML 

Sr-O OCCs on diamond (Table S5). In another case, a field of 1x108 - 1x1010 V/m was applied to 

two SrO- units located 3.88 Å apart and 10.39 Å from other OCCs on diamond (Table S6). In both 

cases, larger electric fields reduced charge localization on Sr, while the Sr-O bond length would 

increase or decrease depending on the direction of the field. The effect on charge can be explained 

by the fact that the field pushes the full electron density in the system, affecting the bonding 

character on the ground and excited state beyond just the radical-centered HOMO and LUMO. We 

made a comparison of these results to the cluster model, SrOCH3, with an external electric field 

applied along the Sr-O bond. As on the surface, the applied field led to charge delocalization and 

increase or decrease in Sr-O bond length, depending on the field direction. In both field directions, 

the ground versus excited state geometry difference increases with increasing field magnitude, 

implying poorer FCFs (Table S7). Thus, in STM, large electric fields can adversely affect radical 

charge localization and FCF of OCCs.  

In Figure 6 (b), two qubits in a quantum processor are shown performing a controlled-NOT 

(CNOT) quantum gate. Here, the proximity of the qubits can be extremely close (but not closer 

than 1/32 ML on diamond, in our calculations), boosting both the energy scale and speed of the 
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gate. A transition coupled to only one of the two qubit eigenstates can be used to create a dipole 

blockade54, a paradigm in which the dipole-dipole interaction is strong enough to shift the double-

excitation energy more than the transition linewidth. As such, precisely one of the two qubits can 

be excited, and an initially separable system can be left in a well-defined entangled state. Along 

with a complete set of single-molecule operations, this two-qubit interaction is sufficient for 

universal quantum computation. 

As a third example, Figure 6 (c) shows a photonic interconnect for large-scale processing based 

on surface-bound OCCs. Even qubits that are physically distant can interact strongly with one 

another due to their strong coupling to photonic cavities built from their substrates, and classical 

routers can turn interactions between individual qubits on and off by optically connecting their 

photonic cavities together. 

We examine the possibility of constructing pendant radical alkaline earth based OCCs on 

surfaces. Such structures may bridge surface engineering with the precise quantum control 

afforded by atomic physics. After validating our computational methods, we find that diamond 

and cBN could support SrO- based OCCs. We establish the necessary density of OCCs on a surface 

needed to retain independent electronic character and explore how they might be used in 

applications such as STMs, universal quantum gates, or as substrates for quantum photonics. We 

believe this presents a path forward to realizing a novel quantum architecture experimentally.  
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