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Significance 

The hydrophobic effect, loosely defined as the disaffinity between oil and water, plays a pivotal role 

in many chemistry and biological phenomena, ranging from the low solubility of nonpolar 

molecules to protein folding. Here, we show, from molecular dynamics simulations, that the 

hydration entropy, normalized by the solvent accessible surface area, is nearly system size 

independent for hydrophobic, but not for amphiphilic molecules. A comprehensive molecular 

picture of the anomalous temperature dependence of hydrophobic hydration is then built upon 

information theory, through analysis of solute-water interactions and the reorganization of water’s 

structure around hydrophobic groups. Kauzmann’s “hydrocarbon model” on protein 

folding/denaturation is also discussed, with relatively large amphiphilic molecules exhibiting a 

more similar behavior to globular proteins, than hydrocarbons. 
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Abstract 

The hydrophobic effect plays a key role in many chemical and biological processes, including 

protein folding. Nonetheless, a comprehensive picture of the effect of temperature on hydrophobic 

hydration and protein denaturation remains elusive. Here, we study the effect of temperature on the 

hydration of model hydrophobic and amphiphilic solutes, through molecular dynamics, aiming at 

getting insight on the singular behavior of water, concerning the zero entropy temperature, TS, and 

entropic convergence, also observed upon protein denaturation. We show that, similar to 

hydrocarbons and proteins, polar amphiphilic solutes exhibit a TS, although strongly dependent 

upon solute-water interactions, opposite to hydrocarbons. Further, the temperature dependence of 

the hydration entropy, normalized by the solvent accessible surface area, is shown to be nearly 

solute size independent for hydrophobic, but not for amphiphilic solutes, for similar reasons. These 

results are further discussed in the light of information theory (IT) and the structure of water around 

hydrophobic groups. The latter shows that the tetrahedral enhancement of some water molecules 

around hydrophobic groups, associated with the reduction of water defects, leads to the 

strengthening of the weakest hydrogen bonds, relative to bulk water. However, a larger 

tetrahedrality is found in low density water populations, demonstrating that pure water has encoded 

structural information similar to that associated with hydrophobic hydration, consistent with IT 

assumptions. The source of the differences between Kauzmann’s “hydrocarbon model” on protein 

denaturation and hydrophobic hydration is also discussed, with relatively large amphiphilic 

hydrocarbons displaying a more similar behavior to globular proteins, than aliphatic hydrocarbons. 
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I. Introduction 

 

The hydrophobic effect, loosely defined as the disaffinity between oil and water, plays a central 

role in many chemical and biological processes, including protein folding and association(1–4). 

Hallmarks of hydrophobic hydration include a positive hydration free energy, hydG , or excess 

chemical potential ( ex ), and an increase of the heat capacity, 0pC  , also observed upon 

protein denaturation(5–8, 4, 3). The source of this hyd 0G   is a negative hydration entropy, hydS , 

in spite of an also negative hydration enthalpy, hydH . Hydrophobic hydration is also characterized 

by an unusual temperature dependence, exhibiting (extrapolated) temperatures, TS and TH, at which 

hydS and hydH  are zero, respectively(4, 5, 7–10). Thus, above these temperatures, hydration 

would be favored, instead, by entropy and disfavored by enthalpy. A more puzzling aspect is the 

fact that the temperature at which hydS is zero has been found to be similar, ~400 K, for different 

hydrocarbons(5, 7–10). Ts was assessed for the transfer of hydrocarbons from the pure liquid to 

water, and shown to be similar to the temperature at which the hydrophobic contribution to the 

entropy of protein unfolding is zero(5, 7–10). The latter is apparently consistent with the analogy 

proposed by Kauzmann(11), between the exposure of the hydrophobic core of globular proteins to 

water, upon denaturation, and the transfer of a hydrocarbon from a nonpolar solvent into water. The 

transfer of a hydrophobic residue from water, to form the hydrophobic core of a protein, thus, 

interacting with other hydrophobic residues through van der Waals interactions, is then seen as the 

driving force (i.e., hydrophobic interactions) for protein folding(11–13). The resemblances between 

this “hydrocarbon model” and protein (un)folding have, however, long been questioned(4, 7, 14–

16).  

Garde et al.(8) proposed an explanation for this convergence temperature, based on an 

information theory (IT), ascribing the system size independence of TS to the “weak temperature 

dependence of occupancy fluctuations for molecular scale volumes in water”. They found a 

convergence temperature ~410 K, slightly below TS for model hard sphere solutes of sizes 

comparable to the noble gases and methane. A recent molecular simulation study by one of the 

authors, in turn, found a TS at ~475 K for various model aromatic hydrocarbons(17) in liquid 

subcritical water at 100 atm, coinciding with the convergence temperature.  

The negative hydS that characterizes hydrophobic hydration is believed to be associated with 

the work of cavity formation to insert the solute, whereas, the negative hydH  is related to solute-

water interactions(18, 19), although alternative pictures have been proposed(4, 19–21). The solvent 

excluded volume, related to the formation of the cavity, induces a reorganization of water's 
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hydrogen bond (HB) network. This cavity work was argued to be especially large because of the 

small size of water molecules, as opposed to organic solvents, with larger voids, thus, involving the 

reorganization of less molecules to create a suitable cavity(19, 22). Nonetheless, although more 

sharply defined in water, the most probable size cavities in hexane and dodecane were found to be 

about the same size as those for water(23). There should be an additional contribution to the 

entropy and enthalpy, related to the water reorganization around the cavity, due to solute-water 

interactions. Lee(19) proposed that the process of hydrophobic hydration could be broken into (a) 

the formation of a suitable cavity to lodge the solute and (b) the transfer of the solute into this 

cavity, involving the “turning on” of solute-water interactions. According to Lee(19), “changes in 

the thermodynamic quantities upon introduction of a cavity are entirely due to the solvent 

reorganization”. In addition, the enthalpy and entropy contributions associated with the 

reorganization of water's HB network have been shown to nearly compensate, thus not influencing 

hydG .(19, 24–29) This water reorganization should, thus, be exclusively related to the solute 

insertion, and therefore, with solute-water interactions.  

While not observed through neutron diffraction experiments(30–32) a tetrahedral enhancement 

of some water molecules next to small hydrophobic and amphiphilic molecules has been recently 

observed through molecular dynamics(17, 33–41), Raman scattering measurements with 

multivariate curve resolution(42, 43) and infrared spectroscopy(44, 45). Notice that any structural 

enhancement related to the reorganization of water upon insertion of the solute, while not 

contributing to the free energy (enthalpy-entropy compensation), still contributes to the hydration 

entropy and enthalpy. Nonetheless, disentangling the possible contributions from the cavity alone 

and from the solute-water interactions, to this tetrahedral enhancement, is not straightforward. 

Water molecules without interstitial water neighbors (“water defects” associated with the existence 

of a fifth water neighbor in the interstitial region in-between the first and second coordination 

spheres) are more tetrahedral than water molecules with defects(46). Thus, since larger cavities 

should be found near water molecules with a lower number of neighbors (i.e., lower density), 

similar to water next to nonpolar solutes, where the fifth water neighbor is already well beyond the 

girth of the first coordination sphere(17), this suggests that this tetrahedral enhancement should 

already arise with the formation of the cavity, thus contributing to both, hydS  and hydG . This 

putative contribution is, however, generally neglected, and scale particle theory(47, 19, 3) (SPT), 

Pratt and Chandler’s theory(48), and IT(8, 49), quantitatively account for the hydG of small hard 

spheres, without regarding any structural enhancement of water around the solute(50). Thus, IT, for 

instance, can quantitatively describe hydG  for rare gases, based exclusively on the oxygen-oxygen 

radial distribution function and the density of neat water(49). We anticipate that a larger tetrahedral 
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enhancement in pure water populations, without interstitial water molecules, was observed in this 

study, relative to water next to hydrophobic solutes. Thus, any structural enhancement, related with 

the solute, is already found in pure water due to structural fluctuations (or heterogeneities).    

Following the above discussion, concerning the cavity work, hydS  should decrease (more 

negative) with the solute size. This result is consistent with molecular simulations and is reproduced 

by various theories, including SPT and IT. Entropic convergence at TS implies, however, the 

reversal of this size dependence, with larger solutes exhibiting larger, positive, hydS , at T ≥ TS. 

This, in turn, suggests that the temperature dependence of hydS cannot be explained by the cavity 

work alone, even if suitable cavities for an arbitrarily large solute, formed in water around this 

temperature. Thus, although this crossover is predicted by IT for hard spheres, a molecular-level 

understanding of this positive entropy and its system size dependence remains elusive. The fact that 

the hydration entropy of polar and non-polar solutes of similar size (e.g., methane and 

methanol)(51) exhibit a different temperature dependence, suggests that solute-water and/or water-

water interactions are important to explain hyd ( )S T , and, therefore, the molecular origin of TS in 

hydrophobic solutes and proteins. For instance, while hydS of methane and methanol are similar 

near the melting point of water, the entropy of the former increases at a higher rate with the 

temperature(51).  

Here, we study the hydration thermodynamics of model hydrocarbons and amphiphilic 

molecules, as simple prototypes of the core of globular proteins, aiming at understanding the 

molecular source of TS of hydrophobic solutes and proteins in water. Further, solvation analysis is 

carried out to probe the effects of temperature and solute size on the HB network of water, next to 

hydrophobic and amphiphilic solutes. 

 

II. Methods 

Molecular dynamics (MD) simulations of various OPLS-aa(52) model hydrocarbons and 

alcohols in water were performed with the program GROMACS 5.1.4(53). The following solutes 

were studied: methane, ethane, neopentane, pentane, heptane, benzene, naphthalene, anthracene, 

pyrene, methanol, ethanol, and neopentyl alcohol (neopentanol), chosen to include aliphatic and 

aromatic hydrocarbons as well as amphiphilic solutes of similar sizes. The hydration free energies 

of some solutes were first calculated at 298 K and 1 atm for distinct water models, namely, 

TIP3P(54), SPC/E(55), TIP4P/Ew(56), and TIP4P/2005(57), for comparison purposes. Although 

the TIP3P water model provides in general more accurate hydG  values, the TIP4P/2005 water 

gives the most accurate free energies among the other water models (see Table S1). Thus, because it 
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provides a better description of liquid water, than TIP3P, the simulations were carried out with the 

TIP4P/2005 model. 

To probe the hydration free energy maxima, the simulations were carried out at 100 atm 

allowing observing this maximum below the boiling temperature of water at this pressure (~580 K) 

for most systems. The aqueous systems were comprised of a single molecule of solute and 1000 

water molecules in a cubic box with periodic boundary conditions. The systems were first 

equilibrated in the (N,P,T) ensemble for 10 ns after an 100 ps simulation in the (N,V,T) ensemble. 

The T and p were controlled with the thermostat of Bussi et al.(58) and the Parrinello-Rahman 

barostat(59), and the equations of motion were solved with the Verlet leap-frog algorithm with a 2 

fs time-step. Electrostatic interactions were computed via the particle-mesh Ewald (PME) 

method(60). A cut-off of 1 nm was used for non-bonded van der Waals and for the PME real space 

electrostatic interactions. Heavy atom-hydrogen covalent bonds were constrained with the LINCS 

algorithm(61). 

The hydration free energies were obtained through “alchemical” free energy calculations(62) 

with the Bennett acceptance ratio (BAR)(63) method. The method involves the perturbation of the 

system based on the definition of a parameter, , taking values in the interval [0,1], allowing 

connecting the end states of interest, A (=1) and B (=0), defined by the Hamiltonians ,( );A r p H  

and ,( );B r p H . The transition from state A, the solution, to state B, the solvent, is performed by a 

number (N) of different values of  corresponding to non-physical states. The hydG calculated in 

this work, concern the transfer of a solute from a fixed position in the gas phase to a fixed position 

in water, following Ben-Naim and Marcus(64) standard, as opposed to the transfer from a non-polar 

environment to water. 

 A decoupling approach was used with N = 20, connecting the states A and B.  For the 

Coulombic interactions decoupling, a  = 0.25 was adopted, whereas for the van der Waals 

interactions a  = 0.05 was used Langevin stochastic MD(65) was carried out and a soft-core 

potential was used for Lennard-Jones and electrostatic interactions to avoid numerical singularities 

at terminal  values, with  = 0.5,  = 0.3, and a soft-core power of 1.(62, 66–69) The simulations 

for each  consisted of a steepest descent energy minimization step, followed by a 0.5 ns Langevin 

NVT simulation, and a 1 ns Langevin simulation in the NPT ensemble, using the Parrinello-Rahman 

barostat(70). The hydration free energy was then computed from 2 independent Langevin NPT 

simulations, 10 ns long, for each . For some temperatures, where larger differences were observed, 

typically near the hydG maxima, up to 5 independent simulations, 10 ns long, were carried out.  

The entropy was assessed from, ( )hyd hyd /
p

S G T = −   , where hydG  was fitted to a second 
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order polynomial, and the hydration enthalpy was estimated from, hyd hyd hyd = H G T S  +  . Every 

approach to assess either hydH  or hydS , suffers from limitations(62, 71) and, therefore, a larger 

uncertainty is associated with the hydration entropy and enthalpy.  

Solvent accessible surface areas (SASA) were computed by rolling a solvent sphere(72, 73) of 

radius 1.4 Å over the van der waals surface(74) of the solutes.  

The tetrahedrality of water was assessed through the calculation of the orientational order 

parameter(75), q, in the rescaled form(76), ( )
3 4

2

1 1

3
1 cos 1/ 3

8
ij

i j i

q 
= = +

= − +  , where ij is the angle 

formed by the lines joining the O atom of a given water molecule and those of its nearest neighbors, 

i and j. The average value of q varies between 0 (ideal gas) and 1 (perfect tetrahedral HB network). 

  

III. Results 

1. Thermodynamic Parameters 

The temperature dependence of hydG , hydS , and hydH for the aliphatic hydrocarbons is 

shown in Fig. 1. The temperature of the hydG maximum, ~440 K, is nearly solute size independent, 

consistent with experimental data extrapolations at 1 atm, although for the transfer of a hydrocarbon 

from the pure liquid, rather than from the gas phase, into water(5, 7). A minor effect of the pressure 

on hydG of methane is observed, indicating that our results should be comparable to those 

extrapolated at 1 atm. TS is the temperature at which hydG displays a maximum and, thus, 

hyd 0S = . For hydG of the form of a second order polynomial (see Fig. 1(a1)), 

                                                    2

hydG a bT cT = + +                                                          (1) 

this temperature is given by TS = -b/2c. The TS obtained through this equation for methane, ethane, 

neopentane, pentane, and heptane are, respectively, 442K, 444K, 441K, 441K, and 439 K. Thus, 

entropic convergence is observed at ~440 ±10 K, because of the TS near solute size independence. 

The temperature dependence of hydS and hydH  for methane at 1 atm was also assessed, allowing 

comparing with available “experimental” (see Fig. S1)  data(51, 77, 78). A good agreement is 

observed. Furthermore, a TS of 412 K (extrapolated), close to the experimental, ~400 K, was found, 

at 1 atm. 
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Figure 1 – Temperature dependence of (a1) hydG , (b1) hydS , and (c1) hydH , for the distinct hydrocarbons, 

at 100 atm. The hydS convergence region extends around ~440±10 K. The filled circles in (a1) are for 

methane at 1 atm. The entropy was obtained from the temperature derivative of the free energy, fitted to a 

second order polynomial, displayed as solid curves in (a1). The standard deviations of the free energy 

obtained from the independent simulations are comparable to the symbols’ size and are omitted. The same 

plots, normalized by the SASA (see Table S2) are shown, respectively, in (a2), (b2), and (c2).  

 

Fig. 1(b1) shows that the hydration entropy (i.e., hydT S ) at 298 K decreases (more negative) 

with the solute size, consistent with the fact that a larger cavity must form to host larger solutes. 

However, the rate of increase of the entropy with the temperature increases with the solute size, and 

above ~TS an inversion occurs, with hydS increasing (more positive) with the solute size. Thus, the 

fact that hyd 0S   and that hydS  increases with the solute size above TS, suggests that hydS  

should no longer be governed by the cavity work. 

hydH  exhibits a similar behavior, although different TH are found, the latter increasing with the 

solute size. Furthermore, TH is lower than TS for every solute. The solute size dependence of the rate 



10 

 

of increase of the hydration enthalpy with the temperature (i.e., ( )hyd /p p
C d H dT =  )  is 

consistent with the temperature dependence of the solute-water van de Waals interactions (see Fig. 

S2). However, unlike hydH , solute-water van der Waals interactions do not converge at ~400 K, 

suggesting that the reversal of the solute size dependence of hydH  should be further connected 

with water-water interactions. Electrostatic interactions are significantly weaker and appear to 

exhibit a convergence behavior with the temperature; interestingly, for methane and ethane, the 

solute-water Coulombic repulsion first decreases with the temperature, opposite to the larger solutes 

(see Fig. S2). 

Figure 1 also shows the same thermodynamic parameters normalized by the solvent accessible 

surface areas (SASA). Remarkably, the hyd /T S SASA  exhibits a nearly solute size independent 

behavior, while the rate of increase of hyd /H SASA is now more similar for the distinct solutes (see 

also Fig. S2(b)). Notice that, in addition to a curvature homogenization of hyd /G SASA , a reversal 

of the system size dependence occurs (see Figs 1(a1) and 1(a2)). Figure 1(b2) shows that the SASA 

allows normalizing the solute size dependence of the entropy in both regimes, hyd ( ) 0SS T T    

and hyd ( ) 0SS T T   . However, because the SASA encloses information on the volume of the 

cavity and on the extent of solute-water interactions and HB perturbations, it does not allow 

distinguishing between the temperature dependence contributions associated with the cavity work 

and solute-water interactions. 

Notice that hydG  grows linearly with the solute volume, for small solutes, whereas for large 

hydrophobic surfaces (not studied in this work) it grows linearly with the surface area(2). This 

behavior is believed to be associated with the formation of a liquid-vapor like interface next to large 

(> ~1 nm) solutes, with water molecules moving away from the solute (i.e., microscopic 

dewetting)(2), opposite to small solutes. The structural transformations of water and their putative 

connection with the distinct rates of increase of hydS  and hydH , with the temperature, are 

discussed in sub-section 2. Before, however, we discuss the results for the model aromatic 

hydrocarbon and alcohol aqueous systems. 

Figure 2 shows similar plots for the aromatic hydrocarbons, exhibiting a TS ~ 470 K, thus, ~30 

K larger than for the aliphatic hydrocarbons. This temperature is similar to that recently observed by 

one of the authors(17) for the generalized amber force field(79) model of benzene, naphthalene, and 

anthracene, in TIP4P-Ew(56) water. The TS obtained from the second order polynomial fit for 

benzene, naphthalene, anthracene, and pyrene, are respectively, 469 K, 472 K, 474 K, and 476 K. A 

similar qualitative behavior to that displayed in Fig. 1 is observed for Shyd and Hhyd, normalized 
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by the SASA. Generalized curves for hyd /S SASA  of aliphatic and aromatic hydrocarbons are given 

in Fig. S3 and Table S3. The higher rate of increase of hydH with the solute size is again consistent 

with the respective rate of increase of the solute-water van der Waals interactions (see Fig. S4). 

However, electrostatic interactions are now more important, significantly contributing to hydH  

and, therefore, to hydG . Thus, opposite to aliphatic hydrocarbons a reversal of the system size 

dependence is not observed for hyd /G SASA , relative to hydG . This is because hydG  is now 

governed by hydH , via solute-water interactions. Notice that the solute size dependence 

of hyd /G SASA , unlike hydG , is governed by hyd /H SASA , for both aliphatic and aromatic 

hydrocarbons, in the sense that hyd /S SASA  is nearly solute size independent. For pyrene (C16H10), 

electrostatic interactions are less repulsive than for anthracene (C14H10), because of the higher rate 

of carbon/hydrogen atoms, explaining the similar rate of increase of hydH and, thus, the non-

convergence of the enthalpy at high temperatures (see Fig. 2(c1)).  
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Figure 2 - Temperature dependence of (a1) hydG , (b1) hydS , and (c1) hydH , of benzene, naphthalene, 

anthracene, and pyrene at 100 atm. The entropy was obtained from the temperature derivative of the free 

energy fitted to a second order polynomial displayed as solid curves in (a1). The same plots, normalized by 

the SASA (see Table S2) are shown, respectively, in (a2), (b2), and (c2).  

 

The Shyd increase with the temperature for both aliphatic and aromatic solutes indicates a 

facilitated insertion of the solute, which could be explained by the larger number of broken HBs in 

water, increasing the size of the cavities, and thus, the probability of finding a suitable cavity to 

lodge the solute. For hard spheres this probability is related to the hydration free energy, by 

hyd 0ln ( )BG k T p R = − , where R is the solvent accessible radius, given by S WR R R= +  , and RS and 

RW are the radius of the solute and water, modeled as hard spheres, whereas 0( )p R is the probability 

that a sphere of radius R randomly inserted in water is devoid of water molecules(3, 8, 80). 

Garde et al.(8) analyzed the entropy convergence based on an information theory where the 

hydration free energy of small hard spheres is approximated by a function of T2(T), 
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   HS 2 2 2 2

hyd

HS 2

hyd

/ 2 ln(2 ) / 2

( ) ( ) ( )

B BG T k v T k

G T T x v Ty v

  



 = +

 = +
                                   (2)             

Equation (2) was obtained from the probability of finding exactly n solvent molecules in the cavity 

volume 34 / 3v R= , modeled by a Gaussian distribution, 2 2exp( / 2 ) / 2np n    − , with 

variance, 2 2n =   and n n n = − . From the second equation, x(v) and y(v) only depend on the 

excluded volume.(8) This equation follows from the observation by Garde et al.(8) of a weak 

temperature dependence of occupancy fluctuations for solute excluded volumes in water, 

( ( ) ( )2 2,T v v  )  not expected in non-polar organic solvents. The latter offers an explanation to 

the singular ability of water to exhibit a zero entropy convergence temperature, contradicting the 

view that significantly larger voids should form in water associated with a more broken HB 

network. Notice the above equation does not depend on any specific structural transformation of 

water around the solute, neither associated with volume exclusion nor with solute-water 

interactions, but rather only on the density and density fluctuations of water with the temperature. 

The hydration or excess entropy obtained from eq. (2) gives, 

                                                         2

hyd ( )(2 1) ( )S x v T y v  = − −                                                 (3) 

where α is the thermal expansion coefficient. Now, the temperature of zero entropy is given by, 

                                                      
2

2

( ) ( )

2 ( ) 2

HS
HS

S HS

y v x v b
T

x v c



 

+
= =                                                        (4) 

which has a similar form to the empirical TS obtained from eq. (1), i.e., / 2ST b c= − .  

The empirical parameters b and c in eq. (1) contain information on the density fluctuations of 

water as well as on the solute-water interactions, absent in bHS and cHS. The inclusion of van der 

Waals interactions is expected to shift HS

ST  to higher temperatures(3). However, the normalization 

of hydS , defined through eq. (3), by the SASA, should still exhibit a solute size dependence, nearly 

absent in hydrocarbons. This suggests that hyd ( )S T  should depend not only on the size of the 

cavity and density fluctuations, accounted by IT, but also on solute-water interactions, both related 

with the SASA. In addition, whereas TS is solute size independent, it should be determined by 

water’s density fluctuations and solute-water interactions. This point is further discussed below. 

Turning attention to the model amphiphilic solutes, Fig. 3 shows the thermodynamic functions 

for methanol, ethanol, phenol, and neopentanol. The temperature dependence of hydS and hydH  

for methanol, at 1 atm, was also assessed, allowing comparing with available “experimental” (see 

Fig. S1)  data(51, 81, 82); a reasonable agreement is found, in spite of significant differences in the 

curvature of hydS .  
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Figure 3 - Temperature dependence of (a1) hydG , (b1) hydS , and (c1) hydH  of methanol, ethanol, phenol, 

and neopentanol at 100 atm. The filled circles in (a) are for methanol at 1 atm.  The entropy was obtained 

from the temperature derivative of the free energy fitted to a second order polynomial displayed as solid 

curves in (a1). The same plots, normalized by the SASA (see Table S2) are shown, respectively, in (a2), (b2), 

and (c2).  

 

The solutes exhibit distinct TS, opposite to hydrocarbons. Furthermore, TS are significantly 

larger than for the hydrocarbons. The TS obtained from the second order polynomial fit for 

methanol, ethanol, phenol, and neopentanol, are respectively, 594 K, 557 K, 531 K, and 511 K. 

 Entropic convergence can be observed at ~458 K, with the exception of ethanol. Electrostatic 

interactions are now dominant (see Fig. S5) and these are stronger for methanol and ethanol than 

for phenol and neopentanol, opposite to van der Waals interactions. 

In spite of the apparent solute size dependence (see Fig. 3(b1)), this is not the reason for the 

different TS, since a near system size independence was already demonstrated for hydrocarbons. To 
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further demonstrate this point we calculated hydG , hydS , and hydH  for neopentane, benzene, and 

neopentanol, neglecting electrostatic interactions. Thus, non-bonded solute-water interactions were 

restricted to van der Waals interactions. Figure 4 shows that a similar TS is now obtained for the 

distinct solutes. A TS of 442 K, 449 K and 442 K were found, respectively, for neopentane, benzene, 

and neopentanol modeled exclusively by van der Waals interactions. This indicates that the different 

TS are connected with the solute-water interactions, especially, electrostatic interactions, almost 

absent in aliphatic hydrocarbons. 

Furthermore, the solute size dependence of hyd /S SASA , not observed for hydrocarbons, is 

connected with the fact that electrostatic interactions are less sensible to the SASA, since these are 

long-ranged. 

 

Figure 4 - Temperature dependence of the (a) hydG , (b) hydS , and (c) hydH  of model neopentane, benzene, 

and neopentanol at 100 atm, with and without (vdW) including solute-water electrostatic interactions. 
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Now, opposite to the aliphatic hydrocarbons it can be seen that TH is larger than TS for the 

amphiphilic solutes, with the exception of neopentanol. A distinction between protein denaturation 

and the “hydrocarbon model” is the fact that a smaller difference is observed between TS and TH for 

proteins, relative to hydrocarbons(4, 10, 83). The latter reflects, therefore, differences between a 

hydrophobic group in the core of a globular protein and a hydrocarbon dissolved in a nonpolar 

solvent. In spite of considering the transfer from the gas phase to water, distinct regimes can be 

observed in Figs 1-3, namely, S HT T  for aliphatic hydrocarbons, ~S HT T for the larger polycyclic 

aromatic hydrocarbons and neopentanol, and S HT T  for the smaller alcohols. This suggests that the 

interior of a protein lies in-between a hydrophobic and a small amphiphilic system, consistent with 

the fact that the core of globular proteins is not exclusively populated by aliphatic residues. 

 

2. Solvation Analysis 

In the previous section we analyzed the differences between the temperature dependence of 

hydrophobic and amphiphilic hydration with respect to solute-water interactions and solute size 

dependence. These solute-water interactions, and water-water interactions, neglected until now, 

depend on the structural transformations of water near the solutes. Thus, we now discuss such 

structural transformations. 

In the following we separate solvation water molecules, that is, those in the first hydration shell 

of the solutes, defined by the first minimum of the radial distribution functions, in water molecules 

with 4 or more water neighbors (4MWN) and water molecules with less than 4 water neighbors 

(L4WN). The first population remains with a nearly tetrahedral coordination, comparable to bulk 

water, whereas the second can form up to a maximum of 3 HBs, resembling water molecules near a 

water-vapor interface(84–87). 

Figure 5(a) shows a tetrahedrality enhancement of water molecules with 4MWN, next to 

neopentane, relative to bulk water; similar results were observed for the other solutes. Interestingly, 

an even larger tetrahedral enhancement is observed for water molecules with no interstitial water 

molecules (NIWM) (see Fig. 5(b)); an interstitial water molecule was defined as a fifth water 

neighbor found up to 3.7 Å(88), around a central water molecule. This demonstrates that the 

structural transformations of water associated with the hydration of small hydrophobic solutes 

already occur spontaneously in pure water, due to density fluctuations. Thus, any (compensating) 

entropic and enthalpic contributions associated with this water reorganization are already encoded 

in pure water, consistent with the fact that IT only requires information on the pair distribution 

function and density fluctuations of pure water. 

The hydrophobic related tetrahedral enhancement (Fig. 5(a)), consistent with previous 
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simulation(33, 34, 36, 17, 37, 38, 40, 41) and experimental(42–44) studies for different 

hydrophobic molecules and groups, but at odds with neutron diffraction experiments(30–32), is 

completely lost at high temperatures for methane and neopentane, but not for methanol and 

neopentanol (see Fig. 5b).  

 

 

Figure 5 – Temperature dependence of the (a) tetrahedrality (q) distributions of water molecules with 4 or 

more water neighbors (4MWN) in the first coordination sphere of the methyl groups of neopentane and in 

bulk water, (b) comparison between q distributions in the neopentane coordination sphere and water 

molecules with no interstitial water molecules (NIWM) and with interstitial water molecules (IWM) in pure 

water at 298 K; the respective populations are shown (c) tetrahedrality difference between the water 

population with 4MWN and bulk water, and (d) fraction of the water population in the coordination sphere 

with 4MWN. 

 

A similar structural loss is observed in the NIWM population at high temperatures, exhibiting a 

lower tetrahedrality than the IWM population (see Table S4). This is connected with the fact that at 

high temperatures water loses much of its tetrahedral geometry and a fifth water molecule increases 

the number of ways in which a tetrahedron can be formed(46). Figure 5(d) shows the temperature 

dependence of the fraction of water molecules with 4MWN. This is larger for the smaller solutes, 

consistent with the fact that the HB network of water is less perturbed upon dissolution of a small 

solute.  

The observed tetrahedral enhancement leads to the formation of stronger HBs, especially with 

the third and fourth nearest water neighbors, as shown in Fig. 6; similar results were recently found 

by one of the authors for aromatic solutes(17). Notice that the L4WN population exhibits the 

stronger HB, with the nearest neighbor. However, pair interactions with the third nearest neighbor 
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are already weaker than in the in the bulk, even at room T, among this water population. 

 

 

Figure 6 – Temperature dependence of the pair interaction energy distributions for the first, second, third, 

and fourth nearest water neighbors in the water populations with 4MWN and less than 4 water neighbors 

(L4WN) in the first hydration shell (HSh) of the methyl groups of neopentane and in bulk water. The 

distributions at 398 K for the fourth nearest water neighbor are omitted for clarity. 
 

As can be seen, the temperature affects more dramatically water molecules with L4WN, that is, 

those nearest to the solute. Furthermore, this population increases with the temperature, along with 

a mild dehydration of the solutes (see Table S5). The fact that the 4MWN water population 

decreases at a slightly higher rate with the temperature, for the larger solutes, along with a slightly 

higher rate of dehydration (see Table S5), is consistent with the larger (positive) hydS  of 

neopentane, relative to methane, above the entropic convergence temperature, ~440 K (see Fig. 

1(b1)). For the amphiphilic solutes a similar behavior is observed. Entropic convergence occurs, 

however, at T < TS and a less negative hydS is observed for neopentanol, relative to methanol, 

above ~ 460 K (see Fig. 3(b1)). This negative entropy, as opposed to methane and neopentane, 

results from electrostatic interactions, as previously discussed, which are also responsible for the 

solute size dependence of hyd /S SASA , opposite to hydrocarbons. 
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The above results indicate that larger hydrophobic groups induce a more liquid-vapor like 

interface at every temperature, characterized by more water molecules with dangling OH groups 

(L4WN population), and this difference is intensified with the temperature. This solute size 

dependence, disappears, however, for hyd /S SASA , since the latter accounts for the number of 

water molecules in the hydration shell (see Table S6), thus, normalizing the solute size dependence 

of hydS  with respect to solute-water (van der Waals) and water-water interactions, in the first 

coordination sphere. Thus, while solute-water interactions greatly influence the temperature 

dependence of the rate of increase of hydS , and, therefore, TS, water-water interactions, associated 

with structural perturbations next to the solutes, also play an important role, contributing to the 

reversal of the solute-size dependence of hydS , above the entropic convergence temperature. This 

picture is fully supported by the fact that solute-water interactions do not converge at any 

temperature (see Fig. S6), opposite to hydH , thus indicating that water-water interactions should be 

important to explain the reversal of the solute size dependence of both hydH  and hydS . 

 

IV. Conclusions 

The hydration of hydrophobic and amphiphilic solutes was studied through molecular 

dynamics, aiming at gaining insight on the singular behavior of water, concerning entropic 

convergence and the hydrophobic zero entropy, TS, also observed upon protein denaturation. Our 

results show that the difference between the TS of hydrophobic and amphiphilic solutes is associated 

with solute-water interactions, namely, electrostatic interactions. Further, the reversal of the solute-

size dependence of hydS , above the entropic convergence temperature, is closely associated with a 

higher rate of dehydration of larger solutes, influencing both, solute-water and water-water 

interactions. Remarkably, the hydS , normalized by the SASA, shows a nearly solute size 

independence, for hydrocarbons, below and above TS. For amphiphilic solutes, hydS /SASA, does 

not exhibit a similar behavior because of long- range electrostatic interactions, much less sensible to 

the SASA. We also show that the tetrahedral enhancement of water next to hydrophobic groups is 

already encoded in neat water populations lacking interstitial waters, and that this is lost at high 

temperatures, both in pure water and next to hydrophobic solutes.  

The source of the differences between Kauzmann’s “hydrocarbon model” on protein 

denaturation and hydrophobic hydration, regarding the zero entropy and enthalpy temperatures, is 

also discussed, with relatively large amphiphilic (e.g. neopentanol) and polycyclic aromatic 

hydrocarbons displaying a more similar behavior to globular proteins, than aliphatic hydrocarbons 
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or small amphiphilic molecules. This is consistent with the fact that the core of globular proteins is 

not exclusively populated by aliphatic residues. 
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Table S1 – Hydration free energy at 298 K and 1 atm for various nonpolar and polar OPLS-aa model solutes 

in different water models.  

 TIP3P 

Ghyd (kJmol-1) 

SPC/E 

Ghyd (kJmol-1) 

TIP4P-Ew 

Ghyd (kJmol-1) 

TIP4P-2005 

Ghyd (kJmol-1) 

Experimental 

Ghyd (kJmol-1) 

Methane +9.1  0.02 +9.5  0.1 +9.5  0.02 +9.4  0.04 +8.4 

Methanol -17.8  0.1 -18.0  0.1 -18.4  0.1 -18.9  0.15 -21.3 

Benzene -1.5  0.1 - 0.2  0.1 + 0.1  0.1  - 0.6  0.1 -3.6 

Phenol -21.7  0.02 -20.1  0.2 -19.7  0.1 -20.2  0.1 -27.7 

Naphthalene - 7.8  0.1 - 5.5  0.1 - 5.0  0.1 - 5.9  0.2 -9.6 

Anthracene -13.2  0.2 -10.1  0.1 -9.2  0.1 -10.7  0.1 -17.7 

 

 

 

 
Table S2 – Solvent accessible surface area (SASA) values for the different solutes. 

Solute SASA1 (nm2) Solute SASA (nm2) Solute SASA (nm2) 

Methane 1.43(6) Methanol 1.63(0) Benzene 2.44(1) 
Ethane 1.81(7) Ethanol 1.97(9) Naphthalene 3.10(3) 

Neopentane 2.60(7) Neopentanol 2.58(3) Anthracene 3.76(4) 
Pentane 2.75(0) Phenol 2.70(5) Pyrene 3.87(3) 
Heptane 3.36(3)     

1 Solvent sphere radius 1.4 Å. 

 

 

 

 

Table S3 – Generalized parameters for the temperature dependence of d

-1

hy kJmo( )lT S , normalized by the 

SASA (nm2), for aliphatic and aromatic hydrocarbons. The equation is of the form 
2/T S SASA A BT CT = + + , where T is the temperature in K. 

 A B C 

Aliphatic 0.0185382 -0.123008 0.000278762 
Aromatic 0.00437478 -0.100095 0.000211814 

 

 

 

 

Table S4 – Mean tetrahedrality, <q>, of different water populations at 298 K and 498 K. The no interstitial 

water molecules (NIWN) population includes water molecules surrounded by no more than 4 water 

neighbors up to 3.7 Å. The interstitial water molecules (IWN) population includes water molecules 

surrounded by 5 water neighbors up to 3.7 Å. The 4 or more water neighbors (4MWN) population includes 

water molecules in the first coordination sphere of neopentane that retain four or more water neighbors, 

closer than any atom of the solute. 

 <q> 

Water Population 298 K 498 K 

Bulk 0.668 0.477 

Bulk - NIWM 0.717 0.443 

Bulk - IWM 0.662 0.489 

Neopentane – 4MWN 0.697 0.476 
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Table S5 – Temperature dependence of the number of water molecules in the first hydration shell, NHSh, and 

the respective number of water molecules with four or more water neighbors (4MWN), N4MWN, for different 

solutes.  

 298 K 

NHSh [N4MWN] 

398 K 

NHSh [N4MWN] 

498 K 

NHSh [N4MWN] 
(498K-298K) 

NHSh [N4MWN] 

Methane 20.3[14.5] 18.7[12.5] 15.8[9.9] 4.5[4.6] 
Methanol 20.3[13.3] 18.7[11.3] 16.2[9.0] 4.1[4.3] 

Neopentane 25.9[14.2] 22.2[10.4] 17.7[7.0] 8.2[7.2] 
Neopentanol 25.4[13.0] 22.3[9.7] 18.2[6.6] 7.2[6.4] 

 

 

 
Table S6 – Temperature dependence of the number of water molecules in the first hydration shell, NHSh, and 

the respective number of water molecules with four or more water neighbors (4MWN), N4MWN, normalized 

by the SASA, for different solutes.  

 298 K 

NHSh/SASA 

[N4MWN/SASA] 

398 K 

NHSh/SASA 

[N4MWN/SASA] 

498 K 

NHSh/SASA 

[N4MWN/SASA] 

(498K-298K) 

NHSh/SASA 

[N4MWN/SASA] 

Methane 14.1[10.1] 13.0[8.7] 11.0[6.9] 3.1[3.2] 
Methanol 12.5[8.2] 11.5[6.9] 9.9[5.5] 2.5[2.6] 

Neopentane 9.9[5.4] 8.5[4.0] 6.8[2.7] 3.1[2.8] 
Neopentanol 9.4[4.8] 8.2[3.6] 6.7[2.4] 2.7[2.4] 
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Figure S1 – Temperature dependence of the hydration (a) free energy, (b) entropy, and (c) enthalpy of 

methane and methanol at 1 atm. The values from molecular dynamics (MD) simulations are compared with 

available “experimental” data (Table 1 of ref. 51). The methane experimental thermodynamic parameters 

were obtained from the experimental values at 298 K and 1 atm and the experimental pC  up to 323 K and 

linear extrapolation of pC  up to 373 K. The heat capacities for methanol used to estimate the 

thermodynamic parameters were obtained using group additivity contributions. 
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Figure S2 – Temperature dependence of the solute-water (a) van der Waals (vdW) interaction energy, (b) 

vdW interaction energy normalized by the SASA, and (c) short range (r < 10 Å) component of the Coulomb 

interaction energy for the distinct aliphatic hydrocarbons. The rate of increase of the vdW energy with the 

temperature increases with the solute size. A more similar rate of increase can be observed for the van der 

Waals energy normalized by the SASA. The long-range contribution of the electrostatic energy is not 

included because the PME reciprocal space component of the electrostatic potential energy cannot be 

separated into solute-water and water-water components. The slopes from linear fittings (solid lines) are 

shown. Errors bars are standard deviations calculated from four, 20 ns long, independent simulations. 
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Figure S3 – Generalized (every solute) equations (solid lines) for the hydration entropy of aliphatic and 

aromatic hydrocarbons, normalized by the SASA. The data was fitted to a second order polynomial, 
2/T S SASA A BT CT = + + ; parameters are given in Table S3. 
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Figure S4 – Temperature dependence of the solute-water (a) van der Waals (vdW) interaction energy, (b) 

vdW interaction energy normalized by the SASA, and (c) short range (r < 10 Å) component of the Coulomb 

interaction energy for the distinct aromatic hydrocarbons. The rate of increase of the vdW energy with the 

temperature increases with the solute size. A more similar rate of increase can be observed for the van der 

Waals energy normalized by the SASA. The slopes from linear fittings (solid lines) are shown. Errors bars 

are standard deviations calculated from four, 20 ns long, independent simulations. 
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Figure S5 – Temperature dependence of the solute-water (a) van der Waals (vdW) interaction energy, (b) 

vdW interaction energy normalized by the SASA, and (c) short range (r < 10 Å) component of the Coulomb 

interaction energy for the distinct alcohols. Errors bars are standard deviations calculated from four, 20 ns 

long, independent simulations. 
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Figure S6 – Temperature dependence of the solute-water, (a) van der Waals and short range component of the 

Coulomb interaction energy, E, and (b) E normalized by the SASA.  

 

 

 

 

 


