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1.0 Introduction. The history of synthetic 

heterogeneous catalysts has been a quest to find the 

optimal material to accelerate and control surface 

reactions. The best catalytic site for any chemistry 

has specific physical and electronic structure, 

which has frequently been found through 

exploratory research, high throughput screening, 

directed evolution, and experimental 

serendipity(1,2,3,4,5). This search has led to entirely 

new classes of inorganic materials for catalytic 

applications including single metal atoms and 

alloys(6,7,8,9), metal-organic frameworks(10,11), 

hierarchical zeolites(12,13), multi-metallic(14,15) and 

intermetallic surfaces(16,17), all of which provide 

structural and electronic control in the design of 

catalytic active sites. However, the challenge of 

improving catalytic performance for some more 

mature applications by continued optimization of 

catalyst structure has led to an open question in 

catalysis; do undiscovered catalysts still exist that 

can provide transformational control of surface 

chemistry? More importantly, is the pursuit solely 

of optimal catalytic structure via materials 

discovery or optimization even the right approach 

to further improve catalyst design? 

     The pursuit of ‘better’ catalysts relies on the 

design philosophy that refined structures will 

always provide faster and more selective 

catalysts(18,19,20,21); however, this strategy eventually 

approaches the fundamental limitations on static 

catalytic sites. The most restrictive catalytic 

limitation is the Sabatier principle, which posits that 

optimal catalysts exhibit intermediate surface 

binding energies to balance the kinetic rates of two 

or more reaction phenomena including surface 

reactions, desorption, or adsorption(22). Since first 

Abstract. Transformational catalytic performance in rate and selectivity is obtainable through catalysts 

that change on the time scale of catalytic turnover frequency. In this work, dynamic catalysts are defined 

in the context and history of forced and passive dynamic chemical systems, with classification of unique 

catalyst behaviors based on temporally-relevant linear scaling parameters. The conditions leading to 

catalytic rate and selectivity enhancement are described as modifying the local electronic or steric 

environment of the active site to independently accelerate sequential elementary steps of an overall 

catalytic cycle. These concepts are related to physical systems and devices that stimulate a catalyst using 

light, vibrations, strain, and electronic manipulations including electrocatalysis, back-gating of catalyst 

surfaces, and introduction of surface electric fields via solid electrolytes and ferroelectrics. These 

catalytic stimuli are then compared for capability to improve catalysis across some of the most important 

chemical challenges for energy, materials, and sustainability. 
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proposed by Sabatier that the optimal catalyst forms 

a ‘surface complex’ that readily forms and 

desorbs(23), the principle was demonstrated decades 

later as kinetic plots referred to as ‘Sabatier 

volcanoes’ with the optimal catalyst existing at the 

conditions of peak turnover frequency(24,25,26). 

Lower catalytic rate on either side of the volcano 

derives from the catalyst favoring one elementary 

step over the others, resulting in lower overall 

turnover frequency through the whole sequence of 

steps. This concept has since been demonstrated 

across a broad range of chemistries and even 

extended into ‘volcano surfaces’ or ‘maps’ for 

multicomponent reactions(27,28,29,30,31,32,33,34,35) and 

dual site catalysts(36,37). 

     The selective capability of static catalysts for 

many important chemistries has also achieved a 

performance status quo. Though a theoretical 

limitation does not exist for catalytic selectivity in 

parallel, series, or more complicated network 

reaction mechanisms, many commercial chemical 

processes with the best available static catalysts 

only achieve ~80-90% selectivity to desired 

products, including large-scale reactions such as 

ethylene epoxidation(38) and propane 

dehydrogenation,(39) in addition to technologies 

such as methanol-to-olefins that produce a 

distribution of products(40,41). For catalysts under 

kinetic control, 80% selectivity indicates that the 

desired reaction is only four times faster than 

undesired pathways. Moreover, there exist 

hundreds of potential catalytic technologies such as 

direct methane oxidation to methanol(42), CO2 

conversion to methanol or ethylene(43,44), and 

hydrogen peroxide formation from oxygen and 

hydrogen(45,46,47) that are not yet sufficiently 

selective for economic feasibility. Increasing the 

kinetic ratio of desirable-to-side-reaction rates by 

orders of magnitude to achieve nearly perfect 

product selectivity (>99%) for most chemicals will 

require a completely different approach to catalyst 

design. 

     A complementary catalysis strategy to active 

site design derives from the nature of catalytic 

mechanisms. Surface reactions are multiple 

sequential steps each with unique energetic and 

temporal characteristics.(48) From this perspective, 

an effective static catalytic active site is designed to 

balance the needs of two-or-more elementary 

phenomena. The ideal active site for product 

desorption is unlikely to also be ideal for surface 

reaction and reactant adsorption. However, a 

dynamic catalytic active site that changes on the 

time scale of the turnover frequency of the reaction 

could evolve over the catalytic cycle, providing an 

optimal energetic environment for each step and the 

overall progression of the reaction sequence(49). A 

single active site can be modulated to alternate 

between ideal characteristics for product 

desorption, reactant adsorption, and surface 

reaction. A dynamic catalyst could manipulate 

surface coverages and dictate the dominant 
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Figure 1.  Dynamic heterogeneous catalysis. (a) A catalytic surface reaction is comprised of independent steps of 

adsorption, surface reaction(s), and desorption. (b) Forced variation of the energetic surface states including 

intermediates (e.g., A*, B*) and the transition state (TS) yields conditions favorable to adsorption and surface reaction 

(state 1) and desorption (state 2). 



 

____________________________________________________________________________ 
 
Shetty, et al.   Page 3 

pathways of complex surface mechanisms. 

Moreover, a catalyst that changes surface enthalpy 

and entropy of adsorbates can impart work (i.e., 

input energy) to a catalytic reaction, manipulating 

the extent of overall conversion. 

     The operation of a dynamic catalyst reflects the 

natural frequencies of surface chemistry.  As 

depicted in Figure 1a, the sequence of surface 

chemistry is comprised of steps of adsorption, 

surface reaction, and desorption, each with their 

own kinetics, described by elementary kinetic rate 

expressions and associated constants, ki. As the 

catalyst changes, the energies of the surface-bound 

intermediates also vary and shift the energetic 

favorability between each elementary step in the 

sequence. As depicted with a conceptual catalyst in 

Figure 1b, a catalyst oscillating between two states 

switches between favorability to adsorption and 

surface reaction (state 1) and a second condition 

favorable to desorption of B* (state 2).  This simple 

two-stage catalyst has overall kinetics of combined 

yet temporally-independent steps that are faster 

than the static catalyst, provided that the frequency 

of switching between catalyst conditions is 

comparable to the natural frequencies of the 

independent surface reaction phenomena. 

     The paradigm of a dynamic catalysis changes 

the philosophy for catalyst synthesis and discovery 

and the strategy for utilizing a new temporal 

dimension for catalyst design. It has already been 

experimentally demonstrated that oscillating 

catalysts break the limits of static catalysts in the 

rate acceleration of electro-oxidation of formic 

acid(50). But it is also possible that dynamic catalysts 

can change the mechanism for selecting individual 

reactions in a network(51), while also altering 

catalyst operation in equilibrium-controlled 

reactions(52). Dynamic catalysts are common 

materials with physical design parameters 

including composition (e.g., metals, metal oxides), 

size, and structure, but they also have new dynamic 

parameters including surface oscillation frequency, 

amplitude, and applied waveform shape (e.g. 

square or sinusoidal). These parameters provide 

new opportunity for tuning catalyst performance 

but also double the complexity of system design. 

Physical catalyst design will likely require 

simultaneous knowledge of the impact of different 

parameters, as materials and oscillatory behavior 

are not independent.   

     In this perspective, we outline the emerging field 

of dynamic catalysis and establish the principles, 

opportunities, and general strategy for designing 

catalytic surfaces that change with time to achieve 

new performance in rate and selectivity. This 

includes the taxonomy of systems describing 

dynamic catalysts, reactors, and process systems, 

both forced and passive. It also requires definition 

of the new parameters that define changing surfaces 

and can be quantified across different methods of 

surface control and variation (e.g., electronic, 

mechanic). The following methods of 

implementing surface dynamics are amenable to 

different materials and chemistries, and a 

comparison of the ability to modulate surfaces at 

frequencies relevant to catalysis (i.e., near and 

above Sabatier volcano peaks) to selective surface 

intermediates provides a foundation for pursuing 

catalyst dynamics for any surface chemistry. 

 

2.0 Overview of chemical dynamics.    Although 

chemical oscillators pervade our natural world, the 

systematic study of chemical oscillators and the 

broader field of nonlinear chemical dynamics is 

more recent in the last century.(53,54) Non-linear 

chemical transient systems pertain to nonlinear 

spatiotemporal changes in chemical variables, such 

as bulk or surface concentration and temperature.(55) 

The breadth of systems and behaviors requires 

classification based on both the origin of transient 

behavior as well as the scale and mechanism of the 

transient component(s). In Figure 2, chemical 

dynamics divide between passively changing 

systems (spontaneously occurring) and chemically 

reacting systems under forced variation/oscillation 

(external stimulus). This division is further defined 

as occurring at the catalyst active site, throughout 

the reactor, or within a chemical reaction process. 

The focus of this perspective is the forced dynamics 

of catalysts (blue box in top left of Figure 2), which 

is discussed in detail following this section. 

However, the opportunity for the forced oscillatory 

catalytic mechanism is apparent in the context of 

other chemical systems (remaining boxes of Figure 

2), which have been extensively pursued and 

evaluated as follows.    

     Process system dynamics affecting chemical 

reactor behavior are readily identifiable as the 

varying or oscillating interaction between the 

reactor(s) and other unit operations. In chemical 

processes, oscillations can emerge from the 
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inherent characteristics of the system design at 

multiple frequencies and are identified when 

measured across multiple unit operations(56,57); 

dampening and eliminating these oscillations to 

maintain steady, efficient operation is the goal of 

both system design and an effective process control 

algorithm(58,59,60). In contrast, processes are also 

designed to force variation of a unit operation or 

component such as a catalyst between unit 

operations, including internal zeolite catalyst 

regeneration in fluid catalytic cracking(61) or 

catalyst recovery in propane dehydrogenation(62). 

Another variation is the process technology of 

chemical looping(63,64), where materials are moved 

between unit operations of varying conditions (e.g., 

reduction/oxidation).  

     Within a single unit operation, the sub-field of 

chemical reactor dynamics has extensive history 

for implementation across variables including 

pressure, temperature, catalyst loading, and 

concentration of reactants, solvents, and 

diluents(65,66,67). While one of the best known 

models for dynamic oscillating systems called the 

Lotka-Volterra model is used to describe predator-

prey systems,(68,69) many chemical reaction systems 

exist with similar oscillatory behavior including the 

Belousov-Zhabotinsky (BZ) reaction(70), the Bray 

reaction(71,72), and the Briggs-Rauscher reaction(73), 

among many others. A key factor in these 

oscillating systems is autocatalysis, where the rate 

of growth of a species increases with its 

population.(53) The spatio-temporal variations on 

many such homogeneous catalytic systems have 

been described by Epstein and coworkers.(55,74)  

     In the context of reactor dynamics, passive 

chemical oscillations also exist on the surfaces of 

heterogeneous catalysts. Under isothermal and 

isobaric conditions, especially at low 

concentrations  of reactants, such chemical 

oscillations occur for reactions where the dynamic 

change in surface composition of the reaction 

intermediates, frequently blocking and unblocking 

active sites, match the turn-over frequency (TOF) 

of the reaction.(75,76) For example, chemical 

oscillations for CO oxidation on Pd, Ir, Rh, CuO, 

and Pt surfaces are well documented. Due to the 

competitive adsorption of CO and oxygen, the 

metal catalysts transition sharply between two 

reactive states, a highly-active saturated oxygen 

phase followed by a relatively inactive saturated 

CO phase.(76,77,78) Other examples include hydrogen 

oxidation on Ni, Pd, Pt, and Rh, nitrogen oxide 

reduction on Pd, Pt, and Rh, and CO hydrogenation 

on Fe and Pd, among many other passively 

oscillatory catalytic systems summarized by 

Schmidt, Schüth, and Henry(79) and Ertl and 

Imbihl(80). These dynamic systems exhibit 

significant complexity such as the emergence of 

Hopf bifurcations(81,82), the coexistence of limit 

cycles and multiple steady states(81,83), and the 

possibility for chaotic chemical behavior(84). 

     The complexity of chemical reactor dynamics 

further increases in response to forced oscillations 

in pressure, temperature, flow, or composition 

yielding periodic, quasi-periodic, or chaotic 

chemical reactor response. As described by 

Rutherford Aris(85), the behaviors of reacting forced 

oscillators have common features that derive from 

the shape, frequency, and forcing amplitude of the 

oscillation(s) and are further determined by the 

characteristics and parameters of the responsive 

chemical system. These include phase locking 

between the applied and response frequency, as 

PassiveForced
C

a
ta

ly
s
t 

D
y
n

a
m

ic
s

R
e
a
c
to

r

D
y
n

a
m

ic
s

S
y
s
te

m

D
y
n

a
m

ic
s

Variable:

Binding Enthalpy

Surface Entropy

Cavity / Sterics

Site Density

Variable:

Temperature

Pressure

Composition

Heat/Cooling

Co-reactant 

(e.g., plasma)

Chemical 

Looping

Catalyst Cycling

(e.g., FCC)

Deactivation

Restructuring

Phase Change

Reactor 

Instability

Hydrodynamic 

Instability

Poisoning

Process 

Instability

Reactor Recycle 

Instability

Figure 2.  Taxonomy of chemical dynamics includes 

passive and forced oscillations at catalyst, reactor, and 

process system scales.   
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well as the emergence of multi-peaked 

oscillations(86) and unstable cycles in the system 

response. The prevalence of these behaviors has 

been experimentally observed by many forced 

oscillations as summarized by Silverton(87). While 

oscillatory reactor behavior is generally undesired 

due to the challenges of safe control and steady 

operation, forced reactor oscillations can have 

significant performance benefit. For example, 

Veser and co-workers demonstrated significant 

enhancement in both conversion and selectivity to 

synthesis gas from methane by oscillating the 

direction of flow of feed gas under authothermal 

reactor conditions(88,89,90). Reactor temperature 

oscillations were also shown to enhance catalytic 

rate(65,91) and improve control of selectivity to 

products in both parallel(60) and series reactions(92). 

     At the molecular level, catalysts exhibit passive 

dynamics that include common behaviors such as 

deactivation as well as more complex restructuring, 

phase change, or change in oxidation state. While 

not always oscillatory, catalyst restructuring can 

include the spontaneous redistribution of atoms 

either in clusters(93), single atoms(94), or layers at the 

exposed surface(95). Changes in oxidation state can 

occur as entire materials, layers, or even single 

atoms such as the case in many homogeneous 

catalyst redox cycles(96) or in the example of N2O 

decomposition on Cu-ZSM-5(75), where copper 

oscillates between Cu+ and Cu2+. These changes 

occur passively as a result of the reaction; they do 

not drive the reaction and are often problematic for 

long-term operation. 

     2.1 Forced Catalytic Dynamics – Tunable 

Surface Species. Forced catalytic dynamics by 

deliberate manipulation of the energy of surface 

species on a catalyst introduces new opportunities 

and behaviors not previously accessible by process 

or reactor dynamics. Under forced variation, 

catalysts stimulated by light, electricity, or 

mechanical energy will modify the enthalpy of 

adsorption (ΔHads = -ΔBE, binding energy) and/or 

the entropy of adsorption (ΔSads) for each surface 

species. For flat surfaces such as metal facets, 

variation of the binding energy across different 

materials has been shown to exhibit linear 

relationships with the d-band center with scaling 

parameters of slope, γ, and intercept, δ(97,98). 

However, for dynamic catalysts exposed to 

different stimuli, the key metric is the relative 

change in binding energy between any two species 

connected via a transition state; the ratio of these 

two binding energies can then be defined as a linear 

relationship between two generic surface species 

A* and B* with parameter(52), 
 

𝛾𝐵/𝐴 =  
𝛥𝛥𝐻𝑎𝑑𝑠,𝐵

𝛥𝛥𝐻𝑎𝑑𝑠,𝐴
   (1) 

 

A second parameter, δA-B, defines the condition of 

external catalytic stimulus resulting in equal surface 

enthalpy for the two components A* and B*; as 

depicted in Figure 3a, this energy delta is visually 

identified as equal energy in the gamma-delta plot 

Figure 3b. The importance of the scaling 

parameter, 𝛾𝐵/𝐴, is also apparent in the extent of 

relative change in A* and B*; in the depicted 

enthalpy diagram with 𝛾𝐵/𝐴 > 1, B* changes in 

enthalpy of adsorption more than A* for identical 

stimulating conditions. 

(a) (b)

Figure 3.  Parameters of dynamic heterogeneous catalysis. (a) State-energy diagram of oscillating heterogeneous 

catalyst. (b) Variation of the binding energy of B* linearly scales with the binding energy of A* with slope, γB/A, and 

common point, δ. 
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     The implication for changing surface adsorption 

enthalpies is the ability to also control rate-limiting 

elementary steps in the reaction sequence. For 

surface species capable of desorption, weakening 

the binding energy via external stimuli enables 

faster desorption. Variation of the surface enthalpy 

between any two surface species with 

interconnecting transition states also permits tuning 

of the activation energy, and thereby the rate of the 

surface reaction. For surface reactions obeying 

linear Brønsted–Evans–Polanyi (BEP) 

relationships(99), the transition state is manipulated 

since the applied stimuli also vary the relative 

enthalpy of the surface reaction species (ΔHrxn). 

Forward surface reactions can be accelerated with 

lower transition state energies by stronger overall 

binding for systems with 𝛾𝐵/𝐴 > 1, while a surface 

reaction with 𝛾𝐵/𝐴 < 1 will accelerate for weaker 

overall binding.   

     Dynamic catalysts will also manipulate the 

entropy of chemical species at the active site. For 

example, chemical species adsorbed on a flat metal 

facet will retain up to two degrees of translational 

motion and some of degrees of rotation(100), but 

stronger enthalpies of adsorption will further 

restrict the surface motion and entropy of adsorbed 

molecules. Despite independent contribution to the 

overall free energy of adsorption, entropy and 

enthalpy are known to correlate by the 

‘compensation effect’(101,102). As such, tunable 

enthalpy of adsorption of surface chemical species 

by external stimuli can potentially also tune the 

entropy of bound species and change the pre-

exponential factor of surface reactions. This can be 

further controlled by the design of tunable binding 

cavities, where spatial characteristics (e.g., pore 

size, cavity diameter) are adjusted with time via 

external stimuli; as relevant to these systems, 

tunable spatial parameters have also been shown to 

reduce the entropy of adsorbed surface species by 

reducing the extent of rotation on the surface(103). 

Manipulating these surface interactions in 

controlled oscillatory fashion with the optimal 

parameters guides adsorbates along the preferred 

reaction pathway leading to catalytic enhancement. 

     2.2 Forced Catalytic Dynamics – Rate 

Enhancement. Forced oscillation of catalyst 

characteristics and associated surface intermediates 

provides profound new capability for controlling 

catalytic rate, selectivity to products, and extent of 

conversion as recently shown via microkinetic 

modeling. Dauenhauer and coworkers 

demonstrated that a dynamic heterogeneous 

catalyst oscillating between two electronic states 

has the potential to exhibit three to four orders of 

magnitude (1,000x-10,000x) increase in turnover 

frequency above the Sabatier maximum for the 

conversion of a generic reactant A(g), to product 

B(g) in the gas phase (Figure 1a).15-17 First A(g) 

associatively adsorbs to the catalyst surface (A*), 

followed by a surface unimolecular reaction to form 

B*, and finally desorption to form B(g). The surface 

thermochemistry of A* and B* and the activation 

energies for the surface reaction for A* to form B* 

are inherently linked through the Brønsted-Evans-

Polanyi (BEP) relationship with linear parameters α 

and β.15  

     In dynamic catalysis, surface reaction(s) and/or 

desorption are kinetically decoupled. The catalyst 

switches between surface states of high and low 

binding energy of B*. In the initial state 1, adsorbed 

A* converts to B* and forms a thermodynamic 

distribution on the surface. When the surface flips 

to a weaker binding state 2, B* readily desorbs with 

lower activation energy to B(g) (Figure 1b). 

Catalytic performance then depends on the 

selection of dynamic parameters of frequency, f, 

amplitude, ΔU, amplitude endpoint, U, and 

waveform shape (e.g., sinusoidal, square). 

     Interpretation of dynamic catalysis follows from 

the Sabatier volcano diagram (Figure 4a). As either 

side of the volcano of the generic A-to-B surface 

reaction is described by an elementary rate 

limitation, these independent rates can be extended 

above the Sabatier peak (dashed lines). For the 

selected amplitude, in this case ∆UB of 0.6 eV, the 

minimum (green) and maximum (purple) 

achievable rates for independent elementary steps 

are then identified at the amplitude endpoints (UB 

of -0.1 eV and 0.5 eV). The time-averaged turnover 

frequency response of the dynamic system is then 

determined by the shape and frequency of the 

applied surface energy waveform.  

     Oscillating dynamic catalysts exhibit activity 

response with resonance behavior similar to other 

complex forced oscillator systems. As the energy of 

the catalytic surface changes, the surface coverages 

and instantaneous turnover frequency also exhibit 

oscillatory response. By time averaging the 

turnover frequency for a range of applied square 

waveforms (10-4 < f < 1012 Hz, Figure 4b), the 
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oscillating dynamic catalyst exhibits dynamic rate 

enhancement at a band of frequencies that lead to 

‘surface resonance’ conditions (e.g., 103-107 s-1). At 

these frequencies, the kinetics of the applied 

electronic stimulus were comparable to kinetics of 

the individual elementary steps identified in the 

Sabatier plot (Figure 4a, purple), and the resulting 

overall catalytic rate exists up to several orders of 

magnitude above the Sabatier maximum. Surface 

resonance can therefore be defined as the condition 

where forced oscillations lead to overall catalytic 

turnover frequencies comparable to natural 

frequencies of the surface chemistry. These natural 

frequencies change for each value of the binding 

energy descriptor in the independent axis of a 

Sabatier volcano plot (e.g., Figure 4a). For a square 

wave oscillation, the catalytic system switches 

between two natural frequencies of the elementary 

steps, one of which is favorable for surface reaction 

and the other which is favorable for desorption. 

Thus, larger waveform amplitudes (Figure 4c) 

produce faster resonance conditions.  

     2.3 Forced Catalytic Dynamics – Surface 

Work. Another implication of tunable and/or 

oscillating catalysts is the energetic contribution 

arising from forcibly reducing the binding energy 

of surface adsorbates. This directly addresses a 

grand challenge in catalytic reaction engineering to 

overcome chemical equilibrium that limits many 

chemical conversion strategies/technologies.(52) 

Important chemical conversions including 

ammonia synthesis, water-gas shift, dry reforming 

of methane, and alkane dehydrogenation suffer 

from mildly exergonic Gibbs free energy of 

reaction at industrially relevant conditions that limit 

overall conversion for reactions.(104,105,106,107,108) 

Strategies to address equilibrium limitations 

include operation at high pressure for ammonia or 

in staged reactors with varying temperature for 

water-gas shift reaction(109,110), tandem reactions, or 

separation to deprive the system of either reactants 

or products (i.e., Le Chatelier’s principle).(111,112) A 

third strategy is the application of work; added 

work to a system can perturb to a steady state away 

from equilibrium.(113,114,115,116) 

     A dynamic catalyst surface with oscillating 

binding energies provides work to adsorbates to 

move the steady-state reaction away from 

equilibrium.(52) As depicted in Figure 5a, the 

simulated A-to-B surface-catalyzed reaction in a 

batch reactor operating under dynamic conditions 

approaches a steady state different from 

equilibrium, independent of the starting 

composition of the batch reactor. This offset from 

equilibrium disappears when the catalyst switches 

from dynamic to static conditions, and the reactor 

rapidly converts to equilibrium as required by 

thermodynamics. A broader evaluation of 

contributed work via dynamic catalysis is depicted 

in Figure 5b, where a range of frequencies with 

amplitude of 1.0 eV in BEB* produces three distinct 

regions as the waveform oscillation moves from 

higher to lower binding energies in a batch reactor. 

For this reaction, green depicts a 50/50% A/B 

mixture at equilibrium, and two red and blue lobes 

identify regions of high and low conversion to B, 
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respectively, at oscillatory steady state (i.e., a 

dynamic catalytic system that achieves a stable 

limit cycle). In this specific example, dynamic 

catalysts can push a reaction to any steady state 

conversion, depending on the selected oscillation 

parameters. 

     Catalytic reactions progressing away from 

equilibrium emerge in dynamic catalysis from the 

asymmetry of the reaction energy profile. As 

depicted in Figure 5c, a catalyst oscillating 

between two binding conditions fills the surface 

with B* at Umin, since B* is lower in energy than 

A*; subsequent flipping of the catalyst to Umax then 

desorbs B* to B(g) in the forward direction. At 

Umax, B* prefers desorption as opposed to 

converting back to A* given the relative activation 

energies (Ea,des << Ea,rxn). To promote the reverse 

reaction, A* must be lower in energy (i.e., stronger 

binding) than B* at Umin; this transition in 

directionality occurs at delta energy, δA-B, where 

both A* and B* have identical adsorption enthalpy. 

This transition at δA-B is visible in Figure 5b as the 

distinct transition between the red/blue directional 

lobes of steady state conversion at relative binding 

energy of B* of 0.4 eV. 

     Returning to the concept of surface work, the 

effects of dynamic catalysis on conversion was 

measured by calculating the apparent change in the 

Gibbs free energy for the overall reaction A-to-B 

(ΔΔGrxn). Thermodynamic efficiency can be 

defined by comparing this value with the oscillation 

amplitude, ΔU. Note that ΔΔGrxn can be positive or 

negative depending on the direction that conversion 

changes under dynamic conditions, so the 

thermodynamic efficiency can also be positive or 

negative. 

 

𝑇ℎ𝑒𝑟𝑚𝑜𝑑𝑦𝑛𝑎𝑚𝑖𝑐 𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 (%) =  
∆∆𝐺𝑟𝑥𝑛

∆𝑈
   (2) 

 

Efficiency was calculated for varying oscillation 

amplitudes of 0.0-1.0 eV at 10 Hz frequency using 

square, sine, and triangle waveforms (44). Square 

waveform dynamics were again most efficient, and 

efficiencies of 30-40% were achieved once 

amplitudes of >0.2 eV were applied. In addition, the 

effects of varying waveform position (i.e., 

oscillation endpoints) and amplitude on efficiency 

were studied over a range of 0-1.5 eV. Waveform 

position has significant effects on both the 

magnitude and sign of the efficiency parameter, due 

to changing the directionality of the reaction, and 

efficiencies from -15% to 15% were measured. 

     While the behavior of dynamic catalysts 

disagree with the maxim that catalysts only 

accelerate reactions to equilibrium, their behavior is 

consistent with other dynamic chemical devices 

including molecular pumps, rotors, and walkers(117). 

The commonality is the ‘ratchet’ mechanism with 

asymmetric shape and motion that selectively 

transfers energy into the chemical system. These 

mechanisms meet the requirements of the principle 

100 050

Steady-State Conversion

Time on Stream [s] Relative Binding Energy of B [eV]

ba c

A(g)

A*

B*

B(g)

Figure 5.  Dynamic catalysis of A-to-B reaction at high conversion (X > 10%) in a batch reactor. (a) Seven initial 

concentrations of B converge on steady state product composition of 70% B but return to equilibrium of 40% B under 

static catalyst conditions. (b)  Dynamic catalytic conversion of A to B for low gamma (γB/A ∼ 0.5, δ ∼ 1.4 eV). Steady-

state average conversion of A-to-B in a batch reactor (equilibrium at 50% – green) for varying square wave amplitude 

high binding energy state [eV] and oscillation frequency [Hz] for fixed amplitudes ΔUB of 1.0 eV. (c) Free energy 

diagram of a dynamic catalyst switching between two states, Umin and Umax.  The catalytic molecular pump moves 

molecules of A in orange through adsorption to A* and then reaction to B* at Umin; subsequent oscillation moves 

molecules of B* to product B in the gas phase at Umax. (reprinted with permission from reference 52).   
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of microscopic reversibility by always permitting 

all chemical intermediates to pass through the same 

transition states at any instant in time, even when 

the reaction energy profiles are changing(118). They 

also exist throughout biology providing capability 

for controlling the location and movement of 

chemicals, including the mobility and movement of 

ions against equilibrium across membranes(119,120). 

In comparison with these existing ratchet-based 

systems, dynamic catalytic surfaces are another 

example of asymmetric dynamic systems but with 

the added benefit of manipulating surface 

chemistry. 

     2.4 Forced Catalytic Dynamics – Network 

Selectivity. The ability to enhance rate and provide 

work via dynamic catalysis raises the opportunity 

for controlled steering of molecules through 

preferred chemical pathways. The complex 

reaction networks of catalytic surface mechanisms 

that contain energetically similar pathways and 

comparable rate contribute to reduced selectivity 

towards desired products and devalued chemical 

processes(121,122). Introduction of dynamics in 

adsorbate enthalpy or entropy to a catalyst active 

site provides new handles to enhance or slow 

particular elementary steps, each of which has 

unique characteristics of frequency and binding 
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Figure 6. Dynamic heterogeneous catalysis, using a variable amplitude square waveform, for a parallel reaction 

system with A-to-B and A-to-C chemistry. (a) Volcano plots for reactant consumption (black) and product formation 

(red/blue) turnover frequency. Dynamic catalysis oscillations with varying oscillation amplitude are shown as black 

horizontal bars. (b) Selectivity to the production of B (mol%) with varying oscillation frequency (10-6 to 104 Hz) and 

amplitude (0.0 to 1.0 eV). The oscillation midpoint was held constant at the volcano peak for product B formation. 

(c) Consumption rate of A (s-1) with varying oscillation frequency and amplitude. Conditions: T ~ 150 oC, 100 bar A 

feed pressure, 1% conversion of A. Parameters: ∆Hovr ~ 0 kJ mol-1 for both reactions, BEP parameters of α ~ 0.6, β ~ 

100 kJmol-1, linear scaling parameters of γB/A ~ 2.0, γc/A ~ 0.5, and δB–A ~ 1.4 eV, δC–A ~ 1.4 eV. Relative binding 
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axis. Mechanisms of dynamic selectivity to products in parallel chemistry. (d) Oscillation of surface binding energies 
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transition states. Two general behaviors can produce high selectivity to specific products: weak surface binding 

permitting reaction surface resonance to product B(g), or strong surface binding that leads to a C* dominated surface. 

(e) The surface turnover state, Umax. (f) The surface filling state, Umin. Chemical dynamic parameters: γB/A = 1.3, γC/A 

= 0.6, and δB–A =0.6 eV, δC–A = 1.5 eV, UL = -0.5 eV, ∆U = 0.4 eV.  (adapted with permission from reference 51).   
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energy variation. Selective performance then 

requires identifying these chemical differences, 

pairing the catalyst with a method of stimulating 

change, and optimizing the dynamic parameters 

(e.g., frequency) to maximize selectivity. 

     Simulation of parallel reaction systems 

(catalytic conversion of chemical A via parallel 

pathways to products B and C) with a broad range 

of chemical parameters (adsorbate linear scaling 

parameters γ and δ, and Brønsted Evans Polanyi 

parameters α and β) revealed that parallel 

chemistries can be highly tuned towards selectivity 

between either product through the manipulation of 

oscillation parameters (amplitude and 

frequency).(51) As shown in the example with 

opposite gamma values between parallel reactions 

(γB/A ~ 2.0, γC/A ~ 0.5) in the Sabatier volcano plots of 

Figure 6a, static catalysts either select for product 

C or a 50/50% ratio of B and C; no condition exists 

for selective production solely of B. However, 

oscillation of the binding energy of A* at varying 

amplitude and frequency centered at -0.2 eV 

relative binding energy of A* reveals complex 

reaction behavior. As depicted in Figure 6b, 

selectivity to B increases over 50% and becomes 

almost perfect at 1-10 Hz for oscillation amplitudes 

of 0.4-0.7 eV, concurrent with an acceleration of 

the overall conversion of A in Figure 6c.   

     Dynamic selectivity to products exhibits 

complex behavior resulting from two mechanisms 

as depicted in Figure 6d-6f. During the strong 

binding condition (Umin, red in Figure 6d), one of 

the two products (C* in this example) dominates 

surface coverage with stronger binding energy, 

leading to suppression of the other pathway(s) as 

shown in Figure 6f. Alternatively, under the 

catalyst condition Umax, the other reaction pathway 

(B* in this example) more readily desorbs due to 

weaker binding energy and can achieve ‘catalytic 

resonance’ behavior in the resonance band of 

frequencies; higher rates lead to higher time-

averaged turnover frequency and higher selectivity, 

as shown in Figure 6e. The selectivity map (Figure 

6b) exhibits a complex pattern due to the multiple 

competing mechanisms leading to different 

reaction products. Although not shown here, 

sampling of a wider range of both chemical and 

dynamic catalyst parameters indicates significant 

potential for controlling the selectivity to products 

for a wide range of catalytic chemistries.(51) 

     2.5 Forced Catalytic Dynamics – Real Surface 

Mechanisms. While progress has been made on 

simulating the enhancement of reactivity and 

selectivity of dynamic systems of simple model 

systems for the conversion of a generic reactant to 

product (A to B) in the gas phase, further 

exploration is required to understand complex 

systems reflective of real catalytic mechanisms 

important to energy, materials, and sustainability 

applications. The dynamics of real catalytic 

systems will need to account for bimolecular 

reactions, the evolution of poisons, and more 

complex mechanisms such as Eley-Rideal. 

Surfaces will also contain more than one type of 

active site, such as metals with different facets, 

edges, and defects; each of these sites will 

potentially have unique dynamic parameters for 

each elementary reaction. However, this 

complexity is matched by the addition of several 

controlling parameters; dynamic catalysis could be 

conducted via several superimposed waveforms or 

even exist as a single complex periodic function. 

These could be custom designed for each 

chemistry-material-stimulus combination, offering 

an entirely new way to think and implement catalyst 

design and optimization. 

     The scale of complexity in dynamic catalysis 

limits the ability to computationally evaluate real 

chemical systems. Even ‘simple’ surface chemical 

mechanisms such as water-gas-shift, formic acid 

decomposition, and methanol decomposition 

contain 2-to-8 elementary steps in series and 

parallel(123,124,125). More complicated chemistries 

can contain 10-to-100 or more elementary steps 

including cracking chemistries, reforming, and 

catalytic combustion(126,127,128). These surface 

mechanisms are already computationally 

expensive, and the introduction of dynamics more 

than doubles the number of required parameters. 

This is further challenged by the computational 

difficulty in identifying stable limit cycle solutions 

at oscillatory steady state for every parameter set of 

interest. Evaluation of these challenging systems 

will require both advanced computational 

approaches for converging forced dynamic 

simulations as well as parameter screening methods 

such as machine learning to optimize dynamic 

catalyst systems(129,130). These efforts begin with an 

understanding of the different methods of 

dynamically stimulating catalytic surfaces. 
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3.0 Stimulating Methods for Dynamic Catalysis. 

Implementing dynamic catalysis requires physical 

devices with methods for controllable variation of a 

catalyst physical or electronic structure. The 

techniques to stimulate catalyst change are distinct 

from other reactor technologies that merely supply 

energy to a reactor. While techniques such as 

microwave irradiation(131), plasma(116), and pulsed 

heating(132) or pulse pressure(133) can be used 

continuously or dynamically with catalysts leading 

to unique, beneficial, reactor behavior, they do not 

manipulate the catalyst itself and are not the focus 

of this perspective. 

     Catalyst stimulation exists in three categories 

related to the general approach of mechanical, 

electrical, or photochemical perturbations from 

their resting structures. These general categories 

can be applied broadly to many different types of 

materials that are porous or non-porous, metal or 

non-metals, rigid or floppy, but the selected 

technique within each category will determine the 

optimal materials for implementation. The optimal 

materials-stimulus combination maximizes the 

extent of catalyst variation in physical or electronic 

properties leading to controllable variation in 

enthalpy and/or entropy of adsorbates at 

frequencies relevant to catalytic turnover (>0.1 s-1) 

and preferably higher (>10 s-1). The following 

describes nine different stimulating techniques 

along with a description of their implementation, 

their capability for manipulating adsorbates, and 

the performance metrics for surface oscillation 

speed. 

     3.1 Mechanical Stimuli – Dynamic Surface 

Strain. The use of mechanical force can take many 

forms with the goal of changing the catalyst 

physical and electronic structure. Metals under 

stress are known to strain and deform, yielding new 

behaviors in adsorption and catalysis that are 

interpreted via changes in band structure. As shown 

by Mavrikakis, the adsorption energy of molecules 

for changes of the lattice constant (Δd/deq < 2.5%) 

due to strain was comparable to changes in metal 

composition; in both cases, binding energy 

increased with higher values of the simplest 

descriptor of the electronic structure of the metal, 

the d-band center(134). The overlap of the d orbitals 

decreases as the atomic distances increase under 

strain, producing a narrower d-band with a center 

that shifts upward(135). A higher d-band center 

closer to the Fermi level reduces occupation of the 

adsorbate-surface anti-bonding molecular orbital 

producing a stronger chemical bond between the 

adsorbate and the surface; similarly, a lower d-band 

center further from the Fermi level increases 

occupation of the anti-bonding state and weakens 

the surface bond(136). As such, physical changes 

implemented by stress at the surface manifest as 

electronic control of adsorption and surface 

chemistry(137).  

     Strain occurs in static systems using materials 

under external stress or multi-layer materials with 

lattice mismatch. Stress leading to separation of 

atoms introduces tensile strain, while stress 

decreasing lattice parameters constitutes 

compressive strain. For example, carbon monoxide 

adsorption on copper overlayers on different 

transition metals and facets exhibited a distinct 

vibrational shift in infrared stretch frequency, 

indicating stronger adsorption under strain(138). 

Similar modification of metals via strain has been 

experimentally demonstrated also for overlayers of  

Co/Cu(139), Pt/Pt-Cu(140), and Pt/Ru(141), indicating 

that chemisorption binding control occurs broadly 

across materials and substrates. The extent of 

adsorption enthalpy shift via strain has been 

calculated via DFT for many adsorbates including 

O2 on Au(142), CO on Pt(143), and O2 on Cu(144), 

among other systems indicating binding energy 

shifts as high as ~0.5 eV for large strain of 3-5%.  

     Similar strain effects on adsorption can also 

occur for nanoparticles on different supports and 

doped catalysts. These changes in heats of 

adsorption are attributed to both lattice mismatch (a 

geometric factor) and also to a ligand effect due to 

charge transfer between one material and the other 

(electronic effect). While calculations can freeze a 

supported structure and move it to vacuum to 

remove electronic effects, in practice there is an 

inherent coupling between geometric and electronic 

effects that is difficult to deconvolute. Despite the 

concept of catalyst strain being heavily studied, and 

in some cases, successfully directed for improved 

performance(145), demonstration of strain effects on 

kinetics is limited in part due to the aforementioned 

coupling and the difficulty in systematically 

introducing strain in experimental systems. 

     Physically implementing dynamic strain in 

materials for adsorption and catalysis requires a 

mechanism for dynamic control(146). The concept of 

thin overlayers can be extended to dynamic systems 

if the substrate undergoes controllable physical 
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modification. In one example depicted in Figure 

7a, a thin Pt layer is deposited on LiCoO2, which 

can expand and contract as much as ~3% due to Li 

intercalation during charge and discharge to 

Li0.5CoO2 corresponding to ~5% compressive strain 

in the Pt overlayer(147). This general approach can 

potentially be expanded to other intercalated ions 

(e.g., Na+, K+) into materials such as carbons (e.g., 

graphite)(148), metal oxides (e.g., V2O5
(149)), or metal 

sulfides (e.g., TiS2)
(150).    

     Other stress-based strategies have the common 

mechanism of external stimulus applied to the 

support to induce strain that is transferred to a 

catalytic overlayer such that the electronic 

properties can be varied with physical deformation 

of the active site. One variation is the piezoelectric 

substrate that generates polarization of charge 

under mechanical stress; under the converse 

piezoelectric effect, the application of an electric 

field induces compressive or tensile strain(151). A 

possible multi-layer piezoelectric device in Figure 

7b could expand to apply stress to an external thin 

metal overlayer, impose strain, and electronically 

modify the catalyst surface. In this system, the 

pairing and fabrication of the piezoelectric/catalyst-

overlayer can select from numerous lead-based and 

lead-free(152) piezoelectric materials including PZT 

Pb(ZrxTi1-x)O3, (KxNa1-x)NbO3
(153), and BCZT 

(Ba(Ti0.8Zr0.2)O3-(Ba0.7Ca0.3)TiO3
(154). These 

piezoelectric materials can introduce strain as high 

as ~1% with phase switching faster than 1000 

Hz(155). 

     The substrate supporting a catalytic overlayer 

can also be physically stimulated with time, such as 

the case when thin catalyst layers are deposited on 

mechanically deformed surfaces(156). In one 

incarnation, tungsten carbide (WC) deposited on a 

poly(methyl methacrylate) diaphragm was 

physically deformed via variation in surround gas 

pressure to apply tensile and compressive stress to 

the WC catalyst(157); this approach achieved >3% 

strain in WC and a measurable shift in the d-band 

center of WC of 0.07 eV. A challenge with this 

approach is minimizing local variation in strain, 

which can produce a distribution in catalyst 

electronic behavior and performance.    

     3.2 Surface Acoustic Waves and Resonance 

Oscillation. The alternative to straining a substrate 

in contact with a catalytic material is the direct 

stimulation of the catalyst itself. Introducing 

propagating deformation waves into materials for 

adsorption has been extensively evaluated by the 

methods of both ‘surface acoustic waves’ (SAW) 

and resonance oscillation (RO) of bulk acoustic 

waves(158). Dynamic lattice distortion induced either 

through the surface or the bulk material supporting 

a catalytic surface changes local interatomic 

distances introducing electronic variation of the 

local band structure and work function(159). As 

described in detail by Yasunobu Inoue, these 

controlled variations have been implemented in a 

variety of materials with extensive capability for 

manipulating adsorption and enhancing 

catalysis(160). 
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Figure 7.  Mechanisms of Dynamic Strain. (a) Intercalation of ions such as Li+ within a metal oxide (e.g., CoO2) 

induces strain that transfers to a thin Pt overlayer. (b) Imposed electric field to a piezoelectric layer induces strain that 

transfers to a thin Pt overlayer. (c) Mechanical stress on a thin substrate such as poly-methyl-methacrylate (PMMA) 

induces strain in a thin Pt over layer.   
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     Surface acoustic waves depicted in Figure 8a 

are generated on a ferroelectric crystal (e.g., 

LiNbO3) that exhibits piezoelectric behavior; these 

lattice deformation Rayleigh waves then propagate 

through a thin layer of catalyst transferring dynamic 

strain and electronic variation to the active 

surface(161). By the photolithographic deposition of 

interdigital transducers, oscillating voltage 

produces regions of both high tensile and 

compressive strain consistent with the applied 

voltage and spacing between the electrodes (Figure 

8b). The propagation velocity of the surface wave, 

v, and the unit length spacing of the interdigital 

transducer electrodes, δ, can then be used to 

calculate the wave frequency, f ~ v/δ. For many 

ferroelectric materials and electrode spacing, 

SAWs are commonly generated with frequencies of 

1-100 megahertz. 

     Surface acoustic waves have been observed 

using a Doppler imaging method with an oscillation 

amplitude of several nanometers up to 200 nm 

normal to the surface(158, 162,163). These dynamic 

deformations when propagating through films of 

Cu, Au, and Pd metal were observed by 

photoelectron emission microscopy to shift the 

work function of these catalytic surfaces(159). The 

resulting deformation-derived electronic tuning of 

the material has been attributed to several unique 

catalytic behaviors including increased rates of CO 

oxidation on Pt(164,165) and ethanol oxidation to 

acetaldehyde on Pd(166). While the precise 

mechanism(s) leading to variation in binding 

energy and catalytic turnover remain under 

discussion, definitive evidence exists of significant 

physical and electronic catalyst changes in the 

presence of Rayleigh surface acoustic waves. 

     Another incarnation of acoustic waves occurs 

via resonance oscillation of bulk ferroelectric 

materials with piezoelectric characteristics(158). As 

depicted in Figure 8c and 8d, resonance oscillation 

occurs via the application of radio frequency 

electric power to electrodes on both sides of a 

ferroelectric.  Oscillating potential induces electric 

field-promoted lattice distortion which propagates 

through the ferroelectric in the direction of 

polarization. Acoustic waves either promote 

thickness-extension mode resonance oscillation 

(TERO) in Figure 8c or thickness shear-extension 

mode resonance oscillation (TSRO) in Figure 8d, 

depending on the orientation of the surface 

electrodes relative to the ferroelectric polarization 

axis(160). While any frequency can be applied to the 

electrodes, the resonance frequencies derive from 

the natural frequency of the crystal and higher 
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Figure 8.  Surface acoustic waves and resonance oscillations of metal catalysts. (a) Surface acoustic waves (SAW) 

at megahertz frequencies are generated on ferroelectric crystal surfaces using piezoelectric interdigital transducers.  

Waves then propagate across the catalyst surface and can be detected by piezoelectric transducers. (b) Oscillating 

voltage [MHz] applied to interdigital transducers expands and contracts the piezoelectric surface layer to deform the 

ferroelectric crystal and produce surface acoustic waves.  Propagated SAWs deform the thin metal or metal oxide 

catalyst layer creating local regions of high strain for adsorbed species. (c) Resonance oscillation (RO) of bulk 

acoustic waves by thickness-extension resonance oscillation (TERO). (d) Resonance oscillation by bulk acoustic 

waves by thickness shear resonance oscillation (TSRO). 
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harmonics as determined by the crystal thickness, 

density, and elastic constant. For the characteristics 

and size of many ferroelectrics, these resonant 

frequencies are ~1-100 megahertz(160). Similar to 

surface acoustic waves, the RO waves exhibit 

surface distortion up to ~100 nm, especially in the 

TERO orientation(158). These surface deformations 

have led to increases in the rate of reaction such as 

oxidation of methanol on Pt and Pd films(167). 

     Implementing dynamic catalysis using acoustic 

waves has the benefit of extensive characterization 

and methods of implementation combined with the 

broad range of materials that can be stimulated 

including both metals and metal oxides. Selection 

of piezoelectric/ferroelectric materials can draw 

from materials across the full range of chemistry-

relevant temperatures (25 – 500 °C) to select 

acoustic supports operable relative to their Curie 

temperature. While these devices appear to achieve 

significant local strain and electronic variation, 

applying these devices to specific chemistries (e.g., 

direct methanol oxidation) will require a 

fundamental understanding of the acoustic wave on 

surface binding energies and transition states, 

which does not yet exist. 

     3.3 Dynamic cavities, pockets, and pores. 

Physical deformation of surfaces can also include 

the temporal variation of pores, cavities, and 

pockets within catalytic materials as depicted in 

Figure 9a and 9b.  Binding sites within a porous 

material are surrounded by surfaces which contain 

additional binding sites as well as support material 

and non-catalytic functionalities (e.g., ligands, 

defects)(103). The electronic interaction of the 

adsorbate and surround cavity increases as cavities 

and pores shrink owing to chemisorption and van 

der Waals interactions. Additionally, cavities and 

pores that approach the size of the adsorbate will 

stress the molecule and introduce strain and new 

geometry in molecular structure. For porous 

materials with regular shapes, cavities can be 

defined with pore diameter and compared with 

molecular descriptors such as the molecular van der 

Waal or kinetic diameters. More complex multi-

pore and cavity-containing materials require 

descriptors that account for irregular shapes, such 

as the occupiable volume (Vocc), which quantifies 

the amount of space that can be occupied by 

atomic-scale (2.8 Å diameter) spheres(103,168).   

     In addition to increasing the enthalpy of 

adsorption, shrinking cavities and pores will 

simultaneously reduce the entropy of surface 

adsorbates by restricting molecular rotation, often 

with a linear ‘compensation effect’ between 

adsorption enthalpy and entropy(101). Molecules on 

flat surfaces lose translation entropy(100), but 

additional modes of rotational entropy are lost as 

surface curvature increases to form surrounding 

local environments.  As depicted in Figure 9c, an 

adsorbed molecule exposed to swelling and 

shrinking environments can be described with 

varying occupiable volumes; the enthalpy of 

adsorption (ΔHads) decreases as the environment 

expands due to reduced interaction with the wall 

and weaker binding, but the entropy of the 

adsorbate increases with additional space for the 

molecule to rotate(103). Predicting these enthalpic 

and entropic effects of dynamic cavities on catalytic 

reactions requires simultaneous understanding of 

surface intermediate and transition state enthalpy 

a b dc

Vocc

ΔHads

-ΔSads

Time

electric field

Figure 9.  Dynamic Pores, Cavities, and Pockets. (a) Dynamic pockets that oscillate between open and closed 

conformations. (b) Dynamic pores that oscillate between relaxed and strained conditions. (c) Dynamic local 

occupiable volume (Vocc) in a porous material and associated changes in enthalpy (ΔHads) and entropy (-ΔSads) of 

adsorption. (d) Structural switching of MIL-53(Cr) in the presence of an electric field. 
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and entropy relative to at least one descriptor of the 

changing physical and electronic structure of the 

surrounding catalytic site. 

     Flexible dynamic materials exist as two different 

classes depending on their structure and time-

resolved variation. As depicted in Figure 9a, a 

flexible pocket open to the environment will open 

and close interacting with the adsorbate through the 

enclosing walls. These systems exist as short chains 

of polymers such as enzymes, or surfaces such as 

metals with unreactive ligands (i.e., self-assembled 

monolayers) that enclose the reacting adsorbate(169). 

Alternatively, an enclosed pore or cavity as 

depicted in Figure 9b exists within a repeating 

microstructure that compresses, expands, or shears 

under external stimuli to alter the local environment 

around a catalytic site. A significant number of 

microporous materials (i.e., nanometer-scale 

cavities) exist with sufficient flexibility to 

manipulate adsorbate energy, including metal 

organic frameworks(170,171,172) and other molecular 

sieves(173). 

     3.3.1 Dynamic MOFs and COFs. Porous 

frameworks that change with time are known as 

‘4D materials’ and ‘third generation porous 

coordination polymers’ with spatiotemporal 

variation in their physical structure and associated 

adsorption characteristics(174,175). Comprising many 

of the examples of 4D materials, metal organic 

frameworks (MOFs) and covalent organic 

frameworks (COFs) exhibit both crystalline repeat 

units of definable pores and flexibility leading to 

significant pore deformation(176). Of the immense 

number of possible MOF structures, flexibility has 

been predicted to occur by six mechanisms 

depending on the dimensionality of the material(174). 

In three-dimensional materials, this includes: (i) the 

elongation and shortening of interlayer pillars such 

as in [Cu2(dhbc)2(bpy)]n
(177), (ii) the sliding of 

interpenetrated grids of materials such as in MOF-

508 [Zn2(bdc)2(bpy)]n 
(178), and (iii) the expanding 

and shrinking of frameworks common to MIL 

materials(170,172).   

     Unique flexibility was first noted in the 

considerable expansion of MOFs upon adsorption. 

Referred to as ‘breathing’, the host framework can 

flex and contort substantially yielding macroscopic 

expansion up to 200-300% upon adsorption(175). 

One insightful material is MIL-53(Cr), which has a 

porous structure comprised of chain-like building 

units with a linker of benzene dicarboxylate 

(bdc)(179). Upon synthesis, the unit cell (17.34 by 

12.18 Å) contains excess bdc linker, which upon 

post-synthesis removal widens the unit cell (16.73 

by 13.04 Å); subsequent rehydration then shrinks 

the unit cell (19.69 by 7.85 Å)(176). This dramatic 

change derives from flexibility near the chromium 

metal nodes, which are influenced by the 

interaction with water. This flexing of the 

framework is common to a substantial sub-class of 

MOFs, permitting reversible variation in the 

microporous structure(180). 

     Another example where flexibility is prominent 

in determining adsorption and diffusion is ZIF-8.  

ZIF-8 is a zeolitic-imidazolate framework (ZIF) 

consisting of zinc (Zn) centers bridged by 2-

methyl-imidazole (2mIm) ligands(181). In the crystal 

structure of ZIF-8, the 3.4 Å six-ring window is 

responsible for its molecular sieving ability. The 

imidazole rings around the window are almost 

parallel to the window plane, and the aperture size 

is defined by hydrogen atoms on the four and five 

positions of the imidazole rings. The imidazolate 

ring however swings on THz frequency relative to 

the six-ring plane increasing the pore aperture 

allowing access to molecules that would be 

otherwise forbidden in a rigid 

framework(182,183,184,185). When guest species are 

present in the framework, in addition to the 

vibrational swinging effect, the imidazolate linkers 

can rotate to new equilibrium positions with a non-

zero torsion angle. The linker rotation is often 

accompanied by expansion of the unit cell. 

Depending on the context, such a transition is 

termed interchangeably as “gate opening”, “as 

prepared/high pressure (AP/HP)” or “low 

loading/high loading (LL/HL)”(186,187). Likewise, 

the gate-opening transition in ZIF-7, where the 

2mIm linker in ZIF-8 is replaced by benzimidazole, 

is called “narrow pore/large pore (NP/LP)” 

transition(188). The gate opening phenomenon is 

strongly affected by an interplay of guest species, 

pressure and temperature. The structural flexibility 

of ZIF-8 is also dependent on crystal size, adding to 

the complexity of this behavior(189). Without 

flexibility some of the most promising separation 

properties of ZIFs would not have been possible.  

     In addition to host-guest interactions, MOF 

structure can be controlled with other stimuli 

including temperature, pressure and acoustic 

waves, light, and electric and magnetic fields(176). 

Photo-responsive MOFs contain additional light-
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sensitive functional groups or linkers that exhibit 

reversible conformational changes (e.g., trans-to-

cis) leading to structural variation such as pore 

widening/narrowing(190,191). Thermo-responsive 

MOFs exhibit continuous thermal expansion 

(positive and negative) with substantial volume 

change with temperature; additional MOF phase 

change with temperature is an activated process 

leading to hysteresis in structural and pore size 

variation when heating or cooling(192,193). Similarly, 

many pressure-sensitive MOFs exhibit pressure-

induced continuous reversible conformational 

changes in addition to both reversible and 

irreversible phase changes to new high pressure 

structures(194,195). 

A more recent stimulus is the application of 

electric fields to MOFs. In one example depicted in 

Figure 9d, MIL-53(Cr) with empty pores was 

shown to exhibit variation in unit cell volume in an 

electric field (0 < E < 3 V nm-1) followed by 

substantial change with hysteresis associated with a 

phase change from the larger (8 Å) to smaller (3.5 

Å) pore form(196). More importantly, this structural 

transition was observed to occur continuously and 

without hysteresis when MIL-53(Cr) was loaded 

with carbon dioxide or methane, indicating that 

structural control can still occur in the presence of 

chemical reactants. An applied electric field was 

also used to reduce the flexibility of a ZIF-8 film 

and affect its gas permeation properties.(197)  An 

explanation for electric field sensitivity has been 

proposed as the formation of an induced dipole, 

resulting from structural deformations and 

electronic polarization of the MOF structure(198,199). 

This has led to the design of new MOFs which 

incorporate structures such as dipolar rotors to 

achieve higher dielectric permittivity(200) and 

structural response at lower E field strength. 

Utilizing dynamic MOFs and COFs for 

catalysis will require the ability to select and tune 

porous cavities to oscillate adsorbate binding 

energy and entropy with time, thus manipulating 

the associated transition states and intermediates of 

reaction. Of the options for stimulating methods, 

electric fields, pressure, and light are all potentially 

viable provided physical methods exist to 

incorporate catalytic MOFs and COFs into a flow 

reactor while maintaining contact with the stimulus 

source. Additionally, selecting the combination of 

MOF, chemistry, and stimulus method requires 

more detailed understanding of the range of 

achievable changes of enthalpy and entropy within 

expanding and contracting pores and cavities. 

3.3.2 Pockets, Polymers, and Enzymes. The 

alternative to a repeating porous crystal structure 

that exhibits dynamic behavior is the formation of 

a pocket or cavity on a surface. One approach for 

rigid confinement are nanobowls, which are surface 

pockets made of metals and metal oxides that 

surround the catalytic active site(201,202). Surface 

pockets can be prepared step-wise via techniques 

such as ALD or be synthesized as 2D materials, as 

is the case with delaminated zeolite 2D sheets such 

as MWW(203,204). More flexible pockets exist when 

soft materials are added to hard surfaces, as is the 

case when larger inert adsorbates are added to metal 

or metal oxide/sulfide surfaces to surround reacting 

adsorbates providing a flexible confining 

environment(205,206). Implementing dynamic 

variation of these pocketed materials is challenging, 

unless the entire hard structure can be strained as 

previously discussed or the surface coverage of 

inert co-adsorbates near the active site can be 

controllably varied with time.  

Other opportunities derive from soft materials 

that can spontaneously fold into shapes that 

naturally form pockets and cavities, the most 

successful of which are protein chains folded into 

enzyme catalysts(207). These folded chain catalysts 

exhibit multiple forms of dynamics including 

allosteric regulation, conformal oscillation, 

activation (folding), and complete deactivation 

(unfolding)(208). With regard to allosteric regulation, 

the folded protein catalyst (enzyme) has a second 

site where binding of an additional molecule, the 

‘effector’, can change the conformation of the 

protein between ‘tensed’ and ‘relaxed’ 

structures(209,210). These secondary molecules can 

both enable (allosteric activation) and disable 

enzymes (allosteric inhibition), providing on/off 

switching through physical changes around the 

catalytic active site(211). 

The more complicated discussion surrounds the 

role of dynamic enzyme changes and their role in 

catalysis(212). As stated by Kern and co-workers, 

“Because many enzymatic reactions occur on time 

scales of micro- to milliseconds, it is anticipated 

that the conformational dynamics of the enzyme on 

these time scales might be linked to its catalytic 

action”(213). Protein dynamics span the range of 

femtoseconds to nanoseconds for local flexibility in 

the enzyme, while larger collective motions occur 
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on the microsecond to second range(214). These 

slower motions have been associated with 

sequential steps in a catalytic cycle, as in the case 

of the enzyme adenylate kinase (Adk). This enzyme 

adsorbs reactants (ATP and AMB, adenosine 

phosphates) in its open conformation (Figure 10a), 

promotes catalysis by switching to its closed 

conformation (Figure 10b), and then desorbs 

products (ADB) by switching back again to the 

open form(215,216). These types of slower conformal 

changes alter the free energy landscape such that 

enzyme reaction pathways require description in 

three dimensions including a reaction coordinate 

and conformal coordinate(217,218), as shown in 

Figure 10c. A controversy arises from the 

additional question of whether faster enzyme 

motion can drive surface chemistry by transferring 

kinetic energy to the substrate; the argument against 

this potential secondary mechanism is the rapid 

dissipation rate of faster conformal changes relative 

to the rate of catalytic turnover(219,220). 

3.4 Plasmon and Photocatalysis Dynamics. 

Photoexcitation of metal catalysts offers another 

stimulus for dynamic catalysis due to its fast time 

response and chemical specificity. Light excitation 

pulses can be applied dynamically with high 

frequencies since metal nanoparticles will 

thermally equilibrate with their surrounding 

environment within 100s of picoseconds following 

a photoexcitation pulse.(221) Thus, one could 

imagine a half duty-cycle photoexcitation of a 

working catalyst with a range of frequencies from 

109 Hz to 10-2 Hz, controlled electronically or 

mechanically (chopped).  

Significant literature exists on the 

photoexcitation of adsorbate-covered extended 

metal surfaces, which shows that photoexcitation 

results in non-thermal energy exchange between the 

metal and adsorbates. Transient charge transfer to 

or from adsorbates can induce desorption and 

dissociation events,(222,223,224,225) as depicted in 

Figure 11a. Recent work has shown that 

photoexcitation of nanoparticle catalysts can 

increase reaction rates and induce non-thermal 

selectivity, even at relatively low photon fluxes (~1 

W/cm2). This is true for both coinage metal 

nanoparticles that support localized surface 

plasmon resonances and on small (few nm 

diameter) non-plasmonic nanoparticles(226,227,228). 

Nanostructuring of the metal effectively focuses 

photon absorption near adsorbate-metal interfaces, 

rather than in the bulk of the metal. These effects of 

light on reactivity have been interpreted to result 

from charge transfer to or from adsorbates, thereby 

influencing elementary step energetics.(229,230,231) 

In the context of using photoexcitation for 

dynamic control of catalysis, it is interesting to 

consider: (1) to what extent photoexcitation of 

metal surfaces modifies the effective binding 

energies of adsorbates, (2) what relationship exists 

between photon flux or wavelength and induced 

changes in binding energies, and (3) how the nature 

of the adsorbate, metal, or elementary process 

(dissociation, desorption, etc.) influences the 

relationship between the photon flux and modified 

elementary step energetics. Recent effort has begun 

to address these questions and suggests that 

photoexcitation has promise for dynamically 
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Figure 10.  Catalytic dynamics of enzymes. (a) Open configuration of enzyme Aquifex Adk allowing adsorption and 

desorption of adenosine phosphates (ATP, ADP, and AMP). (b)  Closed enzyme configuration leading to the reaction 

of ATP and AMP to two molecules of ADP. (c) Two dimensional reaction and conformation coordinate describing 

the enzymatic cycle of converting ATP and AMP to two molecules of ADP through open and closed configurations. 
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modulating catalyst performance. The dissociation 

rate of diatomic molecules such as O2 and H2 on Ag 

and Au have been shown to be promoted by 

photoexcitation with visible light. Extensive 

control experiments and chemical signatures 

suggest that these increased rates are not the result 

of thermal processes. Rather, they result primarily 

from photo-induced transient charge donation to the 

adsorbed diatomics.(227,228,232,233,234) Under 

illumination, the average population of antibonding 

orbitals of the adsorbed diatomic molecules is 

higher than in the dark. This results in an increase 

in the effective rate constant for dissociation and a 

decreased effective dissociation barrier. 

It has analogously been shown for reactions 

where active sites are poisoned with adsorbates that 

catalytic rates are significantly enhanced under 

illumination. Kinetic signatures that indicate 

reduced coverage of poisoning species under 

illumination have been observed for CO-covered 

Pt, H-covered Pd, and N-covered Cu.(226,235,236,237) 

These results suggest that illumination of metal 

catalysts can also influence the effective rate 

constants and activation barriers for desorption 

processes. While these measurements support the 

notion that illumination can influence dissociation 

and desorption elementary step energetics, these 

arguments rely on kinetic signatures of overall 

catalytic processes. This makes insights regarding 

the influence of light on single elementary steps 

challenging to extract.  

To directly assess the influence of 

photoexcitation of metal nanoparticles on 

elementary step energetics, we performed 

temperature programmed desorption (TPD) 

experiments of CO and NO from small <5 nm 

diameter Pt particles on an Al2O3 support in the 

dark and under illumination. The adsorbate surface 

concentration was measured by in-situ FTIR. 

Redhead analysis of CO and NO TPD spectra in the 

dark resulted in estimated desorption barriers of 

~1.4 eV for CO and ~1.1 eV for NO, consistent with 

previous measurements.(238) When performing 

TPDs under illumination from continuous wave 

photon fluxes provided by 425 nm LED sources up 

to ~800 mW/cm2, an effective decrease in CO 

desorption barrier of ~0.25 eV was observed as 

shown in Figure 11b. Identical experiments for NO 

showed only a ~0.05 eV decrease in NO desorption 

barrier induced by ~800 mW/cm2 illumination. 

These results directly demonstrate that low 

intensity photon fluxes can strongly influence the 

hν1 hν2

CO(g) NO(g)

h+ h+

e- e-

ba

Figure 11.  (a) Schematic illustrating specific activation of metal-adsorbate bonds using photoexcitation with targeted 

photon energies. (b) Experimental results for the effect of light (425 nm) on effective CO and NO binding energies 

to Pt. Catalyst consisted of 1 wt. % Pt/Al2O3 prepared by dry impregnation. Effective binding energies were estimated 

using a Redhead analysis with adsorbate surface concentrations followed by in-situ FTIR. A pre-exponential factor 

of 1013 s-1 was assumed, indicating a small entropy of activation for desorption. Light intensity was calibrated for 

specular illumination. As LED illumination onto IR cell was done at an angle, light intensities are likely an 

overestimate of true flux at the catalyst bed.    
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energetics of desorption processes from metal 

nanoparticle surfaces.  This chemical specificity is 

inconsistent with a picture of photoexcitation 

simply resulting in equilibrium heating(239); the 

process is adsorbate specific.  

Translating photoexcitation to dynamic 

catalysts has unique characteristics relative to other 

oscillatory catalyst stimuli, since the applied 

wavelength can be tuned to manipulate specific 

adsorbates. If light is applied with dynamic fluxes, 

the approach may enable dynamic control over 

individual elementary step energetics, and thus 

control over reactivity or selectivity. Further, with 

the development of relationships between 

photoexcitation and energetics of elementary steps, 

the influence of dynamic modulation of light on 

catalytic performance should be predictable from 

microkinetic models. Finally, it is worth briefly 

mentioning that photon fluxes typically only 

penetrate tens of microns into catalytic beds of 

supported metal nanoparticles.(240) Thus the design 

of reactors to exploit any potential use of dynamic 

photoexcitation of catalytic processes will need to 

address the issue of photon penetration depth into 

porous catalytic beds.  

3.5 Dynamic Electrocatalysis. In an 

electrochemical system, the electron driving force 

and ultimately the rate of reaction are dictated by 

the potential applied across the working and 

counter electrode. However, in addition to dictating 

the rate of reaction, the applied potential also 

controls the coverage of adsorbates on the surface 

of the working electrode(241,242,243). The potential 

drop between the two electrodes does not occur 

linearly across the distance between them; most of 

the voltage change occurs within a few angstroms 

of the surface electrode(244). Therefore, despite the 

typical magnitude of voltage applied in such 

systems (0.1 – 10 V), a relatively strong electric 

field (> 1.0 V nm-1)(245,246,247,248) is formed which can 

significantly alter the binding energy of adsorbates 

on the surface.  

The most significant effect unique to 

electrochemical systems is the ability to readily 

tune the free energy of an electron-mediated 

process as a function of applied potential. Taking 

the Volmer adsorption step as a simple example, 
 

H+ + e- + * ↔ H*   (3) 
 

where * represents an active site, we can define the 

free energy of adsorption for the Volmer step, 

 

∆Gads = ∆Gads,0 + eV  (4) 
 

where ∆Gads,0 is the free energy change of 

adsorption at zero applied potential. This 

demonstrates the linear relationship between the 

free energy of hydrogen adsorption via the Volmer 

step and applied potential; every volt of applied 

potential leads to ~100 kJ mol-1 change in the 

adsorption free energy. Therefore, in an aqueous 

electrochemical system, the coverage of hydrogen 

adatoms on the surface of a Pt electrode can be 

readily described as a function of the applied 

potential(241). This is the concept of underpotential 

deposition (UPD), where sub-monolayer hydrogen 

adsorption is dictated by the applied potential. In 

addition to the magnitude of such effects, 

electrochemical systems can achieve such changes 

on relatively short time scales. The main temporal 

consideration here is the time required to form the 

electric double layer, characterized by a time 

constant that relies on the resistance and 

capacitance of the system (𝜏EDL = RC), which 

typically occurs on the micro- to nano-second time 

scale. A wide range of applied potential oscillation 

frequencies can therefore be achieved with this 

approach, readily achieving frequencies as high as 

one megahertz. 

Combining the speed and magnitude of the 

electric potential stimulus, an electrocatalytic 

system can be rapidly oscillated between two 

potentials at which different rate-determining 

limitations exist. This was recently experimentally 

demonstrated by Abdelrahman et al. for formic acid 

electro-oxidation over a platinum working 

electrode, where square wave oscillations in 

applied potential allowed for the dynamic 

modulation of the Faradaic rate of reaction(50). At 

less oxidizing potentials, formic acid can readily 

adsorb and decompose to adsorbed carbon 

monoxide (CO*) with a kinetic rate constant 

varying between 1 - 100 s-1, depending on the 

exposed platinum facet (249,250,251,252). Despite the 

facile formation of CO* at lower potentials, the rate 

of its oxidative desorption is trivial at lower 

potentials because of the relatively high binding 

energy of CO (BECO ~ 1.9 eV). At more oxidizing 

potentials (> 0.6 V NHE), the rate of CO* oxidative 

desorption is non-trivial, but the rate of CO* 

formation is greatly diminished. The contribution 

of the CO* mediated pathway for formic acid 

oxidation therefore faces a kinetic disconnect; a 
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single applied potential cannot optimally balance 

the energetic needs of both CO* formation and its 

subsequent oxidative desorption. Alternatively, a 

dynamic electrocatalytic system oscillating 

between applied potentials that favor either of the 

rate-determining processes can overcome this 

kinetic disconnect.  

Abdelrahman et al. showed that switching from 

a fixed potential to an oscillation between open 

circuit and the same applied potential (0.8V to 

0.8V/OC) rapidly increased the turnover frequency 

to the new dynamic level of activity, followed by a 

quick return to the original level of activity when 

the oscillation was stopped (Figure 12a). This 

demonstrates the reversible nature of dynamic 

catalysis, where a 0.1 Hz oscillation increases the 

TOF by approximately one order of magnitude. 

Extending the same square wave over a wide range 

of oscillation frequencies ( 10-3 < f < 103 Hz ), a 

maximum TOF of 20 s-1 is achieved at a resonance 

oscillation frequency of 100 Hz (Figure 12b). This 

greatly exceeds both the static TOF at the 

oscillation endpoint (0.8 V, 0.44 s-1) and the 

maximum achievable under any potentiostatic 

condition; the resonant TOF is ~ 20X larger than 

the static maximum TOF of ~1 s-1 at 0.6 V (Figure 

12c).      

3.6 Dynamic Solid Electrolytes.  Another 

method to alter the electronic characteristics of 

transition metals such as Pt, Co, and Ni to the extent 

required for dynamic catalysis is the deposition of 

surface ions using electronic potential. Referred to 

as ‘non-faradaic electrochemical modification of 

catalytic activity,’ metal catalyst layers or clusters 

can be supported on metal oxide solid electrolytes 

that provide ions such as oxygen (O2-) or sodium 

(Na+), as shown in Figure 13a-13d(253,254). Ions on 

metals are known to form strong local electric fields 

as high as ~1 V/A, as in the case of cesium on 

Ag(255), which can change the adsorbate and 

transition state energies of surface-catalyzed 

reactions. Application of electronic potential drives 

these ions out of the solid electrolyte support to 

form a counter-charge at the metal surface, 

providing time-resolved reversible capability for 

modifying the metal catalyst surface.   

The use of solid electrolytes has been 

extensively evaluated for catalysis and adsorption 

for transition metal catalysts. When using yttrium-

stabilized zirconia (YSZ) as a solid electrolyte 

support, oxygen ions can back-spillover onto the 

metal surface and desorb as O2. Desorption energy 

of O2 from Pt/YSZ was shown to vary as much as 

0.6 eV for applied potentials of zero to 0.6 V(256); 

similar adsorption weakening was observed for 
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Figure 12.  Resonance promoted formic acid electro-oxidation. (a) Initial steady applied potential of 0.8 V NHE 

transitions to dynamic square wave oscillation of the applied potential between open circuit (OC) and 0.8 V NHE at 

0.1 Hz and 50% duty cycle.  The resulting time-averaged catalytic turnover frequency exhibits a 10-fold increase as 

measured independently by both exchange current and CO2 product formation rate measured by gas chromatography. 

(b)  Square wave applied potentials (50% duty cycle) yield variable average catalytic turnover frequencies as a 

function of the oscillation frequency.  The peak resonance-enhanced electrocatalytic reaction rate occurs at 100 Hz, 

with a maximum average TOF 20 s-1, respectively.  TOFSS (0.44 s-1) is the steady-state reaction rate at fixed applied 

potential of 0.8 V. (c) Static formation rate of CO2 from formic acid (blue) at fixed applied potentials (0.2 < V < 1.0 

NHE) is significantly lower than the dynamic turnover frequencies (red) varying at 0.1, 1, and 100 Hz with square 

waveforms at 50% duty cycle with an amplitude of zero to 0.8 V NHE applied potential.  (reprinted with permission 

from reference 50).   
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other metals such as Ag(257), Rh, Pd, Ni, IrO2, and 

RuO2
(258), with binding energy shifts of oxygen as 

high as 1.42 eV(253). Surface modification has been 

shown to exhibit a significant shift in the work 

function of the metal catalyst (>0.5 eV)(259). These 

strong surface manipulations with deposited ions at 

applied potential also enhance catalytic reactions, 

such as ethylene oxidation on Pt, which achieves a 

50-fold rate increase at potentials above open 

circuit (no applied potential)(260).  

Solid electrolytes have potential utility for 

dynamic catalysis due to the strength and 

mechanism of surface electronic modulation. 

Applied potential using sodium or oxygen ions 

produces large potentials even on metals, which are 

electron dense and more difficult to electronically 

manipulate than oxides or sulfides. Surface ions can 

spill onto metals over a broad range of temperature 

(as high as 400 °C) and strongly affect the catalyst 

in the gas phase, which is possible since the 

countercharge ions are provided to the catalytic 

surface from the support(259). The breadth of choices 

for ions and solid electrolyte further increase the 

probability that they can be paired with a particular 

catalytic reaction. However, scaling these systems 

to large surface area will require new electrode 

design that also enhances the rate of ion transport in 

these solid electrolyte materials (e.g., YSZ), which 

are currently slower than required for dynamic 

catalytic resonance(259). 

3.7 Catalytic Field-Effect Transistors 

(CATFET).  Transistors are layered semiconductor 

devices that can amplify or switch electronic 

signals and electrical power using an externally 

controlled input voltage. These devices are 

typically made of selectively-doped silicon onto 

which three metallic contacts are deposited: a ‘gate’ 

to receive external input, a ‘source’ for incoming 

signal/power, and a ‘drain’ for outgoing 

signal/power. The gate voltage serves as a switch 

by electronically manipulating the ability of charge 

carriers to flow in the channel between the source 

and drain using a ‘field effect’, wherein the applied 

gate voltage induces an electric field across the 

device and countercharge in the channel. This 

accumulation of charge in the channel increases its 

conductivity, permitting signal or power to flow 

between the input and output terminals.(261,262)  

The interest in using field-effect transistors 

(FET) beyond electronics applications arises from 

their ability to controllably manipulate the 

electronic characteristics of many different 
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materials for catalysis and separations. Applying 

the field-effect transistor concept to catalysis to 

produce a CATFET (catalytic field effect transistor) 

requires altering the device geometry to expose the 

channel to the reacting bulk fluid. As depicted in 

Figure 14a, a multilayered CATFET is fabricated 

on a substrate (e.g., Si wafer), where a patterned 

metallic gate lies underneath an insulating dielectric 

layer (e.g., SiO2). The catalytic channel, either a 

metal or semiconductor, is then supported on the 

insulating layer, and metallic contacts for the source 

and drain are deposited on either side of this layer. 

Under operation, an external voltage, VG, is applied 

to the gate, resulting in capacitive charging; charge 

accumulation at the gate causes the dielectric to 

polarize via an internal electric field, inducing a 

screening countercharge (electrons or holes) in the 

catalytic channel. As depicted in the partial density 

of states of the CATFET metal layer (Figure 14b), 

changing gate voltages tunably varies the filling of 

the catalyst’s d-band orbital as if changing between 

different catalytic materials. Thus, the gate voltage 

modulates the electronic occupation of the catalyst, 

manipulating the electron population of anti-

bonding molecular orbitals between an adsorbate 

and the surface and thereby changing the extent of 

chemisorption bond strength. 

Design of these devices must ultimately 

balance electronic and catalytic performance, thus 

determining the appropriate materials and their 

respective thickness for each layer. For example, 

thin, two-dimensional catalytic channels are 

required to ensure that the metals screening the 

electric field and accumulating charge are also the 

same metal atoms accessible for catalysis. While 

silicon is commonly used as the active channel in 

electronic applications, a wide range of metallic and 

semiconducting materials can be used when 

targeting catalytic activity for a reaction of interest; 

this includes many metal oxides or metal sulfides 

(e.g., TiO2, ZnO, or MoS2) and even noble metals 

such as Au.(263,264,265,266,267,268,269) The deposition 

methods for such materials includes atomic layer 

deposition (ALD), chemical vapor deposition 

(CVD), sputtering, e-beam evaporation, or 

conventional liquid phase techniques such as 

incipient-wetness impregnation (IWI) and strong 

electrostatic adsorption (SEA). The insulating 

dielectric layer can be generated as a thermal oxide 

or deposited using the aforementioned techniques. 

It is important to note that the active channel area 

required for catalysis will be orders of magnitude 

larger than that of a conventional FET, so the 

synthetic methods selected for preparing these 

devices will be critical in determining the quality, 

cohesion, and electronic performance of the 

dielectric-catalyst interface. 

Further design considerations include 

maximizing the field-effect strength, as stronger 

field effects induce higher countercharge in the 

catalytic channel and thus stronger shifts in 

adsorbate binding energy. For this reason, the gate 

insulator material should have a large dielectric 

constant, k, to avoid dielectric breakdown and 

shorting of the CATFET device under high gate 

voltages. In terms of device design, this means 

replacing the conventional insulator, low k (~4) 

SiO2, with transition metal oxides or nitrides (e.g., 

TiO2, ZrO2, and HfO2) having much larger 

dielectric constants (~20); even stronger field-
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effect transistors can be produced using 

paraelectrics and dielectrics with k greater than 100. 

The dielectric should further be as thin a layer as 

possible to maximize injected charge per volt of 

bias applied to the gate. An additional consideration 

is the valence electron count per atom in the 

catalytic channel. For CATFETs, metal oxide and 

metal sulfide catalytic channels are likely 

preferable to metallic catalysts, because they have 

large unit cells and thus fewer valence electrons per 

unit of surface area; the gate induced charge will 

therefore have a proportionally larger effect on the 

activity of metal oxides and sulfides than on pure 

metals or alloys. Finally, the contacts (i.e., source 

and drain) will ideally be inert to the chemistry of 

interest, or passivated (i.e., protected by an inert 

overlayer), to prevent unwanted additional or side 

reactions. 

Tunable surfaces in FET devices have already 

shown performance benefits for applications 

including sensing, adsorption, and even catalysis. 

Several FETs with active oxide layers such as ZnO, 

V2O5, and MoS2 have been demonstrated to 

respond to the chemical environment such as pH in 

the liquid phase and molecular gases O2, N2, H2, 

H2S, CH4, and NH3 in the vapor phase.(263,270–272) A 

recent publication even demonstrated that FETs can 

be used to detect COVID-19 in trace amounts as 

low as 1.0 fg/mL.(273) For reactions, these same 

active layers, as well as VSe2, show tunable 

performance in the hydrogen evolution reaction 

(HER) and liquid phase redox chemistries such as 

ferrocene oxidation/ferrocenium reduction (Fe → 

Fe+ + e-).(264,265,274,275) For these redox chemistries, 

the FET changes performance by varying the 

amount of electron density on the active surface, 

and thus changing the barrier for electron transfer 

from the FET to the reactants. Moving to 

electrocatalytic reactions, Frisbie, Neurock, and 

coworkers demonstrated a four-fold enhancement 

of exchange current density for HER on a two-

dimensional MoS2 CATFET; they proposed that 

this observed rate enhancement was caused by both 

lowering the barrier for electron transfer from FET 

to reactants and modulation of the binding energy 

of atomic hydrogen, which affects the Volmer and 

Heyrovsky steps of the HER mechanism. 

Performing DFT calculations to assess the change 

in binding energy of H* on MoS2, they found that a 

-40 to 100 V range in gate voltage correlated to a 

16 meV change in the binding energy of  H*.(264) 

Many opportunities exist for dynamic 

modulation of both binding energies and activation 

energies of surface reactions using CATFET 

devices. The main control of the device is through 

the applied gate voltage, which has ranged from -

50 to 100 V in previous experiments.(265,266,274) This 

voltage can be modulated as high as ~1 MHz and 

maintain a consistent square, sinusoidal, sawtooth, 

or triangle waveform, allowing access to 

catalytically-relevant dynamic frequencies. The 

sensitivity of adsorbates to binding energy 

modulation from an applied gate voltage will also 

play a factor in rate enhancement. For example, 

while only ~4x rate enhancement has thus far been 

demonstrated for HER on MoS2 using a CATFET, 

atomic hydrogen has been shown to be one of the 

less-responsive adsorbates to external electric fields 

on Ni(111) surfaces.(275) Other adsorbates such as 

CO, O, and OOH will be more sensitive to induced 

electric fields based on calculations for Pt(111);(276) 

this means that CATFETs show promise for a broad 

range of chemistries including the oxygen evolution 

reaction (OER), oxygen reduction reaction (ORR), 

CO oxidation, formic acid oxidation or 

decomposition, and methanol oxidation or 

decomposition.(50,277–279) 

3.8 Dynamic Ferroelectrics. Ferroelectrics, 

such as niobates, titanates, and zirconates (for 

example, BaTiO3, PbTiO3, SrTiO3 and LiNbO3), 

are materials that have a macroscopic polarization 

(electric dipole moment per unit volume) that can 

be switched by an applied electric field.(280,281) The 

emergence of polarization is a consequence of the 

offsets in the centers of positive and negative 

charges in the bulk of a material along a 

crystallographic direction. This offset creates a 

charge imbalance that leads to bound surface 

charges on the free-standing ferroelectrics’ 

surfaces; the surface charges can in turn modify the 

surface chemistry. The polarization in ferroelectrics 

emerge below a critical Curie temperature, Tc, and 

changes in catalytic activity at Tc of ferroelectrics 

were observed as early as 1952.(282) More 

significant effects are obtained when the 

ferroelectric insulators are used as catalyst 

supports. For example, not only are the catalytic 

activity of both silver and copper enhanced by a 

ferroelectric support,(283) but BaTiO3 leads to a peak 

in ethylene conversion by nickel at its Curie 

Temperature.(284) The macroscopic polarization can 

be switched by an external electric field, allowing 
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ferroelectrics to achieve fast switchable surface 

chemistry(285). Differences in adsorption on 

opposing surfaces of ferroelectrics (positively or 

negative charged) have been shown in the 

adsorption of NO on Cu surfaces by the polarization 

direction of ferroelectric LiNbO3 supports(283), or 

directly on the ferroelectric PbTiO3 surface.(286) 

Therefore, rapid switching of ferroelectric 

polarization has the potential to quickly flip 

between binding states required for dynamic 

catalysis. 

In addition to their spontaneous polarization, 

ferroelectric materials are also often used as high 

permittivity dielectrics for applications such as 

capacitors.(287) These applications exploit the 

enhanced  dielectric constants of ferroelectrics near 

their Curie temperatures. While the spontaneous 

polarization disappears at the Tc, the proximity to 

the ferroelectric phase makes the material highly 

polarizable. This paraelectric mode of operation of 

the ferroelectric materials can also be used to obtain 

dynamic surface chemistry via an electric field, 

similar to the dielectrics discussed in the preceding 

section.  
In the context of achieving dynamic catalysis, 

the polarization can greatly affect the charge 

transfer and separation in 

ferroelectric/semiconductor interfaces for back-

gated electrochemical reactors and support catalytic 

active transition metals and oxides that influence 

the gas-surface interactions (Figure 15). For the 

former, polarization can be utilized to modulate the 

charge density in the catalyst layer that affects the 

catalytic properties.(264) This can help overcome 

limitations of low charge density transfer to the 

catalyst layer by metal oxides that inherently 

exhibit low dielectric constants.(264) For the latter, it 

has been shown through first principles calculations 

that the polarization can significantly affect the 

catalytic properties of the thin film catalysts.(288) 

The extent of these effects depends on the 

electronic structures of both the metal and the 

ferroelectrics.(289) For example, Kolpak et al., have 

shown that switching polarization direction from P+ 

to P- for PbTiO3 changes the chemisorption energy 

for CO, C, O and N around 0.4 to 0.8 eV on a 

monolayer Pt film.(289) Dissociative adsorption of 

CO is adsorbed on ultra-thin Pt films on negatively 

poled PbTiO3, that is otherwise not seen on bulk or 

supported Pt.(289) This is attributed to the 

availability of Pt-d states on negative poled surface 

near the Fermi level that enhance the adsorption of 

O, making the dissociation thermodynamically 

favorable.(289) 
Physically implementing catalytic dynamics 

with ferroelectrics will first require that materials 

have sufficiently high TC to enable high polarization 

at a catalytically relevant temperature (e.g., from a 

minimum of 300 C, to an optimal 350 C). 

Multiple well-known oxide ferroelectrics with the 

so-called perovskite crystal structure (such as 

titanates, niobates, and zirconates) have TC 

substantially in excess of room temperature, from 

BaTiO3, for example (with TC = 120 C), to PbTiO3 

(with TC ~ 500 C) and LiNbO3 (with TC ~ 

1140C).(290,291) Second, the ferroelectric must be 

switchable at a reasonable working voltage, 

dictated by the ferroelectric thickness and the 

coercive field. The coercive field is the magnitude 
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of the electric field required to switch the 

polarization, and it depends on the material 

composition, processing, as well as the operating 

temperature. Values of order 10-100 kV cm-1 are 

common in typical materials.(292) It is clear from 

DFT computations that large changes in adsorption 

energies can be achieved on thin film metals on 

ferroelectric oxides.(289) Using a dynamic approach, 

the surface can be oscillated between multiple 

polarization states where surface reaction and 

desorption are periodically enhanced or suppressed 

for specific reactions.(281) For example, such a 

dynamic strategy employed on CrO2 monolayer 

supported on PbTiO3 has been computationally 

shown to enhance NOx decomposition and CO 

oxidation while circumventing oxygen and sulfur 

poisoning.(293) 
3.9 Dynamic Catalytic Diodes and Schottky 

Junctions. The Schottky junction, named for 

Walter H. Schottky, describes the potential energy 

barrier formed at the interface between a 

semiconductor and metal, as depicted in Figure 

16a-16d.(294–296,297) At this junction, the chemical 

potentials equilibrate, causing excess charge 

carriers in the semiconductor to flux into the metal; 

the semiconductor band edges bend until the center 

of the band gap matches the Fermi level of the 

metal(294)  in a phenomenon called ‘Fermi level 

pinning.’(298) Band bending creates a Schottky 

potential energy barrier at the interface; the height 

of this barrier can be readily manipulated by 

application of an external voltage, allowing for 

control of electron transport through the device and 

thus control of the electronic state of the metal. 

Under forward bias for the n-type device (Figure 

16a-16b), the positive terminal is connected to the 

metal, and the negative terminal is connected to the 

semiconductor. The Schottky barrier height is 

reduced and thermally excited electrons in the 

semiconductor conduction band drop over the 

barrier and flow through the metal as a continuous 

current of hot electrons. Under reverse bias (Figure 

16c-16d), band bending increases and electrons 

accumulate in the metal overlayer, unable to 

surmount the larger barrier.  Both biases manipulate 

the interfacial electronic environment, forming a 

depletion zone in the semiconductor and 

modulating the electron density of the metal. With 

a thin metal layer, appreciable charge accumulation 

per metal active site could alter the binding energies 

of molecules to the metal and potentially enhance 

metal-catalyzed reactions.  

Common Schottky diode materials include 

semiconductors such as ternary oxides (e.g., 
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PbTiO3), transition metal oxides (e.g., TiO2), and 

transition metal nitrides (e.g., GaN), along with 

metals Pt, Pd, Ir, and Au, among others.(299–301) 

These devices have demonstrated performance in 

applications including sensing, adsorption, and 

catalysis. The most common reaction studied with 

these devices has been CO oxidation; CO has been 

used extensively to characterize the performance of 

Schottky diodes.(295,302–307) In one example, CO was 

adsorbed on a Pt/TiO2 diode, and its adsorption was 

characterized using infrared spectroscopy. Various 

voltages were applied ranging from -2.0 to 2.0 V, 

and the IR wavelength of adsorbed CO was shown 

to shift by ~20-50 cm-1.(307) Relating the IR 

wavelength shift directly to a change in the binding 

energy, the applied voltage shifted the binding 

energy of CO by ~2.5-6.2 meV (0.06-0.14 

kcal/mol). This demonstrates that applying biases 

to alter the Schottky barrier height tunes the 

electronic occupation of the metal and thus controls 

the metal-adsorbate bond. Going beyond 

adsorption to catalysis, others have observed an 

increase in the oxidation rate of CO which 

correlated with the current through the Schottky 

diode. A study on a Pt/Si catalytic nanodiode 

observed a correlation between the turnover 

frequency of CO-to-CO2 and applied bias, 

suggesting that the reverse bias-induced negative 

charge build-up on Pt enhances the reaction rate.(308) 

Since the Schottky diode is modulated using an 

externally applied electric field, the bias voltage can 

be oscillated at catalytically-relevant frequencies 

between millihertz and megahertz with square, 

sinusoidal, triangular, or sawtooth waveforms 

depending on the capability of the waveform 

generator (e.g., oscilloscope). The maximum 

voltage amplitude is limited by the device integrity 

at the Schottky junction. Once the semiconductor 

breakdown voltage is exceeded under reverse bias, 

the device breaks down, sparks, and may form a 

persistent electric arc due to high current. The 

active metal layer may vaporize under these 

extreme conditions. Typical values for the negative 

breakdown voltage are in the range of -10 to -100 

V, and the onset voltage for current generation 

under forward bias is about +0.2 to +0.5 V(294,309,310), 

depending on device design and construction.  

In terms of device design, the material options 

are vast and include any n-type or p-type 

semiconductor and any metal. It has been observed 

that the metal selection has negligible effect on the 

Schottky barrier height, which could allow for the 

most catalytically-relevant metal to be used in a 

device.(298) These devices may be synthesized using 

a variety of techniques, often employing different 

methods to synthesize the semiconductor and the 

metal. Semiconductors are typically synthesized 

using chemical vapor deposition (CVD), colloidal 

nanoparticle growth, liquid phase epitaxy, and 

molecular beam epitaxy (MBE). Metals are then 

deposited or pasted onto the semiconductor using 

atomic layer deposition (ALD), strong electrostatic 

adsorption (SEA), CVD, and e-beam physical 

vapor deposition.(294,298) The synthesis technique is 

selected based on the desired thickness  of the 

material, the desired material properties (e.g., 

crystallinity, defect density), and the device 

geometry. Moving forward, catalytic diodes are 

promising candidates for dynamic catalysis. 

 

4.0 Implementing Dynamic Catalysis.  Putting 

the mechanisms of dynamic catalysis into practice 

requires merging materials, chemistry, and 

oscillatory parameters and understanding the 

resulting catalytic performance.  Building dynamic 

catalytic devices requires an understanding that 

different catalytic stimuli impose unique surface 

behavior which must be evaluated and optimized. 

Once in operation, oscillatory catalytic systems also 

require standardized performance metrics and 

control experiments. With these foundational 

concepts in place, the path forward to designing 

systems merges experiment, modeling, and 

optimization to address the most important 

problems in energy and materials. 

4.1 Evaluating Catalytic Stimuli.   To 

compare the different external dynamic stimuli, it is 

critical to quantify the sensitivity of the heat of 

adsorption (opposite of the binding energy) of 

individual adsorbates (gamma: γ parameter) 

towards external stimulus. The key comparison is 

the sensitivity of external stimuli relative to 

periodic trends in catalytic materials(276); 

application of light, strain, or electric potential in 

many systems yields behavior significantly 

different from different catalysts. While the breadth 

of variability with different stimuli adds complexity 

to the dynamic catalyst design and selection 

process, it also adds opportunity for identifying a 

more efficient catalytic system.  Development of 

linear scaling relationships that characterize the 

nature of stimuli are direct methods for making 
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comparisons,(52,276,311) and microkinetic modeling 

(MKM) based on these relationships across 

different potential dynamic catalyst technologies 

will ultimately be the tool to predict new 

catalysts.(50,52)  

Examples of the opportunity provided by 

different stimuli can already be found in the 

application of strain and electric fields to transition 

metals.  As shown in Figure 17a, comparison of the 

periodic trends for the adsorption of NH2* and NH* 

with the application of electric fields on Pt (111) 

surface both indicate positive scaling of 𝛾NH2∗/NH∗ 

of 0.49 and 1.37, respectively.(51,276,312–317) The 

divergence of the two linear relations indicates the 

potential for breaking periodic linear scaling 

relationships. In addition, the linear relationships 

(i.e., gamma parameters) are likely to be metal-

dependent for the same external stimulus, as shown 

for distinct 𝛾CH2O2∗∗/CH3OH∗ on Ni (111) and Pt 

(111) surface (Figure 17b).(276,318) Notably, 

𝛾CH2O2∗∗/CH3OH∗ has an opposite sign on Ni (111) 

and Pt (111) surfaces. Furthermore, gamma 

parameters are expected to be dependent on the 

nature of dynamic external stimuli, as shown for the 

different γCO*/O* with strain and electric field on the 

Pt (111) surface (Figure 17c).(276,311) Interestingly, 

𝛾CO∗/O∗ was ~22 times greater with electric field 

than with strain. These examples indicate that 

stimulus-derived linear scaling is likely to be both 

unique from periodic trends and catalyst-stimulus 

dependent, providing an optimization challenge for 

selecting the most effective combination.  

Substantial effort is required to expand the 

collective base of knowledge on the different types 

of catalytic stimuli and their variation in surface 

control.  For example, most calculations have been 

conducted on specific metal surfaces, but the 

dependence of scaling relationships on the different 

crystal facets, adsorption sites, and defects requires 

deeper investigation. In addition, the applicability 

of existing Brønsted–Evans–Polanyi (BEP) 

relationships under stimuli remains to be 

determined. Specifically, it is unknown whether 

such transition-state relationships under stimuli will 

be similar to periodic trends(318) or vary with 

catalyst-stimulating type/method. Understanding 

and predicting transition state energies and 

associated linear scaling relationships under 

catalyst stimulation remains a challenge in the next 

decade. 

4.2. Dynamic Catalysis Metrics: Efficiency. 

To compare dynamic catalysis with other reaction 

engineering and catalyst design approaches, 

metrics must describe catalyst performance while 

accounting for the oscillatory behavior unique from 

static conditions. These metrics are intended to be 

generalizable across different reaction chemistries, 

catalyst systems, and reactor designs, permitting 

identification of oscillatory conditions that lead to 

the most effective use of materials and selected 

dynamic parameters. 

In addition to the thermodynamic efficiency 

defined in equation 2, a second metric evaluates the 

ability of dynamic systems to enhance catalytic 

rate. For every cycle that an oscillatory catalyst 

turns over, an open question is the number of 

molecules that also catalytically turnover. A 

‘turnover efficiency’ therefore compares the 

frequency of catalytic turnover frequency to the 

frequency of catalyst dynamics. This efficiency is 

calculated as described in equation 5, where the 
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turnover frequency (i.e., the apparent turnover 

frequency of the system) is divided by the 

oscillation frequency after subtracting the average 

steady state TOF.   

𝑇𝑢𝑟𝑛𝑜𝑣𝑒𝑟 𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 (%) = 

        
(𝐷𝑦𝑛𝑎𝑚𝑖𝑐 𝑇𝑂𝐹) − (𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑆𝑡𝑒𝑎𝑑𝑦 𝑆𝑡𝑎𝑡𝑒 𝑇𝑂𝐹)

(𝑂𝑠𝑐𝑖𝑙𝑙𝑎𝑡𝑖𝑜𝑛 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦)
   (5) 

The reason for this subtractive correction of the 

‘average steady state TOF’ arises from the 

mechanism of dynamic catalytic rate enhancement. 

As depicted in the volcano plot of Figure 4a, 

catalytic turnover frequency exists for any catalyst 

binding energy between the volcano plot itself 

(green dots in Figure 4a) and the extended inverted 

volcano plot (dashed lines with purple dots in 

Figure 4a); the actual performance depends on the 

applied frequency of catalytic oscillation. To 

determine the efficiency of the oscillation, the 

steady state turnover frequency consisting of the 

static volcano plot must be subtracted. For a 

catalytic system oscillating with a square waveform 

of 50% duty cycle (half the time spent at each 

endpoint), the ‘average steady state TOF’ is just the 

average of the two volcano plot points (green in 

Figure 4a).   

As an example, the turnover efficiency was 

calculated for the dynamic catalytic system of 

Figure 4 using the definition of equation 5. As 

depicted in Figure 18, the turnover efficiency of 

this high gamma (γB/A ~ 2.0) A-to-B reaction 

exhibits the full range from completely inefficient 

to almost perfectly efficient dynamic performance. 

The band of efficient dynamic oscillation exists 

around ~1 Hz and widens with larger square 

waveform amplitude. The onset of efficient 

behavior occurs with the first corner frequency of 

Figure 4b and extends up to the start of the 

resonance band; in this region there exists an almost 

linear relationship between applied frequency and 

catalytic turnover frequency indicative of highly 

efficient dynamics.  Inefficiency therefore derives 

from two sources: (i) at low oscillation frequencies, 

negligible rate enhancement occurs, and (ii) in the 

resonance band, the catalytic TOF stops increasing 

as the applied oscillation frequencies continue to 

increase.   

4.3 Interpreting Dynamic Catalysis. Moving 

forward, discoveries for dynamic catalysis will 

focus on experimentally demonstrating rate, 

conversion, or selectivity enhancement for 

important reaction chemistries such as NH3 

synthesis and the partial oxidation of CH4. 

Interpreting these experiments requires accounting 

for the observed behaviors by establishing 

benchmark experiments that separate dynamic 

catalyst behavior from experimental artifacts 

including deactivation, restructuring, and catalyst 

reduction/oxidation.(319,320) One effective 

experimental method is to ‘bracket’ experimental 

trials with time-on-stream as a benchmark steady 

state static condition. By regularly returning to this 

benchmark, dynamic enhancements will appear as 

reversible application of stimulus, while catalyst 

physical changes will result in failure to recover the 

benchmark catalytic performance. 

The second suggested benchmarking 

experiment compares the time-averaged production 

rate under dynamic conditions with the static, 

steady state rate at both amplitude endpoints (Umin 

and Umax). As an example, an electrocatalysis 

system oscillating between 0 V and 0.6 V should 

compare the dynamic apparent turnover frequency 

with the steady state electrocatalytic rate at both 0 

V and 0.6 V. This is demonstrated in Figure 12c, 

when a volcano versus applied voltage is observed 

for formic acid electro-oxidation on Pt with 
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dynamic rates observed above all fixed-voltage 

conditions.(50) To claim oscillatory rate 

enhancement, the observed time-averaged dynamic 

production rate needs to exceed the steady state 

rates obtained at either operating endpoint. 

Finally, we urge caution in interpreting 

apparent activation energies (Ea,app) under dynamic 

catalytic conditions. Simulation has shown that the 

rate limiting step strongly depends on the 

oscillation frequency and endpoints, so Ea,app will 

vary due to changing dynamic conditions. For 

simple mechanisms with only monomolecular 

elementary steps, the apparent activation energy 

equals a weighted sum of the activation energy for 

each elementary step, with the activation energies 

weighted by Campbell’s degree of rate control 

(XRC) for each step.(321) If the reaction includes 

bidentate surface species, bimolecular steps, or 

Eley-Rideal mechanisms, then this simple analysis 

will break down and caution is urged in interpreting 

the apparent activation energy without careful 

experiments to determine XRC under various 

dynamic conditions. 

4.4 The Path Forward for Dynamic 

Catalysts. The emerging challenge for catalysis 

dynamics is identifying the opportunities to pair 

surface chemistries with materials and stimulation 

methods and using enabling oscillation frequencies 

and amplitudes. While predicting behavior is 

possible with oscillatory microkinetic surface 

chemistry models, the absence of sufficient data 

and kinetic parameters to reliably predict 

permanently transient surface reactions prevents 

immediate progress. In particular, models require 

dynamic linear scaling relationships of adsorbates 

on different catalytic materials, sites, and stimuli, 

with γ and δ parameters for each combination of 

adsorbates in a reaction network connected by 

accessible transition states. The other open question 

for building microkinetic models remains the 

viability of transition state scaling relationships; do 

the same predictions of transition state energies 

based on surface reaction thermodynamics hold 

across different stimuli? Or will dynamic light, 

electricity, or stress each produce unique transition 

states as the adsorbed reactant and product species 

are bound more strongly or weakly to the surface? 

The breadth of information required for answering 

these questions and predicting dynamic catalytic 

enhancement requires a dedicated focus on data 

collection and computational prediction. 

New experimental tools are also required to 

probe the dynamics of surfaces at the time scale of 

catalytic resonance (>1 Hz). While existing 

spectroscopic methods are able to characterize 

adsorbed surface species of static catalysts, new 

techniques are required measure changing surface 

coverage on the time scale of seconds or faster. This 

will likely require increased technique sensitivity as 

the sampling time will be significantly reduced, 

particularly if catalyst surfaces are to be evaluated 

above 10-100 Hz. It would also be instructive to 

characterize the catalyst itself under oscillatory 

conditions. Electronic or physical changes can 

already be quantified using devices like a Kelvin 

probe to measure the work function of a metal or 

techniques like adsorption to measure porosity of 

cavities and pores, but modifying these insightful 

techniques to achieve measuring rates comparable 

to catalytic resonance under reaction conditions 

will be challenging.  

The integration of all of this data into dynamic 

predictive models is itself a challenge, as oscillatory 

multi-step microkinetic models are complex 

demanding simulations. As previously shown(52), 

dynamic microkinetic simulations solved using 

brute force conventional solvers can require orders 

of magnitude more computational time than 

conventional static microkinetic models, even for 

simple A-to-B surface reactions. Moreover, the 

introduction of dynamics approximately doubles 

the number of parameters to evaluate, making 

exhaustive evaluation of all kinetic parameter 

permutations impossible. Advancing predictive 

capability will require the use of more effective 

solution methods to more efficiently approach 

stable limit cycle solutions. Additionally, the 

extensive breadth of dynamic parameter space will 

require machine learning approaches to predict 

regions of operability leading to rate enhancement 

and selectivity control. 

After promising dynamic systems are 

identified, the problem remains to synthesize the 

materials that will enable precise control of 

surfaces. Many of the proposed catalytic stimuli 

will require synthetic methods more akin to device 

manufacturing, potentially requiring more 

expensive synthetic techniques than conventional 

catalyst impregnation manufacturing. The 

challenge will be to produce these dynamic catalyst 

devices with sufficient surface area to supplant 

conventional catalytic materials (e.g., particles). 
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Lower surface area catalysts are potentially viable, 

since catalyst activity could be significantly higher, 

provided heat and mass transfer are controllable at 

these higher rates. These active surfaces must also 

be stable, even when operating at kilohertz 

frequencies continuously over their lifetime. And 

these surfaces must be amenable to industrial 

equipment, preferably with a three-dimensional 

active surface accessible by stimuli such as light 

and electricity. These added costs associated with 

making dynamic catalytic devices will ultimately 

be weighed against the new economic opportunities 

with improved selectivity control, new lower-cost 

chemical processing conditions, and utilization of 

currently stranded resources.  

Despite these technical challenges, many of the 

most important catalytic chemistries exhibit 

behavior amenable to dynamic rate enhancement 

and are worth pursuing. For example, important 

energy reactions including the hydrogen evolution 

reaction (HER) and the oxygen evolution reaction 

(OER) both exhibit Sabatier volcanos across 

catalytic materials(322,323). Faster, more efficient 

promotion of these reactions will enable energy 

storage and energy utilization as hydrogen. 

Additionally, the direct oxidation of methane 

remains a selectivity challenge, as activation of C-

H bonds and subsequent oxidation to methanol 

competes with over-oxidation to carbon 

dioxide(324). The ability to temporally control the 

extent of oxidation provides a new opportunity for 

selective, one-step utilization of abundant and 

distributed natural gas. And finally, the capability 

for both controlling surface chemistry and adding 

work could potentially drive thermodynamically 

unfavorable reactions such as ammonia synthesis. 

This key reaction for fertilizer, chemicals, and 

energy storage exhibits a distinct Sabatier 

maximum, which limits synthetic conditions to 

high temperature and expensively-high 

pressure(325). Dynamic catalysts that power the 

reaction forward at low pressure can potentially 

reduce the cost of ammonia manufacture and scale 

down these process systems to distributed 

renewable wind and solar energy generation sites. 

Utilization of dynamic sites can address all of these 

problems and more in the near future. 

 

Supporting Information.  The supporting 

information is available containing the 

experimental methods and data of Figures 11 and 

18.  
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