Navigating through the Maze of Homogeneous Catalyst Design with Machine Learning
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Abstract

The ability to forge difficult chemical bonds through catalysis has transformed society on all fronts, from feeding our ever-growing populations to increasing our life-expectancies through the synthesis of new drugs. However, developing new chemical reactions and catalytic systems is a tedious task that requires tremendous discovery and optimization efforts. Over the past decade, advances in machine learning have revolutionized a whole new way to approach data-intensive problems, and many of these developments have started to enter chemistry. However, similar progress in the field of homogenous catalysis are only in their infancy. In this perspective, we want to outline our vision for the future of catalyst design and the role of machine learning to navigate this maze.

Introduction

The chemical industry accounts for about 10% of the global trade,¹ and about 85% of all industrial processes are catalytic.² About 25% of the global human energy consumption is used for producing chemicals,² and the chemical industry sector accounts for about 7% of the global anthropogenic greenhouse gas emissions.³ To limit the global mean temperature rise to 2 °C above pre-industrial levels, a total reduction of absolute CO₂ emissions in the chemical industry of 30% by 2050 is necessary. This challenge is at odds with a projected increase in demand of 180% for the most energy-intensive chemicals in the same period,³ mainly due to economic growth in developing countries. This Gordian knot can only be disentangled with the development of new catalysts for novel industrial processes.¹ However, the time from the initial idea to the discovery of new catalytic reactions can take several months to several years, and the subsequent process development cycle to deliver a commercial-scale plant adds several more years.⁴ Hence, meeting these challenges demands for a significant speed-up in the discovery process of new catalysts, and large-scale application of machine learning promises to deliver such speed-ups.⁵

Catalysis is not only a means to make existing processes more efficient, but it also allows us to synthesize novel and unexplored molecules and materials, enabling the technologies of the future. Homogeneous catalysts, in particular, account for about 15% of all the catalytic
processes, and they are becoming increasingly crucial for specialty and fine chemicals, pharmaceuticals, and materials due to their typically higher selectivities compared to heterogeneous catalysts. Some prominent exemplary processes include hydroformylation, the single most important industrial process applying homogeneous catalysis, the Hoechst-Wacker process for the oxidation of ethene to acetaldehyde, and the Suzuki-Miyaura cross-coupling, which is especially attractive for fine chemicals. Here, we aim to chart a course for the future of homogeneous catalyst design by the use of machine learning with the ambitious near-term goal to speed up the time from initial conception to experimental demonstration in homogeneous catalysis at least by a factor of two within the next ten years.

**Basic Concepts and Status Quo**

In recent decades, computational chemistry experienced a tremendous surge due to the increasing computational power, and the accompanying heightened practicality to simulate ever-larger ensembles of atoms. Accordingly, these significant advances shifted the focus of computational chemistry from developing methods to simulate matter and benchmarking the results against experiments to predicting the properties of unknown molecules and materials to define new targets for synthesis. This paradigm shift prompted one of us to formulate six grand challenges for the future of simulations summarizing central future research goals in the field of computations charting the way forward. Similarly, computer-aided catalyst design experienced a strong surge and, until recently, one of the main approaches for computational catalyst design was based on *ab initio* simulations of chemical reactions and their potential energy surfaces to predict both thermodynamic and kinetic feasibility of specific transformations. Powerful tools have been developed to automate this sometimes human-intensive and tedious process. In the past decade, homogeneous catalysis has seen a rise in new optimization strategies such as statistical modelling of experimental reactivity and selectivity data with chemical descriptors, and the systematic application of machine learning is starting to become more and more common. More specifically, the use of multivariate linear regression models for modelling experimental trends combined with the development of new computational descriptors has allowed for the rapid design of catalysts to improve yields, reaction rates and (enantio-)selectivities. While these approaches have pushed the field forward, their limited ability to extrapolate structures beyond the training set hampers inverse-design. More recent studies tried to improve upon the limitations of linear models and used a more sophisticated machine learning approaches like random forest successfully. Also, classical high-throughput virtual screening has also been applied to the inverse design of enantioselective catalyst candidates. More recently, a hybrid approach using both computational transition state modelling combined with machine learning has been shown to yield good accuracy for reproducing experimental Gibbs free energies of activation for nucleophilic aromatic substitution reactions, and this workflow is, in principle, also applicable to catalytic reactions. Alternatively, in a series of recent papers, inspired by the classic Sabatier principle established in heterogeneous catalysis, volcano plots were introduced as an effective tool to perform high-throughput virtual screening in homogeneous catalysis, and perform insightful result analysis at the same time, to find optimal catalysts.
Figure 1. Status quo and evolution of computational strategies for catalyst optimization. 1. Direct comparison of potential energy surfaces for different catalysts, pioneered by the Houk group. 2. Multiple linear regression optimization on catalyst features, with a particular focus on asymmetric catalysis, popularized by the Sigman group. 3. The Corminboeuf group has shown how volcano plots can be harnessed for the optimization of catalyst activities. 4. Random forest regression models have been employed by the Doyle group to predict reaction yields, and the Denmark group to predict enantioselectivity.
These approaches, summarized in Figure 1, outline the status quo of computer-aided homogeneous catalyst design and show advances for individual pieces of the overall design workflow puzzle. However, none of them showcase a fully automated closed-loop catalyst design; for this challenge to be achieved, all pieces need to come together in an integrated fashion. This requires the use of automated planning and orchestration tools for both experiments and computations (vide infra), as well as algorithms or heuristics, to propose promising modifications to catalyst structures. Furthermore, full integration of experimentation into the design workflow, ideally using automation and robotics, will close the loop and blur the barriers between theory and experiment.

Catalyst Informatics and the Role of Representations

One cornerstone of machine learning is the distinct representations of data, which are used to train models. Most common in chemistry are descriptors, which are usually 1-dimensional real vectors providing information about a given (sub)structure, a classical example being the Hammett substituent constants. In their early days, descriptors were derived by and large from experiments, but in recent decades, the use of (cheap) computed descriptors has seen its heyday. Together with the creation of experimental databases and the use of informatics methods, this led to the emergence of cheminformatics as a new field. These approaches have been applied widely in quantitative structure-activity relationships (QSAR) for the prediction of basic physical properties of molecules, the study of reaction mechanisms, and drug design. While bioinformatics had seen a similar rise already several decades ago, materials informatics only started emerging in the past decade. In classical homogeneous catalysis, ligand descriptors have received considerable attention due to their simplicity in classifying structures, rationalizing structure-property relations, and guiding catalyst optimizations. However, only now, the field of catalyst informatics is emerging, lagging far behind bioinformatics for biocatalysis. We believe that the adoption of catalyst informatics will be widespread and rapid, and will have a lasting impact on catalysis in the near future.

From a fundamental point of view, one-dimensional descriptors are information about a molecule, which has many degrees of freedom, reduced in dimensionality almost to the extreme. Hence, most of the information is lost in the process, making them non-ideal when more informative representations are required. The rise of machine learning in chemistry resulted in the use of numerous alternative representations. Typically, they fall into one of three categories, namely discrete, continuous, to which molecular descriptors belong, and graph-based representations. The classic example of discrete representations is SMILES, a text-based encoding of the molecular graph. Recently, our lab developed SELFIES as an extremely robust alternative to SMILES, especially for simple and straightforward use in arbitrary machine learning models. Our lab also demonstrated the utility of SELFIES with genetic algorithms as a generative model to explore chemical space systematically and optimize target properties. We envision this type of approach to have a significant impact in catalysis as well. Another discrete representation that gained popularity for machine learning purposes are molecular fingerprints, as they allow to correlate model predictions directly with structural features, as showcased in a
recent study from our lab on dihydrogen activation with Ir(I) complexes. Alternatively, convolutional neural network models can be trained directly on molecular graphs enjoying the same advantage of interpretability. A recent paper from our group extended these molecular graph-convolutional neural networks to the use of higher-order paths allowing us to account for molecular substructures and geometry. We envision that graph convolutional neural networks will show significant adoption also for the design of new catalysts and will lead to further improvements in model performance in the field.

**Data Swamps and Data Lakes**

Another cornerstone of machine learning is data. Databases are commonplace in chemistry. Among the most important ones are structure and reaction databases, the Cambridge Structural Database (CSD) for experimental crystal structures, the Protein Data Bank (PDB) for 3D structures of proteins, and numerous databases for both experimental and computed properties of materials. However, to the best of our knowledge, databases focusing on homogeneous catalysis are nearly non-existent. Currently, the entirety of scientific and patent literature on homogeneous catalysis is a huge data swamp that is prohibitively tedious to mine as common standards for reporting results are not enforced. However, the need for a factual database of catalysts has been recognized decades ago. We believe that a future database for homogeneous catalysis could be modeled around the standards defined for the Open Reaction Database (ORD), and designing and implementing ontologies will be central. Another database that could serve as a model for catalysis, but is still poorly used in the machine learning community, are the Active Thermochemical Tables (ATcT), which provide experimental thermodynamic data for an interconnected network of molecules. Importantly, databases in chemistry, especially in catalysis, need to be expanded to host computational results as they are becoming increasingly important, and will continue to rise in relevance in the future. The need for computational databases has been recognized before, and realizations thereof are Catalysis-Hub, which focuses on surface reactions in heterogeneous catalysis, ioChem-BD and QCArchive, both databases for storing and analyzing output files of ab initio computations. However, comprehensive integration across all sub-disciplines of catalysis is still lacking. Overall, it is abundantly clear that we need to convert the existing data swamps into data lakes for (homogeneous) catalysis, and we need user-friendly platforms to access them to facilitate data mining and enable interactive catalyst design. Consequently, we envision that a comprehensive data lake centered around catalysts and their properties will facilitate future catalyst designs tremendously, both classical human-driven and computer-guided design.

**Robust Synthesis and Data-driven Experimentation**

Ever since the rise of combinatorial chemistry, high-throughput experimentation has become a standard tool of experimental homogeneous catalysis. Most of these studies rely on the design of experiments (DoE) to guide optimizations. However, recent studies coming from our lab showcased the robustness and efficiency of Bayesian optimizers like Phoenics, Chimera, and Gryffin for real-life applications in chemistry. By using ChemOS as an experiment planning
platform, both computational and experimental optimization problems have been tackled successfully. These algorithmic developments need to be matched by technological advances, and full experimental workflow implementation will enable closed-loop optimization but is challenging to achieve. Accordingly, autonomous closed-loop discovery is the ultimate dream for catalysis and science in general.

It is abundantly clear that the success of data-driven catalyst optimization relies on generating significant amounts of high-quality experimental data providing both structural and quantitative information about the reaction substrates and products. Most notable in that regard are recent developments in mass spectrometry (MS) methods enabling analysis times below 1s per sample allowing to screen a large number of samples essentially in parallel through imaging techniques, providing both structural and semi-quantitative information. In that regard, scientists in catalysis should be inspired by the tremendous progress in the field of biochemistry, enabling directed evolution, for instance, making use of microfluidics like droplet sorting techniques. Parallelization is another critical requirement in the experimental setup to be able to generate sufficient data in a reasonable timeframe with minimum effort. Digital microfluidic devices are tailor-made for performing a large number of experiments simultaneously. Furthermore, adjusting experiment design to extract both kinetic information (related to the catalyst turnover frequency) and yield information (related to the catalyst turnover number and provides information about catalyst stability), will also be paramount to gather most information with the least effort.
Figure 2: Current and Future Paradigm in Catalysis Experimentation. Top: Modernizing the Design-Make-Test-Analyze cycle. A comparison between conventional and self-driving labs. While both start at the catalyst/reaction design, the self-driving lab counts with robotics for its make and test steps. Additionally, data analysis processes are performed in an automated fashion. Powered by machine-learning algorithms, this approach tries to close the loop in autonomous experimentation. Bottom: High-Throughput Experimentation and Analysis in Catalysis. Modern catalyst optimizations need to rely on screenings parallelization and imaging. Analysis techniques for increasing throughput include droplet sorting. Robustness of catalyst synthesis can be assessed by quantification of sensitivity for perturbations of reaction conditions and for contaminations of ambient chemicals like oxygen or water. Kinetic performance metrics like turnover frequency (TOF) or turnover number (TON) need to be extracted from these analyses to facilitate the performance assessment of catalysts.
Nevertheless, the main bottleneck of catalyst optimization studies is usually, by a large margin, catalyst synthesis. Hence, not only is it necessary to streamline the catalytic experiments themselves and their analyses, but catalyst synthesis needs to be rethought from the ground up for efficient closed-loop optimization studies. Typically, the catalysts that can be synthesized are limited by the scope and robustness of the synthetic procedures available. This is a call for action to not only develop new catalytic reactions but also make the experimental protocols robust and highly reproducible. One step towards that goal is the widespread use of previously proposed standardized robustness screens to establish a common baseline for comparing methodologies, which are only rarely applied. We believe that the use of a common baseline will lead to improved fidelity in the assessment of reaction robustness and, ultimately, facilitate the design of enhanced catalysts. Improved catalytic reactions will streamline the synthesis of new catalysts making novel developments possible. In that sense, catalysis is autocatalytic for the development of new catalysts.

**New Ideas and Paradigms**

At present, progress in machine learning and artificial intelligence comes at an astonishing pace, and it usually takes time for the most recent developments to enter other fields. One of the outstanding challenges is realizing explainable artificial intelligence, also referred to as the interpretability problem. The current black-box nature of many machine learning approaches is unsatisfying, as Eugene Wigner said: “It is nice to know that the computer understands the problem. But I would like to understand it too.” Accordingly, the importance of the interpretability for machine learning models in chemistry has been outlined before. One pathway towards inherently explainable artificial intelligence could be the re-emergence of symbolic artificial intelligence. In chemistry, interpretability goes hand-in-hand with the representation of a given problem. Hence, the path towards explainable artificial intelligence naturally leads to rethinking representations used in the models. In that regard, the extensive use of descriptors is somewhat unsatisfying as it can lead to the exploitation of hidden correlations. From a quantum mechanical perspective, the direct use of molecular wavefunctions or molecular electron densities, or systematic simplifications thereof, would be most appealing. In that framework, machine learning models represent the operators acting on the wavefunctions, i.e., the molecular representations, to deliver the corresponding observables. Overall, we believe that the development of explainable artificial intelligence in chemistry will lead to enhanced human understanding, inspire hybrid human- and computer-guided catalyst design, and ultimately lead to improved machine learning models.
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Figure 3: New strategies for catalyst optimizations with machine learning. Top: interpretable machine learning models enable chemists to rapidly make predictions of new catalysts. Additionally, it remedies the reasonable dissatisfaction with lack of understanding behind black-box models. Bottom left: Evolving catalysts with a genetic algorithm (GA) counts on random mutations and crossover on molecular structure and diversity. Appropriate catalysts can be selected by their performance and stability. Bottom right: A combined workflow of a generative model (GA) and high-throughput virtual screening (HTVS) for systematic exploration of chemical space and thorough optimization of catalysts of interest.

Other notable developments in machine learning that are progressively entering the center stage in chemistry are generative models. In the context of deep learning, generative models have entered the public discussion via so-called "deep fakes," which are images, sound, or other media that are entirely computer-generated but appear realistic because of their far-reaching implications in society. In chemistry, the idea of generative models is to propose new molecular structures with specific target properties. This is perfectly suited for exploratory optimization problems without restricting the molecular space. Recently, our lab developed a workflow using a genetic algorithm as the generative model for the systematic exploration of chemical space looking for molecules with specific target properties (see Figure 3 for a schematic overview of this approach). We believe that this kind of workflow has enormous potential when applied systematically to catalyst design, with significant advances in that area shortly. Moreover, another powerful concept for generative models is deep reinforcement learning, and this has been demonstrated recently by the tremendous advances of AlphaZero.
to master the games Go, shogi, and chess. The idea is to formulate the molecular design problem in terms of a Markov decision process, i.e., every step of this process begins with a starting molecule and chooses from several allowed structural modifications to obtain a new molecule. The new molecule is evaluated in its performance, providing a reward for the decision taken. This step is repeated until a molecule with the desired properties is obtained, or the maximum number of steps is reached. Notably, this algorithm closely resembles the human approach to molecular design. Recently, this kind of workflow has been demonstrated in chemistry in the molecular design task and tested in benchmark molecular optimization tasks. Alternative successful implementations of reinforcement learning include optimization of reaction conditions for product yields and for polymer molecular weight distributions. To the best of our knowledge, deep reinforcement learning has not been applied to catalyst design workflows, and we foresee a vast number of potential applications in the coming decade.

Our Vision as a Maze

The path towards autonomous catalyst discovery is far from linear, as many designs and implementation choices remain to be decided. Accordingly, we view the future of homogeneous catalyst design as a maze (Figure 4). We incorporated what we envision to be important milestones as forks along the path. However, while Figure 4 depicts only one path towards the center of the maze, as the proverb goes, “All roads lead to Rome,” we believe that there are many viable paths ahead towards this goal.

**Figure 4:** Navigating the maze of homogeneous catalyst optimization with machine learning. From the data swamps and descriptor-based models to closed-loop optimizations and, ultimately, the autonomous discovery of catalysts.
Achieving this goal requires the close collaboration of scientists across many disciplines and will only be accomplishable as an interdisciplinary endeavor. However, establishing autonomous catalyst discovery is not a self-serving research goal. Ultimately, it needs to deliver the catalysts of the future and solve some of the greatest challenges that humanity is facing in the coming decades, including climate catastrophe and environmental pollution. We believe that machine learning is the most promising way forward to explore the chemical space at an unprecedented pace and increase the rate of discovery significantly.

We are looking forward to all the exciting advances the field will experience in the years to come.
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