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Abstract

Base-stacked structure is an important feature of DNA molecules. Previous studies

on the stacking effect concerning DNA-mediated hole transfer have revealed the influ-

ence of neighboring bases on onsite energies. But the neighboring base effect acts only

in a short-distance. Besides it, a long-range (longer than three base pairs) stacking

effect called squeezing effect in this paper has not yet been reported. Such a squeezing

effect causes the bases near the middle of a sequence consisting of same type base pairs

have lower onsite energies than the bases near the terminals. We predict it by Hückel

analysis in an unconventional way and confirmed it by semiempirical calculations com-

binated with molecular dynamics simulations. The results suggest that in order to

obtain a reasonable onsite energy map when study charge transfer on DNA, the stack-

ing effects should be considered in a long-distance as possible. The consideration of

squeezing effect also provides a new suggestion on the driving force of fluctuation-

assisted DNA charge transfer. The method used to calculate the onsite energies in a

base stack can be generalized to other π-stacked systems.

∗To whom correspondence should be addressed

1



INTRODUCTION

In cell, DNA-mediated charge transfer (DNA CT) is found to transmit biosignals acting as

live wire and the function has been found to play an amazing role in gene repair, replication,

and transcription.1–3 DNA damage caused by ultraviolet is also found to be associated with

radiation-induced hole transfer (HT).4 Besides the biosystems, it is also thought that DNA

conductivity has potential application in nanotechnology.5 These behaviors attract a lot of

attention on the mechanism of DNA CT. Due to the difficulty of direct observation in cell,

scientists have synthesized various DNA conjugates to measure their abilities of transmitting

a charge in solutions. These systems include Sa-Sd (stilbenedicarboxamide-stilbenediether)

series,6–13 Ap (2-aminopurine)14–17 and E (ethidium) series,18,19 NDI (phenothiazine)20,21

and PTZ (phenothiazine) series,22 etc. Either way, it is crucial to obtain a reasonable energy

relationship of the donor-bridge-acceptor system because it is relevant to what mechanism

CT obeys, e.g. superexchange or multi-step hopping.23

However, due to structural fluctuations and base stacking structures of DNA, the energy

relationship involved in charge transfer is complicated because that onsite energy of a charge

in a stack is different from that when the site molecules are isolated. A typical example

is the fact that GG doublets and GGG triplets have lower ionization potential (IP) values

than the isolated G bases.24,25 And subsequent studies were reported concerning the change

of the onsite energy of hole on a nucleobase (B) when it is in different triplets, denoted as

XB+Y, where X and Y represent the nearest neighboring bases of B.25–28 In addition, the

onsite energy difference generated by polarization effect29 between two A bases is thought

a driving force of hole hopping along a consecutive A-contained sequence as it fluctuates.30

This is essentially also a stacking effect.

Besides the inherent properties of base stacks, consideration of the environment also

affects the energy relationship between nucleobases. For example, Grozema et al.30 used a

gradually rising onsite energy map by considering the Coulomb interaction between donor

and bridge to explain the mechanism conversion from superexchange to hopping. Voityuk31
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and Kubar et al.32,33 took the solvent effect into account to explain the driving force of hole

hopping from G base to A base, and the latter has a higher IP.

On the other hand, report on the stacking effect in a longer distance is relatively rare since

the interactions between non-adjacent bases are thought to be ignorable. But meanwhile it is

also noticed that in some theoretical studies a strong or weak correlation exists between non-

adjacent bases.31–33 An intuitive performance is that the nucleobases have different predicted

onsite energies due to their different locations in a stack even it consists of same type base

pairs, e.g., denoted as B· · ·BB+B· · ·B. Since it is just a numerical result without direct

experimental evidence and no more theoretical analysis, little discussion was carried out on

it.

At the beginning of this work, we employ Hückel theory to analyze π-stacked system

for a qualitative understanding on its bonding nature. Hückel theory had been used on the

stacked nucleobases by Jakobsson et al.34 but we here present a different discussion. As a

result, a general relationship of onsite energies in a stack consisting of same type bases is

derived. Concretely, it is a curved onsite energy map that, take HT for example, the bases in

the middle region of the stack should have lower onsite energies than that at the terminals.

To verify this qualitative prediction, classical molecular dynamics (MD) simulations com-

bining with quantum mechanism (QM) calculations are performed on fluctuating consecutive

A:T sequences and the results support Hückel analysis. In order to distinguish this long-

range stacking effect from those act in a short distance, we call it “squeezing” effect in this

work. Of course, they are essentially caused by the base-stacking structure. Although the

squeezing effect can be exhibited by high level ab initio and DFT (density functional theory)

methods by our calculations on tested short sequences containing three to six base pairs, we

here only show semiempirical (MNDO35) results for its feasibility to longer DNA strands.

The influences of the neighboring base effect and the solvent effect on the squeezing effect

are also discussed. The solvent can weaken the squeezing effect but not eliminate it. Our

work shows that long-range stacking effect affects the onsite energy map significantly so it

3



is unignorable in DNA CT studies. Besides, the potential well generated by the squeezing

effect provides a new suggestion for the driving force of DNA CT. Incidentally, some technical

skills are also developed at calculating the onsite energy in a stack and can be generalized

to other complex molecular system having charge transfer behaviors.

METHODOLOGY

Hückel analysis is discussed in the next section. In this section we briefly introduce MD

simulations and the calcuation of onsite energy in a stack.

Classical MD simulations are performed to give DNA fluctuating trajectories in solution.

Concretely, BSC1 DNA force field and TIP3P water force field in Amber16 package are

used.36 Sodium cations are added to neutralize negative charge of phosphate in skeleton. 2 ns

MD (300 K and 1 atm) with time step of 2 fs is performed for each DNA sequence of interest.

The time interval of two outputted adjacent MD points is set 0.2 ps referring to previous

studies.30,33 Thus 10000 consecutive MD points are obtained for each sequence. To reduce

the computational cost without losing the description of dynamic disorder of structural

fluctuations, 500 snapshots are randomly picked up for subsequent QM calculations. Wherein

the sugar-phosphate backbones are removed since CT is assumed occurs only via the stacked

nucleobases.23,37

Based on the fixed nuclei configurations, QM calculations are performed to evaluate the

onsite energy. According to the tight-binding approximation, suppose that the wave function

of the charge can be expressed as a linear combination of the frontier molecular orbitals on

the individual base pairs,28,30,38,39 the onsite energy of a charge localized at site i can be

evaluated by40

ǫHT
i = −〈ψHOMO

i |F̂ |ψHOMO
i 〉 (1)

for HT and

ǫEETi = 〈ψLUMO
i |F̂ |ψLUMO

i 〉 (2)
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for EET (excess electron transfer). Wherein F̂ is the Fock operator of the charge in the

stacked system and ψi the frontier molecular orbital localized on i-th base pair. HOMO

(the highest occupied molecular orbital) is used for HT while LUMO (the lowest unoccupied

molecular orbital) for EET. Charge localizaiton on a single base in DNA has been an ac-

cepted model for many years.24,41 Renaud et al. recently introduced the concept of partial

localization (i.e., the charge is partial localized on a single base while others delocalized over

several base pairs) to improve theoretical CT rates in comparison with experiments.42 Here

we use traditional localized model with a trick that one site is set as a base pair rather a

single base.

For practical calculations of ǫ, Senthilkumar et al.27,28,30,43 employed the charge transfer

integrals module included in the Amsterdam Density Functional (ADF) theory program.44

We here refer to the projective method proposed by Kirkpatrick.45 First, for a n-stacking

system, construct the coefficient matrix of Cloc which is consisted of the eigenvectors of the

localized MOs,
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wherein c
χk

mi,ψj
means the MO coefficient of the j-th MO on the k-th atomic orbital (AO)

basis of the site i molecule. The blank is filled with zeros. Then, the MO coefficients of the

whole stack in the basis of the localized MOs can be projected onto Cloc by

C loc
sys = ClocS

AO
sys C

T
sys, (4)
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wherein Csys are the MO coefficients of the whole system in the same AO basis set as Cloc

use. And SAO
sys is the overlap matrix. Note that Eq. (4) is different from the equation used

by Kirkpatrick et al. in which orthogonal AO basis is assumed.45,46 Finally, the Fock matrix

of the stack in the basis of localized MOs can be formed by

F loc
sys = C loc

sysǫsysC
loc
sys

T
, (5)

wherein ǫsys is the diagonal matrix of MO eigenvalues of the stack. ǫ defined in Eqs. (1) and

(2) can be directly picked up from F loc
sys . Electronic structure calculations are performed in

GAMESS package.47

RESULTS AND DISCUSSIONS

Hückel Analysis on π-Stacked Systems

Since that all the HOMOs as well as the LUMOs of the four nucleobases are π orbitals, it is

easy to build a model of the π channel for a n-stacked nucleobases of same type by Hückel

theory with the tight-binding approximation. Hückel bases, bond matrix, solutions and MO

shapes are attached in the SI. As a result, the variation of energy levels of the Hückel MOs

for n-stack (n=2∼6) is plotted as in Figure 1. From the MO phases (see Figure S2) it can

be known that what we should pay attention to is just φ1. Because that of the n MOs

only φ1 actually reflects the nature of the stacking structure what is a linear combination of

individual π orbitals via the weak interaction, while others are actually covalent bonds what

could be hard to form in a stack. This is different from the discussion of Jakobsson et al.

in which all the Hückel MOs were used for CT dynamics simulations.34 It can also be seen

from Figure 1 that as n increases, the energy level of φ1 becomes higher and higher due to

a stronger antibonding interaction. This is qualitatively consistent with the fact that GG

doublets and GGG triplets have lower ionization potential than the isolated G bases.24,25
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Together with the shape variation of φ1 (as shown in Figure 2) a more general conclusion

can be inferred. Namely, as the basis in the middle position of the stack contributes the most

to the energy increase, it is in turn implicating that the energy level of the localized π orbital

on the middle site should raise higher than that at the ends. So far, since no assumption

that the charge is positive or negative is made, it is generalized for HT and EET. But for

the following discussion concerned, it means HT if there is no special explanation. For HT

along the nucleobases of same type, it means that the base in the middle of the stack has

lower onsite energy than the bases at the terminals, what can be seen more straightly from

QM calculations in the next section.

Squeezing Effect

The averaged values during 2 ns of the fluctuating onsite energies for a hole in the [A:T]n

systems predicted by MNDO are shown in Figure 3. For the sake of clarity, relative values

of three stacks i.e. [A:T]3, [A:T]6, and [A:T]10 are exhibited. The curved pattern of onsite

energies appears clearly in all the examples. And the “well” becomes deeper as the stack

grows. For n=3, the energy gap between terminals and the middle is around 0.1 eV. As n

increases to 10, the gap enlarges to 0.3 eV. At the current computational level, it is even

comparable to the IP gaps between the four nucleobases (MNDO predicted relative 〈ǫHT
i 〉 for

the four isolated bases are respectively A 0.38 eV, C 0.76 eV and T 1.16 eV with respect to

G, which are reasonable in comparison with the values predicted by SAOP/TZ2P method27

and experimental results48). In addition, 5′-A exhibits a lower onsite energy than 3′-A. It

is not surprising if we note the experiments that 5′-G was found to be more easily ionized

than 3′-G.49 But we are not to discuss this more here.

The squeezing effect implicates a driving force neglected previously. In the suggested

mechanisms of fluctuation-assisted DNA CT, the driving force was found to act via the

following ways: (i) Strong electronic couplings induced by interbase motions.50 (ii) Fluctu-

ating onsite energy gaps generated by the polarization effect between neighboring bases.30,31
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(iii) Electrostatic potentials from the environment.32,33,51 By considering one or more fac-

tors of them, the proposed models include ion-gated CT,51 solvent fluctuations drived CT,33

phonon-assisted polaron-like hopping CT,41,52 and CT-active conformations gated CT,14 et

al. In the last two models, both have a well-like domain consists of approximately 3∼5 base

pairs but have different meanings from the well in Figure 3. In the phonon-assisted polaron-

like hopping mechanism, an energy minimum is thought to be created due to a structural

distortion induced by charge delocalization. And the CT-active conformation means a well-

coupled domain with a period of 4∼5 base pairs over which the charge can be delocalized on

transiently extended π-orbitals. A charge is required in the former while not in the latter.

Either way, the concept of charge delocalization over several base pairs is supposed, what

actually remains a debate. Consideration of squeezing effect avoids the assumption of charge

delocalization. In fact, during a period in which CT occurs, it is difficult to maintain a well-

stacked conformation in a long range due to the flexibility of DNA (see Figure 4). More

likely, a potential well of onsite energies is formed in a short range and provides a wave-like

driving force to transmit the charge to a distance as the strand fluctuates.

We found no obvious influence of squeezing effect on charge transfer integrals so are not

to discuss much about it.

Neighboring Base Effect

As above, the squeezing effect has been clearly exhibited on [A:T]n systems. However, the

diversity of DNA sequences makes the squeezing effect not appear as explicit as it is in

consecutive A:T sequences. Another influence on onsite energy map is the effect of neigh-

boring bases. Knowing that X-An-Y (X, Y are G or modified G bases) systems are usually

used as models to study DNA HT experimentally,10,12,53–60 we take G:C[A:T]n[G:C]2 and

C:G[A:T]n[C:G]2 systems as examples to illustrate the variety of onsite energy maps due to

stacking effects (Figure 5). As Figure 5a shows, since G bases are in the different strand

from A bases, it is in fact C bases that form a π stacked structure with A bases. This makes
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the onsite energies of neighboring A bases rise.26,28 Thus the part of the onsite energy map

of consecutive A:T bases remains the pattern as Figure 3 shows. On the other hand, Figure

5b shows a different pattern. G bases are in the same strand with A bases and cause the

onsite energies of neighboring A bases down. This makes the local energy minimum at the

middle of a consecutive A:T sequence transform to an energy maximum. Another difference

is the energy order of G′ and G′′. In Figure 5a, neighboring T base causes the onsite energy

of G′ rise and G′′ is the hole acceptor. While in Figure 5b, G′ becomes the hole acceptor due

to the squeezing effect of A-G′-G′′.

Different onsite energy maps implicate different charge dynamics. Suppose a hole is

initially generated at the first G base and then transported to a distant G′ or G′′ acceptor

via the [A]n bridge, C:G[A:T]n[C:G]2 and G:C[A:T]n[G:C]2 systems should have different

hole dynamics. In Figure 5b, if the hole is transmitted by hopping mechanism, it has to

overcome an energy barrier like climbing a mountain. At each step before reaching the peak

in the middle of the sequence, the hole have a high probability of returning and result a low

rate of arrival at the acceptor. In Figure 5a the situation is improved as in the middle is a

saddle point which is helpful to decrease the difficulty of hole arrival at the acceptor. This

might be an explanation of that why most of the experiments on long-distance hole transfer

are carried out on C:G[A:T]n[C:G]2 systems rather than on G:C[A:T]n[G:C]2 systems,59 and

why a hole has a faster rate of arrival at G when G is at the different strand from A.10,54,56,58

Influence of Solvent on the Stacking Effects

The above calculations are in vacuo model. It has been theoretically found that consideration

of electrostatic interactions from the environment (water, ions etc.) could reduce the IP

difference of G-A.31–33 Advanced simulations of the environment require QM/MM methods.

For simplicity, we use polarizable continuum model (PCM)61 to consider the solvent effect.

It is not a stacking effect but could have influence on the stacking effects. Concretely, we

calculate Cloc and Csys (meanwhile SAO
sys and ǫsys) in Eqs. (4) and (5) with PCM and then
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use them to obtain the onsite energy.

By such a treatment, the onsite energy maps in Figure 5 transform to that as Figure 6

shows. Corresponding values in the figures are collected in table 1. It can be seen from the

two Figures that the IP difference between the G:C (or C:G) pair and its neighboring A:T

pair indeed reduced from ∼0.8 eV to ∼0.55 eV at the current computational level, what is

helpful to G-A hopping. However, the depth of the well and the height of the arch formed

by [A:T]n regions are reduced from ∼0.3 eV to ∼0.03 eV, which nearly makes the squeezing

effect vanished. Such an influence is actually overestimated in our model. Because when

construct Cloc of Eq. (3), PCM is added to each individual base pair and the unique effects

of environment on individuals are eliminated. In spite of that the squeezing effect is still

exhibited. A more sophisticated model of the environment may remain the squeezing effect

more while reduce the IP difference of G-A. So we retain previous discussions about the

influence of stacking effects on hole dynamics.

CONCLUSIONS

In this work we proposed a long-range stacking effect of nucleobases called squeezing effect.

Previous studies on the stacking effects usually focus on the effect from neighboring bases

so the squeezing effect was neglected. We used Hückel analysis to predict the existence of

it and verified by performing MD/MNDO calculations on consecutive A:T sequences. One

consequence of it is that in DNA-mediated hole transfer, the bases near the middle of the

sequence have lower onsite energies than the bases near the terminals and the depth of the

potential well can reach 0.1∼0.3 eV in vacuo. Although considering the solvent effect can

reduce the depth but not eliminate it. In addition, the combination of the squeezing effect

with neighboring base effect (e.g. embedding a G:C pair into the A:T sequence) makes the

relationship of onsite energies in a sequence more complicated. Given that small changes in

onsite energy can significantly affect charge dynamics, we recommend taking stacking effects
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into account in a long-distance as possible as one can when study DNA CT.

The squeezing effect also provides a new suggestion for DNA CT mechanism. A charge

carried by the well can be transported to a distant as DNA fluctuates, just like on a wave.

From this perspective, the so-called incoherent hopping is actually somewhat coherent. Fur-

ther studies on long-range stacking effects on DNA CT require creditable charge dynamics,

what is under developing in our group.
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Figure 1: MO energy levels (indicated by ω) of n-mer π-stacked systems predicted by Hückel
theory. MO shapes see Figure S2.
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Figure 2: Diagrams of the highest orbitals (φ1) in a n-mer π-stacked systems predicted by
Hückel theory.
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Figure 3: MNDO predicted relative onsite energies for a hole on n-stacked systems. The
examples are from fluctuating [A:T]3, [A:T]6 and [A:T]10.

17



 0

 0.1

 0.2

 0.3

 0.4

A:T A:T A:T A:T A:T A:T A:T A:T A:T A:T

<
ε i>

 [e
V

]

Site Position

0-100 ps
100-200 ps

Figure 4: MNDO predicted relative onsite energies for a hole on [A:T]10 system. The val-
ues are averaged on 500 samples from the first and the second 100 ps MD simulations,
respectively.
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Figure 5: MNDO predicted relative onsite energies for a hole on C:G[A:T]n[C:G]2 and
G:C[A:T]n[G:C]2 systems, n=3 and 6. The last two G-contained base pairs are marked
as G′ and G′′ respectively.
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Figure 6: MNDO predicted relative onsite energies for a hole on C:G[A:T]n[C:G]2 and
G:C[A:T]n[G:C]2 systems in PCM models, n=3 and 6. Compare with Figure 5.

Table 1: Onsite energies (in eV) in Figures 3-6. Corresponding sequences are denoted by
one strand.

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10

Figure 3
A3 0.09 0 0.11
A6 0.17 0.05 0 0.02 0.07 0.26
A10 0.19 0.07 0 0.02 0.01 0.01 0 0.05 0.11 0.3

Figure 4
100 ps 0.24 0.1 0.09 0.1 0.04 0 0.03 0.08 0.14 0.31
200 ps 0.18 0.05 0.01 0.02 0.05 0 0.03 0.07 0.15 0.23

G A1 A2 A3 A4 A5 A6 G′ G′′

Figure 5
CA3C2 0.15 0.95 0.85 1.06 0.3 0
CA6C2 0.12 0.92 0.72 0.69 0.71 0.83 1.08 0.29 0
GA3G2 0.24 0.85 0.86 0.67 0 0.3
GA6G2 0.19 0.84 0.88 0.9 0.86 0.83 0.68 0 0.3
Figure 6
CA3C2 0.03 0.59 0.57 0.59 0 0.04
CA6C2 0.02 0.58 0.56 0.57 0.56 0.58 0.59 0 0.03
GA3G2 0.12 0.62 0.66 0.64 0 0.11
GA6G2 0.1 0.63 0.65 0.67 0.64 0.64 0.62 0 0.11
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