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Abstract

How to deal with the charge delocalized domain in theory has become a restriction

on the understanding of the charge transport mechanism of DNA, especially for those

charge transport events that exhibit nonmonotonic distance dependence. This work

established a method to quantitatively characterize the hole delocalization domain

of a given π-stacked comformation of nucleobases through a quantity called orbital

delocalization index which uses the frontier occupied molecular orbitals of the neutral

system as an approximation to predict the hole distribution in the cationic system.

Wherein the concept of the delocalized domain can be expressed in an intuitive manner.

For the large number of the snapshots generated by molecular dynamics simulations on

the fluctuating DNA, the k-nearest neighbor algorithm in Machine Learning is used to

classify the conformations into various delocalization structures. Through statistical

analysis of these structures, we reproduced the nonmonotonic distance dependence

exhibited by those DNA charge transport events and revealed that the formation of the

delocalized domain is the origin of the nonmonotonicity. This work provides a different
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insight into the mechanism of DNA-mediated charge transport and is of generalizability

to other π-stack systems.

INTRODUCTION

Charge delocalization on a π-stack system is an appealing topic. It is due to the weak interac-

tion of inter-molecules, which is different from the covalent interactions of intra-molecular.1

So the general definitions such as bond order and electronic delocalization index in the atoms-

in-molecules (AIM) theory2 are no longer suitable to be directly used. A famous example

is hole delocalization on DNA.3–7 The absence of an effective method to describe the weak

interaction between stacking bases associated with hole delocalization has led to the debates

about the mechanisms of DNA charge transport (CT) lasting for three decades.8–11 In this

work, we aim at to build a method to quantitatively characterize the hole delocalization on

a π-stack system and use it to interpret several confusing experiments relevant to the mech-

anism of DNA CT. If it proves to be effective, it could be used to predict the delocalization

structure of a given DNA sequence and other soft π-stacking systems.

When one says DNA CT, it usually means DNA hole transport (HT), what attracts scien-

tists for its relevance to irradiation-induced DNA lesions.12–14 A hole is generally captured by

a guanine (G) for its lowest ionization potential (IP) among the four nucleobases.15,16 Inter-

estingly, despite adenine (A) has a higher IP, the hole is possibly transmitted between two G

sites intervened by the inter- or intra-strand A-sequence.3,17–24 According to the experimen-

tally measured distance dependence of HT rates,19,21,22 proposed mechanisms in the early

stage include single-step superexchange and multistep incoherent hopping.11,25–32 Wherein

superexchange is thought acts in short-distance and the donor and acceptor are energetically

separated from the bridge. So it is a tunneling process causes exponential decay of HT rates

with distance.19,20,22,33,34 As the bridge grows, the tunneling probability decreases rapidly

and HT occurs by relying on the multistep hopping,18,35–39 which is thought a random inco-
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herent process with weak distance dependence. The hopping barrier for a hole from G to A

is thought overcame by the environmental polarization and structural fluctuations.40 Hole is

thought localized on a single base in these models.31,32

At the same time, there are many experiments that are difficult to interpret with su-

perexchange and incoherent hopping,39,41–46 thereby raising the needs for delocalization

models. Renger et al. developed a variable-range hopping model to deal with the delo-

calization/localization switch due to dynamic disorder.47 Conwell et al. have established a

model in which a polaron is formed around the charge due to the polarization of environ-

ment and the structural distortion of base stack. A polaron is considered delocalized over

4∼6 base pairs and DNA HT is thought actually the migration of the polaron.46,48–55 Co-

incidentally, Barton and co-workers observed a periodic distance dependence of HT yields

and the hole is likely to transfer via the CT-active conformations or between two delocalized

domains.41,42,44,45,56,57 Conwell thought that the concept of CT-active domain is actually the

polaron,50 but Barton thought they are different.56–58 A CT-active domain is a well-stacked

conformation consisted of 3∼5 base pairs where π orbitals of bases are transiently delocalized.

An essential distinguishment of it from the polaron is that a charge is not necessary.

Recently, Zhang and Beratan et al. proposed a flickering resonance (FR) model to replace

the superexchange as the mechanism of short-distance DNA CT.8,59 Wherein the donor-

bridge-acceptor (D-B-A) system is transiently energetically degenerate due to structural

fluctuations so that the assumption of tunneling is no longer needed. Using it Landi et al.

simulated and reproduced Giese’s experiments, in which a strong-to-weak change of distance

dependence of HT rates was observed and thought an evidence of the crossover between

superexchange and incoherent hopping.22 Besides, Liu et al.60 and Xiang et al.61 used the

concepts of energy resonance and the delocalized domain to explain the even-odd oscillations

of the resistance in G-blocks.

More and more clues have indicated that the exploration of the model of hole delocal-

ized domain is the key to gain deeper insight into the mechanism of DNA HT, especially
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for the experiments in which the distance dependence of HT events shows a nonmonotonic-

ity.17,41,42,44,45,60–62 In this work, we at first establish a method within the fragment orbital

(FO) framework63–66 to quantitatively characterize the π delocalization/localization struc-

ture of a given stack. It uses the frontier occupied molecular orbitals (MOs) of a neutral

system as the approximation of hole density, since that a converged wavefunction in the

desired cation state of a π stack is not always available. Previous study shows that such

an approach is effective.33,63–65,67–71 By a new defined quantity, called orbital delocalization

index herein, the potential hole delocalized domains can be intuitively expressed. Then,

we use the kNN (k-nearest neighbor) algorithm72 of Machine Learning to classify the ob-

tained molecular dynamics (MD) snapshots of the fluctuating DNA systems into various

delocalization structures. Wherein a typical D-B-A system GAnG2 (n = 1 ∼ 4, herein the

complementary strand is omitted on writing) is selected. By statistics analysis of the delo-

calization structures, we reproduced the nonmonotonicity of distance dependence observed

in the experiments and revealed its origin.

Incidentally, some concepts in DNA exciton study, such as the length of exciton delocal-

ization,73 exciton delocalization index,74 etc., should be distinguished from the terms used

in this article. Although our scheme is based on a neutral system, the aim is to simulate hole

delocalization of a radical cation state. Yet exciton delocalization is a relaxed excited state of

neutral system, in which charge separation is more cared.75–77 In addition, the polarization

effect of the environment, which is thought to suppress charge delocalization,78–81 or provide

driving force of CT,82,83 is not considered in the present work. As mentioned, DNA CT is

of high complexity. Our goal is not to advocate a certain mechanism by denying other ones,

but is hoping to provide a new perspective on the mechanism of DNA CT.
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THEORY AND METHODS

Extract the π-Stack Hole Transfer Space

Suppose we now have a stack structure of base pairs, which is obtained from MD simulations

or crystal diffraction experiments. If considers one base pair as a fragment, the MOs of the

whole system can be expanded in the FO basis Φloc:

Ψsys = Csys
locΦloc. (1)

Csys
loc is the FO coefficient matrix. The details about how to obtain Csys

loc are attached in the

Supporting Information (SI). In common HT process (deep-hole transfer84 is beyond the

scope of this work), only the frontier occupied MOs of fragments are involved. This makes

it possible to extract an independent and self-consistent π-stack space for hole transfer from

the whole system. If select the localized HOMOs of individuals as the basis Φπloc, the π-stack

HT space Ψπstk in the basis Φπloc is

Ψπstk = Cπstk
πlocΦπloc. (2)

Ψπstk, C
πstk
πloc and Φπloc are respectively the subspaces of Ψsys, Φloc, and Csys

loc . For a m-stack,

eq 2 is merely a m × m matrix equation which contains the main interactions involved in

the HT process and is much simpler in comparison with eq 1.

Ψπstk is not necessarily a set of the highest m occupied orbitals of the whole system.

Therefore the orthonormality of its eigenvectors {Ψα
πstk} must be verified to ensure that it is

not mixed in by other FOs (see the SI for detailed discussion). In addition, the basis {Φi
πloc}

are absolutely localized on individual fragments but usually are not strictly orthogonal. It

is more convenient to use a set of orthogonal basis Φ′

πloc. This can be achieved by any

orthogonalization procedure.85 Orthogonalized basis of {Φi′
πloc} are still centralized on the

individual fragments with the associated coefficient matrix being transformed to Cπstk
πloc

′

. In
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the following text, we defaultly use the orthogonalized basis of Φ′

πloc and Cπstk
πloc

′

but omit the

apostrophe. And for simplicity, Ψα
πstk, Ψπstk, C

πstk
πloc and Φπloc are respectively called the HT

eigenstate, HT space, HT coefficient and HT basis.

Characterize the Delocalization Structure of a Stack

According to eq 2, a m-stack HT space has m eigenvectors {Ψα
πstk, α = 1 ∼ m} in the HT

basis {Φi
πloc, i = 1 ∼ m}. Now, we define a quantity

Dij =
m
∑

α

WαiWαj, (3)

as the orbital delocalization index (ODI) between fragments i and j. Wherein

Wαi = [Cπstk
πloc ]

2
αi (4)

is the weight of the i-th HT base Φi
πloc in the α-th eigenvector of the HT space Ψα

πstk. Note

that ODI is different from the delocalization indices based on the electron density,86 because

it is the weight matrix here instead of the so-called density matrix. The diagonal term of

ODI, which in fact characterizes the degree of orbital localization, is also not the charge

density defined within the FO framework.64,65,67,69,71 The matrix of ODI is simply called D

matrix in this article.

Before practical application, we think it is necessary to use an ideal model, i.e. Hückel

model to illustrate the physical significance of the ODI because it is a new concept. If use

p orbital to represent π orbital, Hückel basis of π-stack is schematically shown in Figure

1a. If there are interactions between them (no matter what interactions they are), the

corresponding bond order matrix is actually the same as π conjugation system of hydrocarbon

chains. Details of Hückel solutions are attached in the SI. Here we show the results of the

π delocalized (2, 3, 4)-stacks (Figure 1b) to discuss the meaning of ODI. Their Hückel D
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matrices are listed as below:

D(B1=B2,Hückel) =







0.5 0.5

0.5 0.5






, (5)

D(B1=B2 =B3,Hückel) =













0.375 0.25 0.375

0.25 0.5 0.25

0.375 0.25 0.375













, (6)

D(B1=B2 =B3 =B4,Hückel) =



















0.3 0.2 0.2 0.3

0.2 0.3 0.3 0.2

0.2 0.3 0.3 0.2

0.3 0.2 0.2 0.3



















. (7)

As eqs 5-7 show, D is symmetric and what it actually reflects is the sum of all the involved

interactions between any pair of fragments in the HT space. Wherein, the diagonal terms

characterize the ability of the corresponding sites to localize a hole. The larger the value,

the stronger the localization ability, and vice versa. In contrast, the off-diagonal terms

characterize the ability to delocalize a hole between the corresponding sites.

Hückel ODIs indicate two interesting properties of π-stack. One is the odd-even effect.

As eqs 5 and 7 show, the diagonal terms are equal for even m. But that is not true when

m is odd in eq 6, in which the middle site shows stronger ability to localize a hole. Another

one is the interaction at a distance. In a π-stack, it is possible for Dij to have a larger value

when the distance between sites i and j is further. This is closely related to single-step

at-a-distance hole transfer.

Hückel model of π-stack is completely symmetrical, which results in the maximum degree

of orbital interactions. In a real DNA system, the symmetry is broken by the helix structure,

conformational fluctuations and the diversity of base sequences. These lead to more or less

deviations from Hückel ODIs. As an extreme situation, if there is no interaction between
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orbitals at all, D becomes an unit matrix, which means all-localized orbitals in the HT space.

In order to measure the degree of the orbital interactions in a stack (a part or the whole of

the system), we use Hückel ODIs as a reference to define

R = 1−

√

∑

ij

[Dij −Dij(Hückel)]
2 (8)

as the π-stack delocalization index (πDI) of the stack. The second term in eq 8 can be

regarded as the distance of the real stack from Hückel model. The larger the πDI of it, the

closer it is to Hückel ideal delocalization situation.

But in a real system, not every pair of neighboring fragments has interactions. So we

next introduce another concept, namely delocalization map, to characterize the delocaliza-

tion/localization mixed structure of a given stack. In Figure 1c, still take (2, 3, 4)-stacks

as examples, we show all the possible delocalization maps of a stack. A m-stack has 2m−1

possible delocalization maps. And a delocalized domain is the area connected by one or

several continuous “=” in a delocalization map. The corresponding Hückel D matrices of

the maps in Figure 1c can be constructed as below. The data for pure (2, 3, 4)-delocalization

maps (B1=B2, B1=B2=B3, B1=B2=B3=B4) have been shown in eqs 5-7, while those for all-

localization maps (B1−B2, B1−B2−B3, B1−B2−B3−B4) are the (2, 3, 4)-order unit matrices

respectively. For a mixed delocalization map, take B1=B2−B3 for example, the correspond-

ing Hückel D matrix can be constructed as

D(B1=B2−B3, Hückel) =













0.5 0.5 0

0.5 0.5 0

0 0 1













. (9)

Therefore, as have been emphasized, what D matrix reflects is not the hole distribution

but the delocalization structure of a given stack. For a given stack, its closest delocalization

structure can be determined by comparing the πDI values of all possible delocalization maps,
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i.e. by the so-called kNN algorithm72 in Machine Learning. It is worth noting that the

structure with multiple delocalized domains, e.g. B1=B2−B3=B4, implies an inter-domain

hopping model which is important to the comformationally gated CT mechanism.44

One may note that as m increases, setting of Hückel D matrix becomes enoumerous.

Fortunately, when i and j are far apart, the ODI of them goes to near zero. So the D matrix

of a high order can always be divided into several non-zero block matrices of lower-orders.

Thus, one needs to do is just determining the delocalization structures of these block matrices

and then join them into an entire one. It is a technical tip.

So far, the scheme about how to identify the delocalization structure of a given stack

has been presented. Since it is “wet” DNA that mostly used in DNA CT experiments, we

mimic the fluctuating DNA in solution by MD simulations with AMBER87 package (setting

details are in the SI). And then for each system of interested, 500 stacking conformations are

randomly picked out from 2 ns MD trajectories for delocalization analysis. Ab initio HF/3-

21G method embedded in GAMESS88 package is used for electronic structure calculations

and the orthonormality check of Ψπstk is performed (Figure S3).
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(a) (b)

Φπloc
i

Φπloc
i+1

Ψπstk
1 Ψπstk

2

Ψπstk
1 Ψπstk

2 Ψπstk
3

Ψπstk
1 Ψπstk

2 Ψπstk
3 Ψπstk

4

B1=B2 B1=B2=B3 B1=B2=B3=B4basis

B1=B2

B1−B2

2-stack

B1=B2=B3

B1=B2−B3 B1−B2=B3

B1−B2−B3

3-stack

B1=B2=B3=B4

B1=B2=B3−B4 B1−B2=B3=B4

B1=B2−B3−B4B1−B2=B3−B4B1−B2−B3=B4

B1=B2−B3=B4

B1−B2−B3−B4

4-stack

(c)

Figure 1: Schematic representations of (a) Hückel basis of π-stack. (b) Hückel solutions of
delocalized (2, 3, 4)-stacks. (c) Possible delocalization maps of (2, 3, 4)-stacks. “=” means
orbital delocalization and “−” means not.

RESULTS AND DISCUSSION

Distance Dependence of D-B-A Delocalization

As the length of the D-B-A system increases, the strong-to-weak distance dependence of

HT rates has been a widely accepted feature of DNA HT.3,19,22,35,36 It is thought due to the

mechanism switch from superexchange to incoherent hopping.25,27,28,34,89 Differently, the FR

model interpret the changing distance dependence by the drop of the probability of forming

the D-B-A energy resonance state as the length increases.8,59,90 A similar relationship could

also be found in terms of the delocalization map.

In the fluctuating GAnG2 systems, of 500 randomly picked out snapshots of each system,

the D-B-A delocalization maps detected by our procedures are shown in Figure 2a. The
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ordinate indicates the πDI value of a map. It can be seen that as n increases, the proportion

of D-B-A delocalization maps decreases sharply. Of the fluctuating GAG2 system, conforma-

tions of D-B-A delocalization structures (G=A=G−G and G=A=G=G) accounts for 7.2%.

And the proportion drops to 3.2% in GA2G2. In GA3G2 and GA4G2 systems, there was only

one D-B-A delocalization map detected respectively. If fit the equation PDBA = exp(−β∆r)

via the D-B-A delocalization formation probability PDBA and the D-A distance ∆r, the value

of β is about 0.3∼0.4 Å−1 for n = 1 ∼ 3. For n > 3, the probability of forming the D-B-A

delocalization nears zero. Such a change in the distance dependence from strong to weak is

consistent with many experiments,3,18,19,22,35 e.g. Giese’s experiments of GTnG3 systems,22

where the HT efficiency is measured by the yield ratio of PGGG/PG (Figure 2b) and the

reported β is 0.6 Å−1. This indicates that the presented method of identifying the hole

delocalization structure of a given stack is effective. Importantly, we did not make any priori

assumption about HT mechanism, e.g. the seperated or degenerated energy relationship of

D-B-A, tunneling or incoherent hopping, etc. We just identified the D-B-A delocalized struc-

tures from a large number of MD snapshots and the results show a clear from-strong-to-weak

distance dependence. It could be considered a supportance for the FR model. In fact, the

D-B-A delocalization map is naturally related to the D-B-A energy resonance state, what

can be seen clearly in the next section.

One may note that some maps in Figure 2a have low πDIs, e.g, R(G=A=A=A=A=G=G,

No.222, GA4G2) is merely 0.116. But it is still the closest point to corresponding Hückel D

matrix in all possible delocalization maps of GA4G2 at the No.222 snapshort. Generally, the

shorter the delocalized domain, the easier it is to have a high πDI, and vice versa. So the

longer the bridge, the more difficult to form the D-B-A delocalization structure, and long

distance HT has to rely on multistep mechanism.
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Electronic Structure of Delocalized Domain

In addition to the D-B-A delocalization map, the multiple domain map indicates another im-

portant structure, which is the basis of the comformationally gated CT mechanism.41,42,44,58

Figure S6 shows a typical example of the multiple domain map, namely G−A=A−G=G,

in terms of the associated πDIs. To understand the delocalization map representation bet-

ter, the corresponding orbital representations of three typical delocalization maps, namely

the D-B-A delocalization, multiple domain delocalization, and all-localization are shown in

Figure 3. The associated FO coefficients, D matrices, and πDIs are attached in Table S2

and eqs S9-S11Onsite energies (eq S4) and electronic couplings (eq S5) are also shown at the
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bottom of Figure 3.

All-localization structure is the easiest to understand (Figure 3c). Five eigenstates of the

HT space of the stack are respectively dominated by five individual localized HOMOs. In

No.29 snapshot, G(5) has a higher onsite energy than A-sites have. It is a transient result

due to the dynamic disorder.

No.209 snapshot is the multiple domain map G−A=A−G=G (Figure 3b). The HT

eigenstates Ψ1
πstk and Ψ2

πstk are from the strong interactions between the localized HOMOs

on the individual G(4) and G(5) sites. While Ψ4
πstk and Ψ5

πstk are from that of A(2) and A(3)

sites. And Ψ5
πstk is mainly from G(1). The meaning of the map is as follows. If a hole is

transmitted to the G(1) site at the current structure, it is considered localized. But if it is

transmitted to A(2) or A(3) site, it has a probability to be delocalized on them, i.e. forms

a −A(2)=A(3)− delocalized domain. −G(4)=G(5) is the same. The delocalization degree is

characterized by the πDI. Both the two two-site delocalized domains have high πDIs (see

eqs S13-S14), which are closed to the ideal Hückel situation. So a multiple domain map does

not mean that a hole is simultaneously delocalized on these domains. It is a representation

that allows different delocalization/localization states in the HT space to be visible in an

intuitive formula.

To deal with the inter-domain HT model is not an easy task that requires more rigorous

theoretical derivation.91,92 We here simplely consider a domain as a site to give a prelimi-

nary discussion about it. The electronic coupling and the onsite energy calculations were

performed for the 91 all-localization maps G−A−A−G−G and 41 G−A=A−G=G maps

(Table 1) and then took the average over the dynamic disorder, i.e. 〈|Vij|〉 and 〈ǫi〉. Wherein

the absolute values are used for the couplings. As a result, the inter-domain coupling for

HT between −A(2)=A(3)− and −G(4)=G(5) is 0.028 eV that is smaller than the inter-base

coupling 0.082 eV between A(3) and G(4) sites in the all-localization map. At the same time,

the Gibbs free energy (∆Gij = ǫi−ǫj) for inter-domain HT is 0.45 eV that is greatly reduced

in comparison with that for inter-base HT 0.72 eV. According to the Marcus electron transfer
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theory,47,93 an inter-domain HT rate should not be inferior to the inter-base HT.

Figure 3a is the mentioned D-B-A delocalization map. Five HOMOs of the individuals

are strongly interacted that result in the five HT eigenstates delocalized over the entire stack

space. So the map itself can be considered as a delocalized domain. One may note that in

No.40 and No.209 snapshots there are large couplings and highly degenerate onsite energies

inside the delocalized domains. If plot CT parameters as functions of πDI, as Figure 4 shows,

it can be seen that the greater the πDI of a domain, the larger the couplings and the higher

the degeneracy of onsite energies inside. It indicates that the energetically degenerate state

in the FR model59 and the CT-active delocalized domain in the conformationally gated CT

mechanism44 mean the same thing. The πDI is in function similar to the energy matching

probability in the FR model.59 In addition, the correlations between large coupling and low

standard deviation of onsite energy have also been noticed by Meng et al. when they recently

used the FR model to study DNA CT in hydrated ionic liquids.94 Voityuk et al. used the

correlations of onsite energies as well as the correlations of electronic couplings between

neighboring base pairs to characterize hole size.60,61,81,82,95–98 The rationality of these work is

supported by the analysis of the delocalized domain. Finally, the localized domains (πDI=0

in Figure 4) with large couplings and small σǫ values correspond the model of incoherent

hopping.

By this section discussion, we show that the D matrix, πDI, and the delocalization map

are effective to characterize the delocalization structure of a stack. This avoids the ways that

by subjective observation on the graphical representations of MO (or Kohn-Sham orbital) or

charge density79,99–103 or by artificially setting of threshold parameters33,89 to characterize

the delocalization.

14



Ψπstk
5

Ψπstk
4

Ψπstk
3

Ψπstk
2

Ψπstk
1

(a) No.40 (b) No.209 (c) No.29

5

6

7

G = A = A = G = G

ε 
(e

V
)

(c) No.29

G − A = A − G = G

(c) No.29

G − A − A − G − G
0

.1

.2

|V
| (

eV
)

(c) No.29

Figure 3: Snapshots of three typical delocalization maps in orbital representation. (a) D-B-A
delocalization. (b) Multiple domains. (c) All-localization. Corresponding onsite energies ǫ
(red dot) and absolute values of the electronic coupling |V | (green rectangle) are also shown
at the bottom.
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Table 1: Distribution of the delocalization maps of fluctuating GA2G2 system.

Delocalization map Count Percentage
G−A=A−G−G 200 40.0%
G−A−A−G−G 95 19.0%
G=A=A−G−G 68 13.6%
G−A=A−G=G 41 8.2%
G=A−A−G−G 25 5.0%
G−A−A−G=G 12 2.4%
G−A−A=G=G 10 2.0%
G=A=A=G=G 9 1.8%
G=A=A−G=G 9 1.8%
G−A=A=G=G 8 1.6%
G=A=A=G−G 7 1.4%
G−A−A=G−G 6 1.2%
G=A−A=G=G 5 1.0%
G−A=A=G−G 3 0.6%
G=A−A=G−G 1 0.2%
G=A−A−G=G 1 0.2%

Total 500 100%
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Nonmonotonicity of Distance Dependence of CT Events

In addition to the most frequently discussed strong-to-weak distance dependence of HT

rates,3,19,22,25,62,89 there are other important phenomena being helpful to reveal the mech-

anism of DNA HT. Such as the odd-even oscillations of resistance in Gn systems,60,61 and

periodic distance dependence of the HT yield in AnG systems.41,42,44 A feature of these phe-

nomena is that the nonmonotonicity of HT rates or HT yields versus distance. It is thought

due to the formation of the delocalized domains with different lengths. We performed sta-

tistical analysis on the delocalized domains of GAnG2 systems so as to seek the root cause

of the nonmonotonicity.

Statistics on the delocalization maps of GA2G2 system have been shown in Table 1 and
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that of other systems are shown in Table S3-S5 in the SI. The probability of finding a partic-

ular delocalization map can be known from these tables. Take GA2G2 for example (Table 1),

the −A=A− containing maps account for nearly half (48.2%) that exceeds the proportion of

all-localization maps (19%). −G=G containing maps account for 12.6%, indicating that it is

also a significant delocalized domain. From this point of view, a hole should be easier to be

delocalized on A-sequence than on G-sequence, what is in line with current consensus.50,104

Recently, Jin et al. adopted the method of localized orbital scaling correction (LOSC) DFT

to give a contrary result,95 making it somewhat controversial in theory. But the electron

spin resonance (ESR) experiments showed that the signal of hole delocalization on A-stack

is more obvious than on G-stack.6,105

In addition to −A=A− and −G=G, there are other notable delocalized domains in

GAnG2 systems, e.g. G=A−, −A=G− and −A=A=A− (if any). In Figure 5a, we plot the

change in number of the significant domains as n increases. We use the number rather than

the percentage as a function of n because there is a situation that more than one identical

delocalized domains may coexist in one map, e.g., the −A=A− in G−A=A−A=A−G−G. So

the denominator is uncertain. But for the domains which are unique in a map, percentage is

still usable (denominator is 500). Figure 5a contains a lot of information. Some is universal

to all DNA sequences while some is related only to the current case. By the combination

with Figure 5b and Figure 5c, we summarized them as below:

(a) In A-sequence, −A=A− is the easiest formed domain. In fact, both ESR spectra6

and pulse radiolysis5 experiments have found that the most obvious signals of a hole on

A-sequence come from A-dimer cation radical.

(b) −G=G proportion is around 10% and is independent of the A-bridge length.

(c) G=A− proportion is about 1/3 in GAG2 system. As the A-bridge grows, the pro-

portion drops to below 10% due to the appearance of −A=A− and no longer decreases

markedly.

(d) −A=G− is the most difficult formed domain in GAnG2 systems and the proportion
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is around 1%. The reason is that its competitors include −G=G, −A=A− or G=A− which

are more easily formed.

(e) All-localization structures account for more than 50% in GAG2 system. In GA2G2,

the proportion drops to 20%. It is worth noting that a plateau appears from n = 2 to

n = 3 and drops again by n = 4. Such a A2-to-A3 plateau was also observed in Harris’s

experiments,3 which include the charge injection dynamics of donor-AnG systems (Figure

5a). The causes can be understood better from Figure 5b, which shows the delocalization

indices of the individual sites (i.e. 1 − Dii) of GAnG2. Compared with GA2G2, the added

A(4) site in GA3G2 almost has no effect on the DIs of A(2) and A(3) sites, what indicates that

the predominant delocalization structure of A3-sequence should be the −A=A−A− (Table

S4).That is why A2G and A3G have similar hole injecting dynamics in Harris’s experiments.

The exsitence of −A=A−A− can also be used to analyze the comparative dynamics of A2G3

and A3G2 reported by Olshansky et al.,62 in which the added A(3) site greatly increases the

charge recombination barrier due to its localized role.

(f) Almost all the displayed domains in Figure 5a exhibit odd-even oscillations. Wherein

−A=A−, −G=G− and −A=G− are synchronous, while that −A=A=A− and G=A− are

synchronous. So it is reasonable to attribute the experimentally observed resistance oscilla-

tions of Gn blocks (red line in Figure 5c ) to the formation of the delocalized domains, e.g.

−G=G−, what has been suggested by Xiang et al.61 Hückel model shows that the difference

between odd and even stacks is the inherent property of π-stack interaction (see Figure S5

and eqs 5-7).

(g) Figure 5b shows that the site DIs of GAnG2 increase obviously when n = 2 and

n = 4. It means that the highly delocalized domain is formed only at a certain length. This

is consistent with the CT-active domain model,41,42,44 which was proposed to interpret the

CT events of periodic distance dependence (blue curve in Figure 5c). Due to the limitation

of the current computational costs, we did not perform the analysis as above in a longer

range. Replacing ab initio method with semiempirical method in the electronic structure
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calculation step makes it possible to investigate longer systems, what is the research subject

in future.
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Special Role of the First Few Bridge Sites

As mentioned, in many DNA-mediated HT experiments, HT events through the short bridge

(less than four base pairs) usually exhibits a changeable distance dependence.3,19,22,35 As

the bridge grows, the change tends to be predictable. So most of the models focus on

the explanations of short distance HT,25,59,89,90 while that of long distance is attributed to

the incoherent hopping between neighboring base pairs.18,19,38,106 But recently, it has been

realized that not only it is insufficient to rely merely one mechanism during the short distance,

but also it is inappropriate to simply attribute the long distance HT to the incoherent hopping

of the localized hole.8,41,42,44,46,50,56,57 Herein we give a discussion on the diversity of DNA

HT mechanisms from the perspective of the delocalized domains.

In Figure 6, the delocalized domains of the fluctuating GAnG2 systems are counted with

different lengths. By combinations with Figure 2 and Figure 5a, it can be known that in short

DNA strands, the D-B-A delocalization, the all-localization and other ordinary delocalization

structures can coexist. This may result in a simultaneous action of the coherent, incoherent

and partial coherent HT. As the strand becomes long, the D-B-A delocalization as well as the

all-localization disappear and only ordinary delocalization structures left. The mechanism

of long distance HT becomes monotonous. But it not necessarily is the incoherent hopping

of the localized charge, it is more likely the coexistence of hole delocalization/localization

and to switch as the structure fluctuates. The above differences cause the complexity of HT

mechanisms in short systems while the regularity in long ones.

Another important topic is the hole size. For example, a polaron is thought varies from

four to six base pairs,48–51,54,107 and a CT-active domain is thought extends over three to

five base pairs.41,44,58 And there are other debates on it.43,78,81,95,97,98,108 In our model the

hole size is fluctuated and the fluctuating range varies with the lengths of the delocalized

domains (Figure 6). It is the switch between delocalization/localization of a domain delivers

a hole to the distant place.

22



 0

 100

 200

 300

 400

 2  3  4  5  6  7

N
u

m
b

e
r 

o
f 

d
o

m
a

in
s

Domain length (base pair)

GAG2

GA2G2

GA3G2

GA4G2

Figure 6: The number of delocalized domains of different lengths in GAnG2.

CONCLUSIONS

In this article, we established a method to study the instantaneous potential hole delocal-

ized structure in the fluctuating DNA system. The hole size and the position in different

eigenstates of the HT space can be simultaneously expressed in a delocalization map. By

virtue of it we interpreted several significant phenomena that are crucial to understand the

mechanism of DNA HT, e.g., the even-odd oscillations of the resistance of Gn blocks, the

periodic distance dependence of HT yields, and the special role of the first few bridge sites,

etc. These phenomena are all related to the formation of the delocalized domains, what has

been proposed by different experimental scientists. Our model illustrates the delocalized

domain in an intuitive manner.

From the methodology point view, the kNN algorithm in Machine Learning is used to

classify a large number of MD snapshots into various delocalization structures. In the elec-

tronic structure calculation step, more economic methods (e.g. semiempirical INDO/S40)

can be employed if one is interested in larger systems. Conceptually, the quantities and terms

introduced in this work, e.g. orbital delocalization index, π-stack delocalization index, and

delocalization map etc. help us to quantitatively characterize the noncovalent π-stacking

interactions associated with charge delocalization. These should also be suitable to other
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π-stacking systems.

How to deal with the intermediate CT mechanism between coherence and incoherence

or partial coherence has been a nodus in DNA charge dynamics for a long time. This work

should assist with its further development.
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