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Abstract

A zymogen is an inactive precursor of an enzyme that needs to go through a chemical change to
become an active enzyme. The general intermolecular mechanism for the autocatalytic activation of
zymogens is governed by the single-enzyme, single-substrate catalyzed reaction following the Michaelis—
Menten mechanism of enzyme action, where the substrate is the zymogen and the product is the same
enzyme that is catalyzing the reaction. In this article we investigate the nonlinear chemical dynamics
of the intermolecular autocatalytic zymogen activation reaction mechanism. In so doing, we develop a
general strategy for obtaining dimensionless parameters that, when sufficiently small, legitimize the appli-
cation of the quasi-steady-state approximation. Our methodology combines energy methods and exploits
the phase-plane geometry of the mathematical model, and we obtain sufficient conditions that support
the validity of the standard, reverse and total quasi-steady-state approximations for the intermolecular
autocatalytic zymogen activation reaction mechanism. The utility of the procedure we develop is that
it circumnavigates the direct need for a priori timescale estimation, scaling, and non-dimensionalization.
At the same time, a novel result emerges from our analysis: the discovery of a dynamic transcritical
bifurcation that exists in the singular limit of the model equations. Moreover, associated with the dy-
namic transcritical bifurcation is an imperfect term. We prove that when the imperfect term vanishes
and the singular vector field is perturbed, there exists a canard that follows a repulsive slow invariant
manifold over timescales of O(1). This is the first report of such a solution for the intermolecular and
autocatalytic zymogen activation reaction. By extension, our results illustrate that canards also exist in
the classic single-enzyme, single-substrate reversible Michaelis-Menten reaction mechanism.



1 Introduction

Zymogens are enzyme precursors (proenzymes) that can be activated through non-catalytic [1] or catalytic
reactions, and have numerous biochemical functions. For example, they play a critical role in protein digestion
by converting pepsin to pepsinogen [1, 32], and trypsin to trypsinogen [19, 20, 40]. Activation can occur
in three ways: (i) the inactive enzyme can be activated by another enzyme that cleaves off a peptide unit;
this is the mechanism we consider in this work, (ii) the configuration of the zymogen can be changed in
order to reveal the activation site, and (iii) the inactive substance is activated when a coenzyme binds to
the zymogen. A simple autocatalytic reaction that utilizes mechanism (i) is the activation of trypsinogen by
trypsin [48, 13], while the activation of pepsinogen to active pepsin at low pH [30] follows mechanism (ii).
Mechanism (i) is represented schematically by

Z+Ea ot opw, (1)

k_1

where S is a zymogen, E is an active enzyme, W is peptide, and k1, ks and k_; are rate constants. We refer
to (1) as the intermolecular a utocatalytic zymogen activation (IAZA) reaction. Fuentes et al. [11] proposed
a mechanism for zymogen activation that consists of two reaction pathways. One pathway consists of an
intramolecular non-catalytic step in which the zymogen molecule disassociates into an active enzyme and a
peptide

Sty Brw, (2)

while the additional catalytic step in the second pathway follows the IAZA reaction mechanism (1).

To derive a deterministic (and finite-dimensional) model of the IAZA reaction mechanism (1), we let
z = z(t), e := e(t) and ¢ := ¢(t) denote the concentrations of Z, E, and C respectively, and apply the law
of mass action to (1). This yields the following set of nonlinear ordinary differential equations:
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i —kiez+k_ic, (3a)
d
ch = kyez — (k_y + ko)e, (3b)
de
T —kiez + (k-1 + 2k2)c, (3¢)
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The model equations (3a)—(3d) must of course be equipped with appropriate initial conditions. A typical
set used in experiments is

z(0) = zo, e(0) = eq, ¢(0) =0, w(0) =0, (4)

and, unless otherwise stated, we will assume (4) holds in the analysis that follows.
The structure of the model equations implies the existence of conservation laws. Note that equations
(3a)—(3c) obey
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and their sum yields an equation that is independent of w:
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Integrating (7) with respect to (4) yields the conservation law z + e + 2¢ = Ep, where Er is sum of initial
concentrations of zymogen and enzyme: Er = zg + ep. Substituting e = E7 — z — 2¢ into (3a)—(3b) yields

% = ka[ — (Br— 2)z + (Ks +22)] (8a)
%: ky [(ET — )z — (K + 2z)c}, (8b)
dw

E = kQC, (8C)

where Kg = k_1/k; is the equilibrium constant of the intermediate complex, K = ky/k; is the Van Slyke—
Cullen constant, and Ky, = Kg + K denotes the Michaelis constant of the TAZA reaction respectively.
Finally, summing together (8a)—(8¢c) and integrating yields the additional conservation law

20 =z+c+w, 9)

and thus we can compactly express the mass actions equations in terms of two variables: (z,c¢), (w,z) or
(w,c). Moreover, when we obtain a reduced model in any of the three two-variable coordinate systems
(ie., (z,¢0),(w,z) or (w,c)), the conservation laws allow for the determination of the reduced model that
approximates the evolution of the additional variable.

Although the complete system (3a)—(3d) is expressible in terms of only two variables, there is a two-
part question that we need to answer: is it possible to reduce the system (8a)—(8c) further and, if so, how
favorable is such a reduction with respect to a range of parameters? The answer to this question is critical for
the derivation of approximate mathematical models that are more favorable (well-suited) for estimating the
pertinent kinetic parameters, K, and k. Several authors attempted to address this very question. An early
attempt to construct a reduced model for the TAZA reaction was made by Garcia-Moreno et al. [13]. These
authors constructed what is known as a pseudo-first-order (PFO) approximation. Briefly, they assumed that
ey < zp, and that z &~ zy during the initial phase of the reaction. Replacing z with zg in (8a)—(8c) results in a
set of linear equations that can be easily be solved. Unfortunately, there is a downside to the PFO approach:
the approximation is only valid at the onset of the reaction, and therefore its validity is limited to very short
(brief) timescales. Nevertheless, and despite the limitations of the linear approximation that arises from the
PFO procedure, the analysis conducted in Garcia-Moreno et al. [13] was essentially the first study in which
considerable progress was made towards our understanding of autocatalytic zymogen activation reaction
kinetics. Prior to the work of Garcia-Moreno et al. [13], mostly “over-simplified” reaction mechanisms
describing zymogen activation were studied [38, 39]. Later investigations [11, 45, 44] added complexity to
the IAZA reaction mechanism (1), but the kinetic analyses conducted in these studies employed the basic
methodology of Garcia-Moreno et al. [13].

A slightly different and more rigorous approach was developed by Wu et al. [48]. Instead of constructing
a reduced model by assuming PFO kinetics, these authors analyzed a reduced model that is analogous to
the total quasi-steady-state approximation (tQSSA) of the Michaelis-Menten (MM) reaction mechanism.
In the context of the IAZA reaction mechanism, the tQSSA approximates the temporal evolution the total
enzyme concentration, er = e + ¢, where c is the enzyme-zymogen intermediate complex. While ¢ is not
experimentally measurable under steady-state conditions, the dynamics of er can be extracted from the
dynamics of w, courtesy of the conservation laws. Wu et al. [48] were motivated by the inverse problem, and
their aim was to estimate ko and K from experimental time course data. Amazingly, by using the tQSSA
formulation, Wu et al. [48] found that their estimated ks and Kj; values were close to those obtained in
an earlier study by Garcfa-Moreno et al. [13]. Additional studies utilized the tQSSA fitting method of Wu
et al. [48] to estimate kinetic parameters for ligand-induced autocatalytic reactions [24], and autocatalytic
catalytic reactions that contain competitive inhibitors [46]. However, despite the promising results that
emerged from the tQSSA, Wu et al. [48] did not establish a suitable criterion that guarantees the validity
of the tQSSA. Thus, it is impossible to determine the appropriate bounds within which their protocol for
estimating ko and Ky from (1) can be utilized.

Despite the prevalence of the basic IAZA reaction mechanism (1) in the biochemical literature [45, 43,
11, 12], there has been no attempt to rigorously derive reduced models and the conditions that support
their legitimacy. We are interested in deriving reduced models that are valid over long timescales so as



not to greatly limit the domain over which experimental measurements can be taken. Thus, in the sections
that follow, we will look for regions in parameter space where the IAZA reaction is comprised of disparate
timescales, and use singular perturbation theory to covert our law of mass model (8a)—(8c) to a differential
algebraic equation (DAE) model that is analogous to the MM equation. To obtain quasi-steady-state ap-
proximations (QSSAs) for the system (8a)-(8c), we will assume that the reaction consists of a transient or
pre-quasi-steady-state phase in which the complex concentration accumulates to its maximum very quickly,
followed by a quasi-steady-state (QSS) phase during which

de

— = 0. 10

% (10)
If the transient phase is short in comparison to the QSS phase, then the majority of the reaction will unfold
in the QSS phase. To approximate the kinetics in the QSS phase, we will assume a priori that

Er—

c~ (Kj\:[—i—z)zz’ in (z,c) variables, or (11a)
1

c~ 2(ET + Ky — /(K + Er)? — 4(eo + w)(z0 — w))7 in (w, c) variables. (11b)

The task that follows is thus to determine the condition(s) under which the approximations (11) are valid.
As we will review in Section 2, singular perturbation theory has been employed to justify approximations
of the form (11). Unfortunately, in order use singular perturbation theory, one must non-dimensionlize the
model equations (8a)—(8¢c), and this requires a priori knowledge of the maximum values of the concentrations
of the various chemical species, as well as accurate estimates of the transient and QSS timescales. Further-
more, timescale estimation may prove to be difficult in certain parameter regimes, and accurate timescale
estimation has been shown to be necessary in order to derive conditions for the validity of a quasi-steady-state
approximation (QSSA) directly from singular perturbation theory [34]. However, as we will demonstrate in
this work, it is possible to avoid the impromptu scaling procedure by exploiting phase-plane geometry and
utilizing energy methods to derive approximations. More importantly, our approach systematically yields
the sufficient conditions that support the validity of the three quasi-steady state approximations — standard,
reverse and total QSSA — for TAZA reaction mechanism.

2 Mathematical approaches for the application of the QSSA

An essential tool in the modeling of enzyme-catalyzed reactions is the QSSA. Briefly, under very specific
physio-chemical conditions, enzyme-catalyzed reactions consist of two phases: a brief transient phase followed
by a QSS phase. During the QSS phase, the concentration of at least one chemical species changes very
slowly, and it is this comparatively slow change that permits a simplification, referred to as the QSSA, in the
mathematical equations that model the reaction. As a reduced mathematical model of an enzyme-catalyzed
reaction, the QSSA is a low-dimensional approximation to the full set of nonlinear model equations. The
low-dimensionality of the QSSA is attractive for two reasons. First, the simplified QSSA model is typically
more amenable for the estimation of kinetic parameters. Second, it relaxes the computational burden of
having to numerically estimate the solution to a set of stiff equations.
Without a doubt, the best-known example of a deterministic QSSA is the MM equation?

ds Vs dp k_1+ ko

— = & —— here V =keey, and Ky = ——, 12

dt Kuv+s i v 20 M oy (12)
which provides an approximate mathematical description of the conversion of substrate, S, to product, P,
when the conversion of S to P is catalyzed via the MM reaction mechanism:

S+E::lc’“—2>E+P. (13)

—1

ILowercase s and p denote concentrations of S and P, respectively.



In (13), C denotes the intermediate complex that consists of bound enzyme, F, and substrate molecules. k1,
k_1, and ko are rate constants that regulate the speed of each elementary reaction. The power behind the
MM equation (12) is twofold. First, it is autonomous and, after the initial transient phase, the concentrations
of all of the chemical species that comprise the MM reaction mechanism (13) can be extracted from equation
(12). Thus, during the QSS phase, the time courses of e, ¢ and p can be determined solely from s(¢). Second,
it consists of only two parameters instead of three: the Michaelis constant, Kj;, and the limiting rate, V.

In the context of the MM reaction mechanism, the acronym “QSSA” refers to a family of simplified models
[8]. For example, the MM equation (12) is also referred to as the standard quasi-steady-state approximation
(sQSSA), but other QSSAs, such as the total (tQSSA) and the reverse (rQSSA), can be employed as long as
long as certain conditions are met. Different experimental conditions or applications may warrant the use of
a specific QSSA, and the only real obstacle in the implementation of any QSSA is its justification, as they
are only valid when the reaction is comprised of disparate timescales [35]. The sQSSA is typically assumed to
be valid when the initial substrate concentration, sg, is much greater than the initial enzyme concentration,
eo: € K Sp [see 17, for a rigorous justification]|. This separation of initial concentrations induces a timescale
separation, because the complex concentration rapidly reaches its threshold value, and the time it takes
¢ to become maximal is extremely short in comparison to the time it takes sg to substantially deplete.
As a result, enzyme-catalyzed reactions that obey the MM reaction mechanism can easily be prepared in
laboratory experiments so that (12) is legitimate, and it is this particular feature that makes the MM
equation an attractive model to implement for the experimental estimation of kinetic parameters and the
quantification of enzyme activity [37].

Although the qualifier that certifies the validity of the MM equation is easy to enforce in a controlled
experimental assay (i.e., eg < sg), the MM equation is often the subject of criticism when it comes to
modeling the enzyme catalyzed reaction outside the ey < sg domain [6, 42]. However, this does not mean
that the QSSA cannot be applied if the condition ey < sp does not hold: enter the tQSSA [23, 4]. In the
tQSSA, the substrate and complex concentrations are lumped together to form a single dynamic variable
called the total substrate, sp = s+c. Just like the sSQSSA, the approximate time-dependency of the chemical
species that constitute the MM reaction mechanism can be determined uniquely from s7:

ds k
T —2(€0+KM+ST— \/(60+KM+8T)2—4608T>- (14)

dt 2
It is important to note that the variable sp is not experimentally measurable. However, like the sQSSA,
preliminary studies suggest that the tQSSA is also a useful model from which to quantify enzyme activ-
ity and estimate kinetic parameters by exploiting the reaction conservation laws [6]. The power of the
approximation (14) lies on the wide range of physical conditions under which is valid [29, 4, 42, 3].

The versatility of the QSSA should not be understated: it essential in the experimental quantification
of enzyme activity, as well as in the computational modeling of biochemical reactions. The real question
therefore pertains to the procedure by which scientists determine the extent of its validity. Historically,
scaling methods have been used to determine the precise qualifiers that safeguard the use of the QSSA.
This is because the QSSA is derived from Tikhonov theory [41], and the validity of the QSSA coincides with
regions in parameter space where the model equations are singularly perturbed. Thus, scaling, in the context
of the QSSA, is really the art of uncovering the singular perturbation parameter that permits the application
of the QSSA. However, scaling is mostly an ad hoc procedure that relies heavily on a priori knowledge of the
specific dynamical behavior of the reaction. And, if the history of the validity of the sQSSA has taught us
anything, it is that different scales often yield different singular perturbation parameters [17, 31, 33, 28, 35].
Thus, it might be said that, due to the non-uniqueness of singular perturbation parameters, the scaling
procedure is in some sense an ill-posed methodology, since it has the capacity to permit more than one
solution. Moreover, even when a singular perturbation parameter derived from scaling analysis is agreed
upon by scientists to be correct,? the scaling procedure can often obfuscate important nonlinear phenomena
such as dynamic bifurcations. For example, although mathematical analyses of the MM reaction mechanism
have been carried out for well over sixty years, it was only recently shown that a dynamic transcritical
bifurcation is present in the phase-plane of the model equations [8]. The significance of this bifurcation is

2For example, it is well-established that the condition eg < so + K derived by Segel [35] is the “correct” condition that
supports the validity of the sQSSA. However, Palsson [27] noted that the true condition is eg/kas < 1, and was absolutely
correct in his assessment.



that it is responsible for the precise partitioning in parameter space that separates the validity of the sQSSA
and rQSSA. Until its discovery, the domain of the rQSSA was thought to be much more restrictive than it
actually is. Most importantly, even if a singular perturbation parameter is known, the presence of a dynamic
bifurcation is important, because it can signal a temporary loss of asymptotic accuracy.

Even when improvised scaling methods are successfully employed, timescales are the hardest scales to
obtain, but also the most important, since the criteria for establishing the validity of the QSSA is directly
related to the ratio of fast and slow timescales. For example, in the deterministic domain, the tQSSA
is assumed to be valid as long as the fast and slow timescales are widely separated. There are however
two potential drawbacks in the utilization of timescales to determine the validity of the QSSA. First, while
timescales are extremely well-defined when the model equations are linear, it is not always clear how to obtain
accurate timescale estimates when the model equations are nonlinear. Accordingly, one generally has to rely
heavily on ad hoc methods in the nonlinear regime and, while such methods have had moderate success
in the analysis of low-dimensional systems, the degree of success timescale methods will have when applied
to higher-dimensional problems is unclear. In short, the techniques developed to analyze low-dimensional
problems may loose their efficacy when applied to higher dimensional systems. Second, timescales are by
definition local, meaning they depend strongly on initial conditions. The potential problem with this is that
timescales may not adequately reflect the accuracy of the QSSA downstream of the initial conditions.

An alternative to scaling and direct perturbation techniques are geometric methodologies that combine
phase-plane geometry with energy methods. This combination relies on the mathematical analysis of the
phase-plane geometry, and thus avoids the need for a priori scaling and non-dimensionalization. Our purpose
in this work is to develop a geometric methodology that is capable of determining conditions that authorize
the validity of the QSSA for enzyme-catalyzed reactions.

3 Investigating the phase—plane geometry of the IAZA reaction
mechanism

In this section, our aim is to capture relevant phase-plane geometry that can be used to construct QSSAs.
To start, we write the mass action equations in (w, ¢) coordinates by invoking the conservation law (9):

¢=ki(eg+w—c)(zg — c —w) — k1 Kpe, (15a)
W = kac. (15b)

Note that there are two nullclines in the (w, ¢) phase—plane

c= hi(’w) = %(ET + K]V[) — %\/(ET + KM)2 — 4(2’0 — w)(eo + U)), (16&)

c= h+(w) = %(ET + KM) + %\/(ET + KM)2 — 4(2’0 — w)(eo + U)) (161’))

Since the time derivative of w vanishes along the curve ¢ = 0, and time derivative of ¢ vanishes along nullclines
(16), the intersection of (16) with ¢ = 0 provides a set of equilibra. The nullcline ¢ = h™ (w) intersects with
c = 0 at the points

M = (20,0), 23 = (—ep,0). (17)

Linearization reveals that z(!) is a stable equilibrium point and z(?) is a saddle point. Since z is a
saddle point, it comes equipped with an invariant stable manifold, W* (:c(z)), as well as an invariant unstable
manifold, W*(z(?)),

W (2?) = {(w,c) e R?: Jlim o'(2) = @}, (18a)
—>00

W (z®) = {w,c) € R?: . lim ¢! (z) =2®}, (18b)
——00

where ¢(x) denotes the evolution operator of the vector field, and satisfies:

Plr) =z, ()= (x) =z,  O(e*(x)) =" (2). (19)



While the saddle point z(?) is unphysical in the sense that it represents a negative concentration, its pres-
ence indicates the presence of an invariant manifold on which lim;_,, ¢*(2) = "), and one can easily deduce
that the unstable manifold of #(2) “connects” with x(?), forming a heteroclinic orbit, # (see FIGURE 1).

h™(w)

ey +w

—eg 0 20 —ep 0 20

Figure 1: The phase plane geometry associated with the IAZA reaction mechanism (1) contains
two equilibrium points and a heteroclinic orbit, 7. LEFT: The dashed red curve is the c-nullcline
given by ¢ = h™(w); the dotted blue curve corresponds to ¢ = AT (w). The horizontal orange line is the
constant ¢ = Er/2. The gray diagonal dotted line is ¢ = z9 — w; the gray diagonal solid line is ¢ = w + ey.
The c-nullcline coincides with the w-axis at two equilibrium points. The black circle is the stable equilibrium
point (1| located at (zg,0) and the saddle equilibrium z(?) is located at (—eg,0) and marked by a white
circle. RIGHT: The dashed red curve is the c-nullcline A~ (w). The black circle corresponds to the stable
fixed point x") located at (z,0); the white circle corresponds to the saddle point (2 located at (—eq,0).
Although the saddle point is unphysical, the two equilibria are connected via a heteroclinic orbit H, which
is indicated by the thin black curve. Note that H lies just below c=h~ (w) when to the left of the apex, and
just above ¢ = h™ (w) to the right of the apex.

When typical initial conditions for experiments (4) are imposed, the nullcline given by ¢ = h~ (w) provides
an upper bound on the complex concentration, ¢. There are two cases we need to work out. The first case
we need to consider is eg < zp. In this situation, the complex concentration has a supremum given by the
apex of the curve ¢ = h™(w). Differentiating this expression with respect to w yields a critical point at
w = (20 — €9)/2 = w*, and thus

supc =c¢* = h™ (w"). (20)

In contrast, if zg < eg, then the critical point at w* is negative and therefore nonphysical. Thus, when
experimental initial conditions are prescribed and zp < eg, the supremum of ¢ is given by h~(0), since
¢ = h™(w) is a monotonically decreasing function on the interval 0 < w < zy (see FIGURE 2). From this
point forward, we will simply refer to the supremum of ¢ as Az, and take this to be h™ (w*) if ey < 2z, or
h~ (0) if zg < eg.

There is additional structure on top of the fixed points and nullclines. Central to our analysis will be the
notion of a forward invariant set, A. Formally, we call a set A forward invariant® if

o' A— A VteRT. (21)

Forward invariant sets are common in mass action models of chemical reactions, as they arise quite naturally
from the conservation of mass. Note carefully that this is different than a trapping region since we do not
require ¢! to map boundary points of A to the interior of A. Note also that this set is not invariant, because
we do not require trajectories to be remain on or inside of A as t — —oo0.

3Sometimes these sets are called positively invariant, which is meant to stress the fact that they are invariant with respect
to positive time.
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Figure 2: The supremum of ¢ depends on the initial ratio of enzyme to zymogen concentration
in the TAZA reaction mechanism (1). In both panels, the dashed, red curve is the c-nullcline given
by ¢ = h~(w). LEFT: This is an illustration of the phase-plane when ey < zp. In this case, the apex of
the nullcline given by ¢ = h™ (w) occurs at w* = (29 — eg)/2, which is positive. Consequently, the complex
concentration is bounded by ¢ < Az = A~ (w*). RIGHT: In this illustration, the initial enzyme concentration
is greater than the initial zymogen concentration, i.e., zg < eg. The apex of the c-nullcline now lies in
quadrant IT, and corresponds to a negative and unphysical w*. Consequently, ¢ is bounded above by h™(0)
when zp < eg.

To construct a forward invariant set, note that due to conservation, any trajectory that starts inside or
on the region “A” bounded by the curves

¢= FEr/2, (22a)
c=ep+w, (22b)
c=zp—w, (22¢)
c=0, (22d)
w =0, (22e)

must stay on or in A for all positive time. In fact, we can be even more restrictive, and define A* to be A
with (22a) replaced by ¢ = Az (see FIGURE 3 for an illustration of A*).

So, why are we interested in forward invariant sets? For two reasons: First, our initial condition belongs
to A*, so our solution trajectory will lie inside or on the boundary of A*. Thus, we only need to consider
points that belong to A* in order to describe a physical reaction that satisfies the conservation laws. Second,
the set A* is bounded. Since the components of our vector field are polynomial functions, they will have
well-defined minimum and maximum values on A*. This simplifies our analysis greatly. For example, the
maximum value of ¢ is Az if we only consider initial conditions that belong to A*, and this implies

0<% pon (23)
at = 7

In a certain sense, forward invariant sets are homologous to the state space of a stochastic process in that
they provide a set of possible states of the system at a given point in time. Unless we start outside of A*,
there is no need to consider points outside of A*, since they are unreachable. The only caveat with forward
invariant sets is that they are not unique, and there may be situations when it is advantageous to define a

less-restrictive forward invariant set, and we will say more about this in later on.
This concludes our section of phase-plane geometry. Our strategy moving forward will be to work out
conditions that support the validity of the reduced models that are valid over long timescales. As we shall
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Figure 3: Due to the presence of conservation laws and attractors, the phase-plane contains
forward invariant sets in the TAZA reaction mechanism (1). The set A* is filled with green shade
and outlined by the green lines. Any trajectory that starts on or in the A* stays on or in it for all ¢ > 0.
Obviously, there are an infinite number of forward invariant sets, but we will work primarily with A* in the
forthcoming analysis.

see, the conditions that permit the usage of reduced models will vary with the choice of kinetic parameters.
Our aim will be to derive set of dimensionless parameters that collectively support the validity of reduced
models by utilizing Fenichel theory and phase-plane geometry. To set the stage, we will review the essential
basics of Fenichel theory in the next section 4.

4 Fenichel theory: Normally hyperbolic and compact manifolds
with possible boundary

In this section we review some basic results of geometric singular perturbation theory (GSPT). We also
introduce the reader to Tikhonov-Fenichel parameters (TFPs), the theory of which has been developed
extensively by Goeke et al. [15]. Both GSPT and TFPs are tantamount towards the development of a
geometric methodology and, even if the reader is already familiar with GSPT, we encourage them read the
subsection covering TFPs, as they were developed in the context of model reduction in chemical kinetics.

4.1 Geometric singular perturbation theory

As mentioned in Section 3, we can utilize Fenichel theory to derive approximate rate equations for the
TAZA reaction mechanism (2). Fenichel theory examines the persistence of normally hyperbolic, invariant
manifolds. While normally hyperbolic invariant manifolds are quite general, they arise naturally in physical
systems the exhibit disparate fast and slow timescales. Let x belong to R™, y belong to R™, f : R*xR™ — R"™,
and g : R" x R™ — R™. Model equations (of the ordinary differential equation variety) that possess multiple



timescales can often be written in the form

& =cef(z,y;¢), (24a)
y=g(z,y;¢), (24b)

where 0 < ¢ < 1. Setting € to zero in (24a) implies z is a constant, and the set defined by
Mo = {(z,y) e R" xR™ : g(z,y;0) = 0} (25)

is filled with non-isolated fixed equilibrium points. We will refer to this set as the critical set. For simplicity,
let us assume that m = n = 1, and that there exists a function® h : R — R such that g(x,h(z)) = 0. If
h(zx) is continuous on R, then the set (x,h(x)) defines a connected one-dimensional manifold embedded in
R2. We will refer to this manifold as the critical manifold. The critical manifold is clearly invariant, since it
is comprised of fixed points. Moreover, whenever

dg(z,y)
Re (3y

) 40, (26)
y=ho(z)

the manifold defined by y = ho(z) is said to be normally hyperbolic; this means that the commanding
component of the linearized flow is along directions that are normal to the critical manifold, M. This is
rather intuitive in the special case of a manifold that consists of fixed points, since the flow in the tangential
direction is identically zero.

The question we need to answer is: what happens when the vector field is perturbed so that € is not
longer zero but 0 < ¢ < 1?7 A now-famous theorem from Fenichel [10] provides the answer:®

Theorem 1 (Fenichel’s First Theorem). Ifec > 0, but sufficiently small, there exists a manifold M. that
lies within O(g) of Mg and is diffeomorphic to Mqg. Moreover, it is locally invariant under the flow of ¢!,
including in € and C" for any r < 4o00.

There are two apparent caveats in Theorem 1. First, My must be compact, but can possibly have a boundary.
Even if it constitutes a manifold, the critical set, My, is generally not compact. The terminology can be
tricky, because normally one thinks of a compact manifold as automatically having a boundary, since the
term “closed manifold” refers to the special case of a compact manifold without boundary. In fact, if our
system is planar, then every connected, one-dimensional compact manifold embedded in R? is homeomorphic
to a circle, since manifolds by definition are without boundary. Luckily, Fenichel’s First Theorem allows for
manifolds with boundary, which means we can define a critical manifold to be the critical set defined over
some compact subset, S.

The second caveat is the appearance of the term locally invariant. Briefly, this means that if the manifold
has a boundary, then trajectories are allowed to enter and exit the manifold through the boundaries. Note
this is more restrictive than invariant since, by definition, invariant implies that any trajectory that starts
on the manifold cannot enter or exit the manifold. With that said, the First Theorem of Fenichel (Theorem
1) tells us that normally hyperbolic and invariant compact subsets of the critical manifold persist under
small perturbation. Thus, if 0 < € < 1, then there will exist a slow manifold, M., and the flow on M, will
be slow but non-trivial. From this point on, we will simply refer to the slow manifold as the slow, invariant
manifold (SIM). If the real part of the eigenvalues obtained via linearization about My is less than zero,
then the SIM, M., will attract nearby trajectories. In fact, nearby trajectories will contract exponentially
fast towards M., and stay close to it as long as it remains attractive. Thus, on the slow time T = et, the
DAE given by

' = f(z,h(x)), (27a)
y = h(z), (27b)

where “ /7 denotes differentiation with respect to the slow time, T, provides a very good approximation
to (24a)—(24b) when 0 < ¢ < 1. Generally speaking, we call an approximation of the form (27a)—(27b) a

40ne can always show that such a function exists locally if the implicit function theorem is satisfied.
5This version of Fenichel’s first theorem can be found in [18].
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reduced model, since its dimension is less than the dimension of our original model (24a)—(24b). In chemical
kinetics, the approximation (27) is a QSSA. Our quest is therefore to a suitable “c” that, when small, permits
a reduced model for (8a)—(8¢) in the form of (27a)—(27b).

Although the more recent work of Eldering [9] has extended the theorems of Fenichel to non-compact
manifolds, we will keep in line with Fenichel’s theorems in this paper, and only concern ourselves with
compact subsets of the critical set. This is primarily because we are only interested in physical domains
and bounded trajectories. We note that it is possible to describe the behavior of trajectories at “infinity”
through use of the Poincaré sphere [7, 26], but we will omit such an excursion from this work since it is not
a necessary component in the derivation of approximate rate laws and reduced models.

4.2 Tikhonov-Fenichel parameters

To formulate a reduced model, we require two elements: a small parameter, €, and an invariant, attracting
manifold, M.. Due to the form of the phase-plane geometry, we have a “candidate” invariant manifold, .
However, we know nothing about its structure in terms of a suitable function ¢ = h(w); we simply know it
exists and that it links z(® with (). Thus, knowledge of the existence of H is not very useful unless we
can somehow implement it to formulate a meaningful QSSA.

For low-dimensional systems, there often is an easy way to spot critical manifolds by determining appro-
priate Tikhonov-Fenichel parameters (TPFs). These parameters were conceptualized by Goeke et al. [14, 15].
For planar systems, a TPF is any physical parameter whose vanishing results in the formation of a normally
hyperbolic manifold of equilibrium points. For example, if we set k; = 0 in (8a)—(8¢c), then the vector field
contains a manifold of equilibria given by ¢ = 0, which we will denote as Mgl. Moreover, linearization about
./\/121 reveals the manifold is normally hyperbolic and attracting. Thus, if k; is made to be sufficiently small,
then Theorem 1 suggests that there will exist a slow, invariant manifold “Myj,” within the vector field
when k; is small but nonzero (see FIGURE 4).

c
x 1073

0 w
0 1 2 3 4 5

Figure 4: The zeroing of a Tikhonov-Fenichel parameter gives rise to critical sets of equilibria.
The solid black curves are the numerical solutions to the mass action equations (8a)—(8c). The dashed curve
is the c-nullcline. In all simulations k1 = 0.01, k_; = ks = 10, ¢g = 1 and zg = 5. Since k_; is small, the
phase-plane trajectories are attracted to a slow manifold My, ; it appears as though the c-nullcline serves as
good approximation to the slow manifold. Also note that max ¢ < min{eq, zo, E7/2}, and thus My, appears
to be “close” to Mgl in some sense. For illustrative purposes, the units of all parameters and concentrations
are arbitrary.

It is clear that ki is a TFP. Another TPF is ky. Setting ko = 0 results in two disjoint critical sets of
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equilibria: the c-nullclines A~ (w) and At (w). Thus, if ky is sufficiently small, we expect the existence of two
slow manifolds, Mg’; and M%;. There is however a dynamic difference between ./\/lg;_ and Mg’;‘. First,
when ko = 0, the nullclines are given by the curves

1

hig, (w) 5

C =

(ET+KSt¢@b+K@2—qw+wx%—w0, (28)

and the differential equation for the system is given by

¢=ki(eo+w—c)(z0 —w—c) — k1 Kgc, (29a)
W= 0. (29D)

Differentiating the right hand side of (29a) with respect to ¢ yields

0

%Uﬁ(eo +w—c)(z0 —w—rc)— k1 Kgc] = —k1(Er + Ky — 2¢) = ge(c). (30)
Finally, since

gulhi, @) <0 and  g(h, () >0, (31)

is follows that Mg;_ is attractive, while Mz’; is repulsive. Thus, perturbing the vector field in a way that ko
is non-zero but small, should give rise to a slow, invariant manifold M, that attracts nearby trajectories.

The final parameter, k_1, is the only rate constant that is not a TFP. The reasoning is a bit subtle,
since the vanishing of k_; does give rise to an invariant manifold: ¢ = zy — w. However, the manifold may
not attract nearby trajectories at an exponential rate (if at all), and thus its utility in the formulation of a
reduced model may be minimal (see FIGURE 5).

C

0 1 2 3 4 5

Figure 5: The invariant manifold ¢ = zop — w obtained by setting £_; = 0 may not attract nearby
trajectories. Hence, k_; is not a TFP. In this figure, k& = ko = 10, 29 = ¢g = 5, and k_; = 0. The
very thick black curve is the numerically approximated solution to (8a)—(8c) with ¢(0) = 2y and w(0) = 0.
The thin black curve is the numerical solution to (8a)—(8c) with ¢(0) = w(0) = 0. The dashed red curve is
the ¢ nullcline given by ¢ = h™ (w). For illustrative purposes, the units of all parameters and concentrations
are arbitrary. Clearly, trajectories do not necessarily approach ¢ = zg — w when k_; = 0 in a rapid fashion.

We have now established that attracting and invariant slow manifolds will be present in the phase-plane
when either ks or ky is very small. There may be other parameters (or combinations of parameters) whose
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vanishing implies the existence of a normally hyperbolic invariant manifold. However, the question we must
address is: how small must TPFs be in comparison to other parameters in order to validate the use of a
reduced model? Obviously, when a parameter is non-zero, the term “small” takes on a relative meaning.
We must also determine the nature of the long-time dynamics when more than one TPF is small. For
example, suppose ky ~ ki ~ 107, but all other parameters are bounded away from 0. What reduced model
is appropriate in this parameter regime? This answer to this question is not entirely obvious. Thus, it is
necessary to determine a dimensionless parameter (i.e., a suitable €) that, when small, ensures the existence
of an attractive slow manifold when the TFPs are non-zero. The establishment of such a parameter will also
allow us to quantify the asymptotic error of a specific reduced model, and the derivation of this dimensionless
parameter is the subject of next section.

5 Singular perturbation parameters

Under the assumption that
¢ h™(w) (32)

holds for the effective duration of the reaction, our objective is then to establish a criterion for validity of
(32). Intuitively, (32) holds as long as the difference between ¢ and h~(w) remains small and bounded as
the reaction proceeds. This can be expressed in terms of a limit supremum:

limsup[c — h™ (w)]? < e2\%. (33)

t—o0

The relationship between ey and zg alters the value of Az according to the phase-plane geometry described
in Section 3. As a reminder, Az is given by:

e =, = ({02 < @
Let us next define
1=/ (Ku+ Er)? —4deozg  and v = /Ky (Ky + 2Er), (35)
S0 Az can be written as
Ay — {(KM—FET—'V)/2 if eg < 2o,
(KM + Er —u)/? if 2z < ep.
Next, we will denote [c — h™ (w)] = £z. The derivative of £ is:
e B [jt ) (361)
= [le = e = () - G5 e (361)

Phase-plane geometry dictates that ¢ — h*(w) < 0 for any trajectory starting in or on A*. It follows from
(36) that

1dE2 h~ d
iditz < kymax[e — bt (w))E2 + max To | 5P ‘(;}‘ |Ez]. (37)
The term “max[c — h*(w)]” is easily bounded above by®
Az — min AT (w), (38)

0<w<zg

6Recall that [c — hT(w)] < 0 Vo € A*. Thus, the “maximum” of this quantity is the value of [c — A1 (w)] that is negative,
but close to zero.
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where min A" (w) is given by:

min
0<w<zg

. h+((2’0 — 60)/2) if eo < 2o,
h+(w) N {h+(0) if Z0 S €p. (39)

In FIGURE 6, we show an illustration of dynamical behaviour of (39). Using definition (39), we calculate:

—\/KM(KM—FQET):—’Y if COSZO,
max|c — ht(w)] = (40)
—\/(ET+KM)2—46()ZO: —u if 29 < eg.
C C
20 > € 20 < eg
/1+(’11')"” ht (w)
{ max|c — h™ (w)] max|c — h™ (w)
/ ‘ o S v, ’ g S
h™(w) }/ N h™(w) L7 N
/ S e \\
/7 N 7’ N
-G . - W O @~ W
—€p 0 (Z() - 60)/2 20 —€ 0 20

Figure 6: We can compute an upper bound of the term [c — h™(w)] by exploiting phase-plane
geometry. Due to phase-plane geometry, [c — AT (w)] < 0 if the initial condition lies on or in A*. LEFT: This
is an illustration of max [c — h*(w)] when ey < 2o. In this case, the maximum of the function occurs at the
“throat” of the conic section and is given by [¢* — h™ (w*)]. RIGHT: This is an illustration of max [¢ — h™ (w)]
when zg < eg. In this scenario, the maximum is simply A~ (0) — h™T(0) = Az — h™(0).

Our aim will now be to manipulate the differential inequality (37) so that the differential form of
Gronwall’s lemma can be applied. The last term on the right hand side of (37) is easily bounded in terms of

EZ,
(o ]) (o))
max | —— max |—
h dw dw dt
— — < 0&% 41
max | - sup’ gr ’|SZ| <67+ v , (41)
where § is any positive constant. If we choose § = k1v/2, it holds that
( dh=\? dw|\?
dé% max m max E
—Z < —kyvEZ . 42
a = ez T (42)

Gronwall’s lemma, implies

dh=\? dw|\?
<max ‘d ) max E )
_ w _
£2 < £(0)%e k17t 4 () <1 —e 7’5), (43a)
dh—\? dw|\ 2
k (maX d) max dt)
< £(0)%e k1t ¢ v : 43b
(0) ()2 (43b)



and it follows directly from (43) that

dw|\ 2
dt

The constants that bound the lim sup are easily computed over A* using standard calculus techniques:

(i) (
max |~ max
limsup £2 = limsup(c — h™ (w))? <

44
t—r00 t—00 (k17)2 (44)

max dw 7KM+ET’ maxa— 2AZ . ( )
Hence, we see that
limsup(c — h™ (w))? < e2 )%, (46)
t—o00
where €, is given by
E K K
= () () (V) @
Ky +Er)\Ks+ K/)\\/Ky(Kuy +2E7)

The dimensionless parameter €, is essential, because it ensures the validity of the QSSA. To see this, carefully
observe that the bound (43) is satisfied pointwise in time. At any time point, ¢, it holds that

E2(t) < E2(0)e M1t 42202 (48)

which means that the number on the left hand side of the inequality is less than or equal to the number on
the right of the inequality. Taking the principal square root of both sides yields

Ve < ekt 4 22z, (49)

which holds since the principal “\/” is a monotonically increasing function.Next, since /z +y < vz + /y
for all 0 < z,y, we have

V&2 < e Bt 120z < \Jex0)e-ht + (2 (50)

Finally, it follows from (50) that

e — b= (w)|(£) < |(c — A~ (w))(O)]e F1/2 42, (51)

and thus the long-time error in the QSSA is ensured by demanding e;, < 1, since Az is bounded.
With three different forms of QSSAs, namely sQSSA, rQSSA and tQSSA, the question follows is: which
QSSA is validated by €7, <« 17 To answer this, note first that 7, factors into three small parameters:

Er K K
“EniBr TRk P
M+ BT S+K \/KAI(KM+2ET)

Ez (52)

The vanishing of each small parameter in (52) gives rise a manifold of equilibrium points. Specifically, if
ez = 0, then the w-axis (i.e., the curve ¢ = 0) is filled with equilibrium points. This suggests that ez
regulates the validity of the sQSSA. In contrast, if e; < 1, then € ~ 1, and this implies that the parameter
€z controls the validity of the rQSSA. Thus, we anticipate that €z,vz, and ez control the validity of the
sQSSA, tQSSA and rQSSA for the mass action equations (15a)—(15b) of the IAZA reaction mechanism.

For the case when zy < eg, we express the upper bound on |¢ — A~ (w)| in equivalent form but with
modified parameter values. Since (40) indicates max[c — h*(w)] < —pu (again, see FIGURE 6, RIGHT Panel),
then using p instead of 4 implies that the upper bound for |¢c — A~ (w)] is

le — h™(w)] < |(c — h~(w))(0)|eF1Ht/2 1 21 2. (53)
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The parameter £, = ezvzvz, and vz, which is the only term that differs from the terms in j,, is given by

KM KM
Vz = = . (54)
V(Er + Ku)? —degzo Er+ Ku —2Xz

What (54) reveals is that the conditions for the validity of sSQSSA and tQSSA do not change regardless
of whether eg > zg or ey < zg, because €z and vz remain the same. The validity of rQSSA is sensitive to
the choice of initial conditions, since €z is valid when eq > zy and vz is valid when ey < zg. This sensitivity
is due to the presence of a bifurcation in the singular limit. We will investigate it thoroughly in Section 7.

In conclusion of this section, we have determined that if “experimental” initial conditions are chosen (i.e.,
c(0) = w(0) = 0), then”

le— h™(w)| < h= (e F2 4o x, if e < 20, (55a)

<h”
le— h=(w)] < A= (0 FH/2 L2 x, i 2 < ep. (55b)

Consequently, we see that ¢ — h™(w) as e, — 0 and t — co. For the unconvinced reader, we invite them
to read [8], where we utilize a slightly different approach that involves Lyapunov functions. Although it is
unnecessary, it remains to be shown that the exponential terms in (55) decay quickly with respect to a slow
timescale. To do this, we need to express (55) in terms of a suitable dimensionless slow timescale, Tsoq, SO
that exponential terms in (55) assume the form

e_C(ljﬂslow/EL7 e_C2Tslow/éL, (56)

where “C” denotes a constant that is greater than zero and O(1). If we can rewrite the exponential terms
in (55) in form of (56), then the exponential terms should be O(er) and O(€r) once Tsion ~ er|lner| and
~ ér|Inég|, respectively. The determination of an appropriate slow timescale is the subject of next section.

6 Fast and slow timescales

Here we estimate the dimensional fast and slow timescales that delimit the transient and QSS regimes of
the TAZA reaction mechanism (1). Then, we will proceed to express the bounds (55a)—(55b) in terms of the
dimensionless fast and slow time scales.

6.1 Case I: z; < ¢

We first consider the case when zy < eg, and determine appropriate fast and slow timescales. To do this, it
is helpful to presuppose fast and slow phase-plane dynamics. Let us consider the fast timescale. Under the a
priori assumption that there is a negligible formation of w during the initial transient phase of the reaction,
it is reasonable to assume that

dc 5
a%klc 7k1(ET+K]u)C+k12'060. (57)

The above expression (57) is a Riccati equation. Its solution admits a natural fast timescale

1
 ki/(Br + Ka)? — 4epzo

tc =—1/kp. (58)

Now that we have a suitable fast timescale, our goal is to rewrite (55a)—(55b) in terms of the dimensionless
time, 7 = t/tc. First, recall that in the regime where 2y < ¢, the phase-plane trajectory approaches the curve
¢ = h™ (w) and, once the trajectory intercepts c—h~ (w), the complex concentration decreases monotonically

as w — zp. Since the maximum of [¢ — A (w)] is bounded by A~ (0) — h*(0) if (w,c) = (0,0) and e > 2o, it
follows from (55b) that:

le—h™(w)| < h=(0)e /2 4 é10 . (59)

"Recall that h~(0) = Az when 29 < eg.
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Because (34) defines Az = h™(0) for eg > 2, dividing (59) by Az yields

1
—e—h~(w)| <e /244, (60)
Az
and we obtain an inequality that is entirely expressed in terms of dimensionless variables. It is only natural
to scale ¢ and h™(w) by Az, and the natural scaling of w is w = w/zy. Thus, defining ¢ = ¢/\z, and
h™ (w) = h™(wz)/ Nz, we can write

e —h~(@)|(r) < e /24, (61)
which provides an upper bound on the corresponding dimensionless system.

We now move on to the slow timescale. When zy < ey, the slow timescale can be approximated by
the ratio of total change in concentration with the maximal speed of the reaction [35]. Thus, we need to
compute:

|Aw]| 20

_— = ——— =ty 2
max ]  kaAz W (62)

The dimensionless slow timescale, T', is defined as: T' = t/ty . Rewriting (60) in terms of T yields

1
sple—h )l < e T/2er 4 g (63)
where e is
to
ET = E (64)

The inequality (63) reveals that the exponential term decays rapidly with respect to the slow timescale
and, it is relatively straightforward to show that ep < ;. Consequently, £, — 0 induces separation in the
fast and slow timescales. This suggests that timescale separation (i.e., e < 1) is a necessary, but possibly
insufficient condition for the validity of the QSSA. Finally, since er < €, it holds that

1 N

e h(w)| < e T/%0 4 gy, (65)
Az

with respect to the dimensionless time, T, and thus the phase-plane trajectory is O(£,) from the c-nullcline

once T~ ér|Inéyg|.

6.2 Case II: ¢) < z

Timescale estimation is part art, part science, and part luck. When ey < zg, the fast timescale, t¢, remains
equivalent to (58), but calculating an appropriate slow timescale becomes challenging due to the complicated
phase—plane geometry described in Section. 3. Therefore, we will not attempt to directly compute a universal
slow timescale that accurately measures the duration of the reaction when ey < zg. Instead, we will define a
generic slow timescale. To do this, we know that w ~ w* once ¢ reaches it maximal value,® the time for the
reaction to effectively complete at this point is given by Segel’s estimate

Az ET

t n.=7 ~ T 5 1 66
desc k2)\Z 2]62)\2 ( )

since Az = zg—w* = E7/2. The subscript “descn.” in (66) is short for descend, since this is roughly the time
it takes before the reaction is completed, once c¢ reaches its maximum near \z. The timescale that accounts
for the actual duration of the reaction will be 7 tgescn., where n is some number that is greater than or equal
to one. The exact value of n is redundant for the generic slow timescale derivation, yet the condition n > 1
is an important consequence of the phase—plane geometry: when eg < zg, it takes an additional amount of
time for ¢ to accumulate to its maximum, since ¢ must accumulate in a QSS before it reaches its threshold

8Recall that ¢ reaches its maximum value when the trajectory intercepts the c-nullcline, ¢ = h~ (w), near its apex.

17



value (i.e., the phase-plane trajectory must crawl upwards and below the c-nullcline for some time before it
can cross it). Thus, the total time spent in QSS will be the ascension time, tascen., plus the descending time,

tdescn.:

tslow = tascen. + tdescn. = Ntdesen., 1 =1+ tascen./tdescn.- (67)

Defining a dimensionless slow timescale, T = t/tdesen., it is easy to check that

T Ky (KM + 2ET)
— h™(w)| < h=(0)e=FT/26L g p 1<k=1 68
|C (’U))‘_ ( )6 +ELAz, Sk + (ET+KM)2 ( )
Thus, in terms of dimensionless variables, we have that
1 _
le—h ()| <8 L ey s=hm (/A <1, (69)
z

and we have convergence with respect to the dimensionless slow timescale, T, as 7, — 0.

7 The quasi-steady-state approximations

In this section, we analyze the sQSSA, tQSSA, and rQSSA associated with the TAZA reaction mechanism (1).
When possible, closed-form solutions are obtained from zeroth-order approximations. Our primary aim will
be to derive unique small parameters that ensure the validity of either the sQSSA, rQSSA, and tQSSA. Our
secondary aim will be to determine an appropriate reduced model that is valid on the slow timescale.

7.1 The sQSSA

The sQSSA corresponds to minimal formation of complex, and the associated critical manifold is ¢ = 0.
Thus, over the slow timescale, we anticipate

wn~ 20— Z2. (70)

Our objective will be to determine a dimensionless parameter that ensures the approximation (70) is valid.
Because the sQSSA corresponds to negligible formation of complex, the results from previous section imply
that Er /Ky < 1 places a strict limit the maximal accumulation of ¢. As a consequence, £z < 1 is a natural
candidate for the validity of sQSSA.

To verify that the sQSSA is valid when Ep/K); < 1, we can show that the mass action equations for ¢
and z constitute a singularly perturbed set of equations when the system is written in terms of appropriate
dimensionless variables. To start, the parameter Er /Ky < 1 suggests that the slow timescale is given by
t = 1/k1 Er. Introducing the dimensionless variables ¢ = ¢/\z, Z = z/20, € = ¢/Er and T = t/t yields

dz

aﬁ =—qaez+ (1 —vyz)é (71a)
de L

Es—= = a8z — ¢, (71b)
dT

where the parameters o and e, are given by:
es = Er/Kur, 0= —— = —¢,. (72)

Although « contains the term &g, it remains bounded away from 0 as e — 0, because zp/Az — co. In fact,
a simple calculation reveals o ~ O(1) as €, — 0, and the equations comprise a singularly perturbed set of
equations, with the singular perturbation parameter defined as 5. Note that we have scaled a posteriori,
and that scaling has been used simply as a means of reaffirming the singular perturbation parameter that
regulates the validity of the sQSSA.
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Now that we have established that the sQSSA is valid whenever ¢, < 1, we need to determine an
appropriate reduced model. Since ¢ evolves in a QSS when ¢, < 1, the approximation
dz ko(Er — 2)z ko
de K]M + 2z KM

(Br — 2)z, (73)

holds on over the slow timescale whenever €z < 1. Integration of (73) yields

(t) ZQET
2(t) ~ ———
eoekasst 4+ 2

Furthermore, it follows from (70) that
Er >
w(t) ~ 21— ——— . 75
) O( eoek2est 4 2, (75)

The sQSSA approximations, (74) and (75), are easily verified numerically (FIGURE 7).

z/zo w/zo
N 1 J—
\
o8l 0.8
0.6 0.6
0.4 0.4
0.2 0.2
0 St f ol too
0 01 02 03 04 0 01 02 03 04

Figure 7: The sQSSA, (74) and (75), for the IAZA reaction mechanism (1) is valid when
Et < K. In both panels, the solid black curve is the numerical solution to the mass action equations (8a)—
(8c), and the dashed black curve (barely visible) is the numerical solution to (74). The rate constants used
to construct the numerical approximation are: eg = 9, 20 = 1, ky = 2, k_1 = ko = 500. LEFT: In this
panel, the solid black curve is the numerical solution to z(¢), and the dashed black curve is the solution
generated by (74). RIGHT: In this panel, the solid black curve is the numerical solution to w(t), and the
dashed black curve is the solution generated by (75). For illustrative purposes, the units of all parameters
and concentrations are arbitrary. Time has been mapped to the to, scale: too(t) =1 — 1/1n[t 4 exp(1)].

When the sQSSA is valid, the fast timescale is roughly tc ~ 1/(k_1 + k2), and from the reduced model
(74), one can estimate a timescale that provides a rough estimate of duration of the reaction when the sQSSA
is valid. The time it takes for z to deplete to a concentration of X zy, where 0 < X < 1, is given by

1 ) 1 n 1—X\ 2z (76)
koes My X Jeol
Borrowing the familiar definition from linear equations, the natural choice for X is X = 1/exp(1), where

exp(1) is Napier’s constant: exp(1) ~ 2.718. An more accurate estimate would choose X = 1/5 exp(1) (see
FIGURE 8).

t
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Figure 8: The fast and slow timescales associated with the validity of the sQSSA in the TIAZA
reaction mechanism (1) delimit the duration of the transient as QSS regimes when Et /Ky < 1.
In both panels, the solid black curve is the numerical solution to the mass action equations (8a)—(8¢c), and the
dashed red curve (barely visible) is the c-nullcline given by ¢ = h™ (w). The rate constants used to construct
the numerical approximation are: k1 = 2, k_1 = ko = 500. The green star demarcates the time point t = ¢,
and the blue circle demarcates the time point ¢ = t,, where ¢, is given by (76) with X = 1/5 exp(1). LEFT:
In this panel, zg = 1 and eg = 9, and thus the maximum concentration of ¢ occurs during the QSS phase of
the reaction. RIGHT: In this panel, eg = 7, zg = 3, and the maximum value of ¢ occurs at the onset of the
QSS regime. For illustrative purposes, the units of all parameters and concentrations are arbitrary.

7.2 The tQSSA

Akin to the tQSSA in the single-enzyme, single-substrate, MM reaction mechanism (13), the tQSSA is
essentially an umbrella term that implies there is negligible formation of product during the transient phase
of the reaction. In other words, when the tQSSA is valid, the approximation p =~ 0 holds for ¢t < to. The
same is true for the TAZA reaction mechanism.

The small parameter responsible for the validity of the tQSSA is vz. In fact, as we established in our
discussion on TFPs, setting ko = 0 results in the formation of two invariant critical manifolds, ¢ = h™ (w; Kg)
and ¢ = h™(w; Kg). The dependency on the term “Kg” signifies that if ko = 0, then Kj; is replaced with
Ks =k_1/k;y in h*(w). The corresponding tQSSA is

¢~ h™7(w; Kg), (77a)
W~ kah™ (w; Kg). (77b)

Thus, we see that c evolves in a QSS for the majority of the reaction when ks < k_;.
Expression (77b) is an autonomous differential equation that approximates the formation of w on the

slow timescale. To obtain a rate equation for z, it helps to change coordinate systems and analyze the mass
action equations in the (z, ¢) phase-plane. The mass action equations for z and ¢ are

d
ch = ky(Br — 2)z + k1 (Ks + 22)e, (78a)
dc

and setting ko = 0 generates a manifold of equilibria given by

(Br — z)z}.

v _ 2 .
MO—{(Z,C)ER+.C— Kot 2s
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Linearizing about the critical manifold (79) yields

2l |[—Er+2(z+¢) Ks+2z
¢l | Br—2(z+¢) —Kg—2z

[Z] , (80)
(z,c)eMg ¢

and the eigenvector that is tangent to My is given by

1
V= (Bp - 22)Kg — 222 (81)
(Ks + 22)2
Thus, we anticipate
de (Br —22)Kg—222/dz (82)
dt (Kg +22)? dt
during the QSS phase of the reaction. Inserting (82) into ¢+ 2 + w = 0 and solving for 2 yields
dz —w
~~ ) 83
dt 14 (ET — 2Z)K5 - 222 ( )
(Ks + 22’)2
Using (79), we can replace w in (83) with
dw  ke(Ep — 2)z 84
@ T Ksvon (84
which generates an autonomous differential equation for z:
dz koz(Ep — 2)(Kg + 22
o kez(BEr — 2)(Ks + 22) (85)

At K2+ (BEr+22)Kg + 222

To supply (85) with boundary condition, we note that z = zg —c—w. Since “w” is the slow variable when
the tQSSA is valid, it holds that ¢ ~ h~(0) at the onset of the QSS period. It follows from this observation
that z* = zp — h™ (w) is the appropriate boundary condition for (85) (see FIGURE 9).

The tQSSA for z, (85), was derived using heuristic “linear” methods. However, similar “linear” meth-
ods have been used with a large degree of success in singularly perturbed problems [25, 16], but we note
that (85) can be rigorously derived as a first-order approximation to the QSS dynamics by approximating
(asymptotically) the solution to the invariance equation. You can read [8, 47] for an example of how to use
the invariance equation to generate higher order approximations of the slow manifold when the MM model
equations are equipped with two fast variables, s and ¢, and one slow variable, p.

7.3 The rQSSA

The final reduced model we will consider is the rQSSA. Based on our preliminary analysis, we expect the
validity of the rQSSA to hold as ez — 0. This can be accomplished in two ways: we can consider the limit
as Ep — oo, or the limit as Kj; — 0. In the singular limit, the vector field contains two submanifolds
that intersect and exchange stability at the point (w,c) = [(20 — €0)/2, Er/2] = (wr, cr). Equivalently, the
nullclines ¢ = h*(w) “touch” when Kjr = 0 (see FIGURE 10). The stability of equilibria that comprise the
curves ¢ = ey + w and ¢ = zg — w in the singular limit is straightforward to compute:

¢
e s = —ki(eg — 20 + 2w), (86a)
ae
30 . = k1(ep — 20 + 2w). (86b)
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Figure 9: The tQSSA is valid for the TAZA reaction mechanism (1) when k; < k_;. In all
panels, the solid black curve is the numerical solutions to the mass action equations (8a)—(8c). In the upper
and lower right panels, the dashed/dotted curve is the numerical solution to (85) with z* as the initial
condition. In the top panels: k; = 1.0, k-1 = 5, ko = 0.01 and eg = 1, 29 = 9. In the bottom panels:
k1 =1.0,%k_1 =5, ko =0.01 and eg = 7, z9 = 3. For illustrative purposes, the units of all parameters and
concentrations are arbitrary. In the upper and lower right panels, time has been mapped to the t..-scale:
too(t) = 1—1/1In[t +exp(1)]. Tor LEFT: This panel illustrates a typical trajectory in the (w, ¢) phase-plane
when the tQSSA is valid. The dashed red curve is the c-nullcline, and by inspection it is easy to see that
(77b) is justified. Top RIGHT: In this panel, the numerical solutions to z as well as (85) are compared on the
too scale. Clearly, (85) serves as a good approximation to z(t) for z < z* a2 8.374. The lower left and lower
right panels give analogous illustrations of the (w, ¢) phase-plane and temporal dynamics when ey > zg.

Thus, there is a loss of normal hyperbolicity at the point (wr, cr). This particular point is called a singular
point, and is suggestive of a dynamic transcritical bifurcation. For now, we will assume a generic transcritical
bifurcation is present in the singular limit, but we will verify this at the end of the section.

To construct a reduced model that is valid when 0 < ez < 1, we must once again work out the individual
cases: eg < zg and zp < eg. Let us start by assuming eg < zo. After the transient, the trajectory closely
follows the curve ¢ = w + e¢ towards the transcritical point, and then follows the curve ¢ = zy — w towards

the stable equilibrium point at (w,c) = (29, 0). During the ascent of ¢ along the branch ¢ ~ eg + w, it holds
that
dw

T~ ka(w +ep), w(0) =0, (87)
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Figure 10: In the singular limit that occurs when Ky = 0, a dynamic transcritical bifurcation
emerges in the vector field. LEFT: When K, = 0, the nullclines ¢ = ™ (w) and ¢ = b (w) coalesce
with the curves ¢ = 29 — w and ¢ = w + e¢. Each curve, ¢ = zg — w and ¢ = w + eg, is a critical submanifold
of fixed points. These submanifolds intersect and exchange stability at the transcritical bifurcation point
(w,¢) = ((z0 — €0)/2, Er/2) = (wr,cr). RIGHT: Dashed lines correspond to unstable equilibrium points,
and solid lines correspond to stable equilibrium points.

and thus

w(t) ~ eoe2t — eq. (88)

A straightforward calculation reveals the time it takes ¢ to reach its maximum is roughly t ~ In(Er/2e0)/ka =
T*. Next, as ¢ descends towards zero along the curve ¢ = zy — w, we have

e kafzo —w), w(0) = Lz co). (59)

Thus, we have a piecewise solution

eo (eth - 1), t < kigln(ET/%o)
w(t) ~ (90)

1 1
§(z0 — eo)e_k2t + 20 (1 — e‘k2t>, t> k—ln(ET/2eO)
2

that is valid during the QSS period of the reaction. It is straightforward to use the Heavyside function, H,
to “stitch together” the solutions (90) into:

w(t) ~ H(T* — 1) {eo <ek2t - 1)} +H(-TY) B(zo —eg)e k2t =T7) 4 o (1 _ okt - T*)ﬂ . (91)

On the other hand, if zy < eg, then there is no ascending period, and we obtain a smooth approximation

w(t) ~ z (1 - e_k2t>, (92)

that is analogous to the rQSSA for product formation in the MM reaction mechanism. We illustrate the
validity of the approximations (91) and (92) in FIGURE 11.
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Figure 11: For the IAZA reaction mechanism (1), the mathematical rQSSA of w(t) differs on
the validity of the condition z¢ < eg. LEFT: The solid black curve is the numerical solution to the mass
action equations (8a)—(8c) with ky = 10, ko = 0.1, k_; = 0.1, eg = 2 and 2o = 8. The dotted curve, which
is barely visible, is the rQSSA given by (91). RIGHT: The solid black curve is the numerical solution to
the mass action equations (8a)—(8¢c) with k; = 10, ks = 0.1, k—y = 0.1, g = 7 and zp = 3. The dotted
curve, which is again barely visible, is the rQSSA given by (92). For illustrative purposes, the units of
all parameters and concentrations are arbitrary. In both panels, time has been mapped to the t..-scale:
too(t) =1 —1/1In[t + exp(1)].

7.3.1 The transcritical bifurcation: codimension and structural stability

Let “pr” denote a transcritical bifurcation point for a general singularly perturbed system of the form:

& =cef(z,y;e), (93a)
y=g(z,y;e). (93b)

The conditions

g(pr;0) =0, gy(pr;0) =0, gu(pr;0) =0, gyy(pr;0)#0, det Hy(pr;0) <0, f(pr;0)#0, (94)

where “H,” denotes the Hessian of g(x,y), must hold in order to ensure the bifurcation is non-degenerate
[21, 22]. To simplify the calculations, we want to obtain equations (15a)—(15b) into the form (93a)—(93b).
This will require scaling the equations. From our analysis of the rQSSA, it seems only natural to define
the slow timescale as 1/ks, and from this we can define a dimensionless slow time, T = kot. In addition,
the concentrations w and ¢ scale naturally with respect to zg and Er/2, respectively. Thus, let us define:
W = w/zy, ¢ = 2¢/Er. Expressing (15a)—(15b) in terms of dimensionless variables yields:

w2 (14 -1y — 26 (n(— @) - &) — e — 2 (952)
€Vz T = (w—1)n )\ W) = 5€ ge, n= o a
dw 1
% = 5(1 +0)e, o =eq/z. (95b)

From (95), we observe the presence of two singular perturbation parameters: ¢* = Er/Kjys, and vy.
Luckily, we can change £* independently of vz by varying k;. In other words, if we want £* to vanish while
holding vz constant, we can fix k_; and ko and then take k1 — oco. The same structure is present in the
mass action equations that model (13) [see 8, for details].

Independence aside, it will still be nice to understand why the term v appears as a singular perturbation
parameter. The reason is due to the fact that the term “k_;¢” that appears in (15a) is an imperfect term.
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To see why, consider the normal form for a typical static transcritical bifurcation,

&= pr — a2, (96)

[39webi

where “p” is a parameter. While the normal form (96) is expressed in terms of only one parameter, p, the
bifurcation is not of codimension one. The result is that the vector field “px — x2” is structurally unstable,
meaning its topology can be destroyed with the addition of an arbitrarily small perturbation. This is easy
to see, since adding a term like “0 < ¢ < 1”7 to (96) would remove the bifurcation entirely.

Armed with the insight that that term k_;c is an imperfection, let us revisit the scaled equations (95a)—

(95b), and re-write them as

sBd—C: = 2(1 +(w—1)n— ;c> (77(1 —w) — ;c> - (sB + 51>c, (97a)

dT
dw 1
7= 51+ (97b)

where the terms ep and €; are given by:

ko k_1

= WEr T kEr

EB (98)

It is clear that the transcritical bifurcation occurs at the point in parameter space where both g and
gy vanish. Combining the terms in a sum implies Ky;/Er = €* = 0 for the vector field to contain the
transcritical bifurcation. For this reason, we designate ¢* as the parameter that ensures the validity of the
rQSSA, even though the imperfection is “absorbed” into the parameter.

With the understanding of the bifurcation parameter, as well as the imperfection, we are finally in a
position to verify the non-degeneracy conditions. Let us define g(w, ¢;ep) and f(w,¢) as

g(w,cep) = 2<1 +(w—1)np— ;c) <n(1 —w) — ;c> — eR¢, (99a)

1
f(wa é) = 5(1 + 0-)67 (99b)
where we have set the imperfect term to zero. The transcritical bifurcation point is given by
pr = (w,¢) = (1 —1/2n,1) = (wr, er). (100)

It is straight forward to calculate:

1
fpr;0) = 5(1 +0) #0, (101a)
9(pr;0) =0, (101b)
go =41 —w)n* —2n, g(wr;0) =0, (101c)
ge=(c—1)—ep, g(er;0)=0, (101d)
gee = 1 70, (101e)
GJow = _47]27 (101f)
9ew = gwe = 0. (101g)
Finally, the Hessian of g(w, ¢;ep) is formulated from (101e)—(101g)
gec  YGew
H, = , 102
g |:gwc gww:| (102)
and it is clear that det H, = —4n® < 0. Thus, in the singular limit, a generic transcritical bifurcation occurs

at the point (w,c) = ((z0 — €0)/2, E1/2).
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7.3.2 Finding French ducks where you least expect them: Following the repulsive SIM along
a canard

As we mentioned in the last subsection 7.3.1, the term k_; should really be viewed as an imperfection.
Perturbing the vector field with k_1 = 0 < ks < ky so that ko/k1 < Ep results in the formation of an
interesting solution: ¢ = zy — w. The unique feature of this particular solution is rather subtle, and we
must remind ourselves that Fenichel’s theorem applies to both attracting and repulsing critical manifolds.
In the singular limit, we have attracting critical submanifolds, as well as repulsive critical submanifolds. The
attracting critical submanifolds correspond to the lower branches of the curves ¢ = zp — w and ¢ = ¢p + w,
while the repulsive critical submanifolds correspond to the upper branches of these curves. Fenichel theory
implies that once the vector field is perturbed, there will exist both attractive and repulsive SIMs. When the
imperfect term k_q is zero, perturbation of the vector field results in the formation an invariant manifold:
¢ = zp — w. A canard solution is a solution that closely follows the repulsive branch of the SIM for some
time, before passing near the bifurcation point and proceeding to follow the attracting SIM. This is very
counter-intuitive, since repulsive SIMs should repel nearby trajectories, but this happens because the canard
is comprised of the intersection of the repulsive and attractive SIMs (see FIGURE 12). The existence of the

Figure 12: Canard solutions ¢ = zg — w appears when k_; =0 < ky < k; in the IAZA reaction
mechanism (1). The canard solution is given by the thin black curve, and the numerically integrated
solution of the mass action equations (3a)—(3d). The dashed/dotted blue line is the invariant manifold
¢ = zp — w, and the dashed/dotted green line is the curve ¢ = eg + w. The canard solution follows the
unstable branch of the invariant manifold for some time before passing closely near the bifurcation point (the
intersection of the dashed/dotted green and blue lines) and proceeding to follow the stable branch towards
the equilibrium point. Parameter values used in the simulation are as follows: k_1 = 0,ks = 3,k1 = 100, zg =
8,e0 = 5. The initial condition used to construct the canard trajectory is: (z,c,w)(0) = (0,7.9999,0). All
units are arbitrary.

canard can be proven using normal form theory, and we refer the reader to the Appendix for a detailed
calculation of the normal form coefficient. We also note that canards are present in vector field of the mass
action equations that model the MM reaction mechanism (13). We refer the reader to [8] for a detailed
overview of the phase-plane geometry.
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8 Comparison between the IZACA and MM reactions mecha-
nisms

In this section we compare the results of our analysis with those of the MM reaction mechanism (13). In
order to draw a useful comparison, we will define a metric that measures the applicability of the general
QSSA to the IAZA reaction mechanism (1) in the subsection that follows.

8.1 The IAZA reaction mechanism: long-time bounds

Here we will compare the results of our analysis with those of the MM reaction mechanism (13). A good
indicator of the propensity for the QSSA is the magnitude of

(KMEj ET> </€1ki kz) (\/KM(II({AIJM+ 2ET)) =L (103)

Since €y, is the small parameter associated with the validity of the QSSA, it is useful to bound it as this gives
us an indication of how “poor” the approximation can be. This is straightforward to do using elementary
calculus. First, let us take the term vz < 1. Thus we can bound (103)

<KME+T ET) < KM(IZJ;[+ 2ET)> = LK, Br), (104)

which is a multivariate function of two variables. The critical points are found by setting the components of
the gradient to zero:

Er(K2, + Ep Ky — E?
O L = — v (K + ErKu — Er) =0, (1052)
(ET+KM)2(KM+2ET)\/KM(KM+2ET)

Ky (K2, + Er Ky — E?
Op, L = m Ky + ErKy — Br) =0. (105b)
(Er + Kn)2(Kn + 2E7) /K (Ka + 2E7)

Setting the term “K?M + Er Ky — E%” in the numerator to zero and solving for K, yields

max L(KM,ET) < 1/3, (106)
K, Er€RY

and thus we have that ey, is bounded strictly by 1/3.

Before we move on and discuss the classic MM reaction mechanism (13), we should note that (103) was
obtained with respect to initial conditions that belong to A*. However, given our set of conservation laws,
an initial condition such as [w(0),c(0)] = (0, Ex/2) is certainly allowable. We simply chose A* because we
were interested the standard “experimental initial condition” of (w(0),¢(0)) = (w,0), and we proceeded to
compute the lim sup accordingly. But nothing prevents us from considering other conditions. If we consider a
condition such as [w(0), ¢(0)] = (0, Ex/2), then it helps to redraw the forward invariant set so that it includes
the point (z,w, ¢) = (0, w*, Er/2). An obvious choice is A, which we illustrate in FIGURE 13. Recalculating
the limit supremum using A, it holds that

d E
0< dif <k Ve e (107)

The derivative term, max |dh~ (w)/dw]|, remains the same:

dh~ (’LU) ET
< . 1
max T ’ S TN (108)
The remaining term, max(c — h*(w)), can be recalculated as follows:
+ LA ky
max ki(c — h™(w)) = k1 T_h (w™) =-3 KM—I—\/KM(KM—FQET) . (109)
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Figure 13: We can redraw the forward invariant set to include “atypical” initial conditions for
the TAZA reaction mechanism (1). The set A is outlined by the thick black lines. Any trajectory that
starts on or in the A stays on or in it for all £ > 0. Note this set contains more initial conditions than A*.
Please compare with FIGURE 3.

Piecing together (107)—(109), we have:

E2 E ok 2 2K 2
limsup(c — h™ (w))? < T( T ) ( 2 ) ( M ) . (110)
t—o00 4 \Ky + Er ko +Fk_1 KM—I—\/KM(KM—FQET)
For any bounded sequence, z, with n € N, it holds that limsup \/z,, = v/limsupz,. Therefore, we have
that
E E k 2K
limsup|c—h™ (w)] < T< T > ( 2 ) ( M ) (111)
t—o0 2 \Kym+Er) \ka+k-1) \ Ky +/Ku(Kn +2E7)

To extract a dimensionless parameter we scale ¢ with respect to its maximum value of E7 /2. This implies
our dimensionless small parameter is:

(KME'T:ET> (k2 fkl) (KM I \/KQ;((]\;(M i 2ET)>' (112)

The only term in (112) that differs from (47) is the last term. To investigate changes in asymptotic behavior,
we define

2Ky
(Bp, Ky) = (113a)
Ky +Ku(Ky +2E7)
Ky
Er, Ky) = 113b
PEr, Ka) VEun (K + 2B7) (113b)
w(ET,KM) = \/KM/ET, (113(3)
and note the following;:

) 9 ) w
lim —=1, lim —=1 = ¥~ 0), (114a)

Kn—0 w Kn—0 1

.oop 1 LW

r_ - 1 = ~ . 114

Klj\l/jn—1>0 w2 Kaoso P 2, = p~0OW) (114b)



Thus, in either case, the asymptotic convergence rate of the limsup as Kj; — 0 is bounded by O(ve*),
even though the small parameter established in (7.3.1) is *. Theorists have shown that this is common in
vector fields that contain transcritical bifurcation points and, excluding canards, it is well-established that
trajectories of fast/slow systems of the form (93a)—(93b) remain at a distance of O(y/¢) from the transcritical
point (see FIGURE 14, as well as [2]). However, this does not imply that the approximation [¢ — h™ (w)] will

Y

Figure 14: Phase-plane trajectories of the IAZA reaction mechanism (1) are bounded away from
the transcritical bifurcation point by a distance that is O(y/¢). In this illustration, a transcritical
bifurcation occurs at the the center of the gray circle. For general fast/slow systems that contain a transcrit-
ical bifurcation point, one can prove, using normal form theory, that certain trajectories (light blue curve in
this figure) are bounded away from the transcritical point by a distance that is O(y/€).

necessarily be O(y/e*) near the transcritical point. This is because the vector field can be perturbed in such
a way that ky < k_1 < k1. Therefore, the tQSSA can still be very accurate, even in the neighborhood of the
transcritical bifurcation point. The problem arises when we use the approximation (92). As zg — eq, this
approximation will lose asymptotic accuracy near the bifurcation point. This is a consequence of Fenichel
theory, which breaks down at bifurcation points. While Fenichel theory indicates that the asymptotic validity
is O(e*) over normally hyperbolic subsets, the same may not hold when normal hyperbolicity is lost. The
transcritical bifurcation point is a particular example of this. Of course, away from the transcritical point
Fenichel theory holds, and the error will be O(e*).

What about an upper bound on (112)? Once again using straightforward calculus, it is easy to show that

(K%EjET> (k2 i2k1> (KM + \/;;((J;{M T 2ET)) <v2-1. (115)

In contrast to (106), the inequality (112) is not strict, but it is larger than 1/3. Of course, once the trajectory
enters A* it is subject to the same limit supremum defined by (106). The important point to note is that
upper bound on the asymptotic rate of convergence remains unchanged, as both functions, ¥ and p, are
O(Ve).

Finally, what does happen when zy < ey and the transcritical bifurcation moves to the second quadrant?
Fenichel’s first theorem holds in neighborhoods that do not contain the transcritical point. Thus, we expect
convergence to be of O(e). To check this, we examine the lim sup when zy < eg. In the case the transcritical
point is “translated out” of our forward invariant set, it follows from (40) that

1 ET k2 KM
1 s - 116
Az utqiigmc (W)l < <KM+ET>(k2+k_1) <ET+KM2>‘Z)7 o)
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where Az = h™(0) when zy < eg. The last term on the right hand side of (116) is O(e*) when 2y < eq.

8.2 Revisiting the validity of the tQSSA for MM reaction mechanism

The equations that govern the MM reaction mechanism (13) have a structure that is similar to those of the
TAZA reaction mechanism (1). There are, however, qualitative and quantitative differences. Qualitatively,
the IAZA reaction mechanism is an autocatalytic enzyme catalyzed reaction following a MM mechanism of
enzyme action. The MM reaction mechanism is not autocatalytic. Quantitatively, the mass action equations
that govern the formation of complex concentration, cg,? and generation of product, p, for the MM reaction
mechanism (13) are

¢s = ki(eo —cs)(so — cs — p) — k1 Knres (117a)
p = kacs, (117b)

where ey denotes the initial enzyme concentration, and sy denotes the initial substrate concentration. Equa-
tion (117a) factors as

¢s = ki(es — g~ (p))(es — 9" (), (118)

*(p), are given by

and the nullclines, ¢ = g

1 1
g% (p) = 5(60 + Ky +s0—p) £ 5\/(60 + Knm + so — p)? — deo(so — p). (119)
Under the QSSA, the assumption that

cs ~ g (p), (120a)
p ~ kag™ (p). (120b)

When (120) is valid, the fast and slow timescales that delimit the respective time to maximal complex
concentration and formation of product are

1 o — S0
o+ 50+ Kas — 2\g P haNs

teg =

As =g~ (0). (121)

Traditionally, the “propensity” of (120) is measured by timescale separation. Tzafriri [42] was the first to
obtain the upper bound
fes 4 /4. (122)
ip
There is an obvious caveat with (122). Timescale separation is necessary, but possibly not sufficient for
the validity of (120). The possible insufficiency of (122) is due to the fact that the timescales were derived
under the assumed validity of (120). Segel and Slemrod [36] understood this, as well as Tzafriri [42], and
the estimates of Tzafiri should be seen as significant “first step” towards quantifying the validity of (120).
However, we are now in a position to introduce a more informed metric. In a recent work, Eilertsen and
Schnell [8] found that

limsup | “(p) < A < “ )( k2 )( 2K ) < (123)
imsup|cg — , ep < Sp, a
t~>oop 5 g W= a8 KM+€O k2+k71 KM—F\/KM(KM—I—ZL@()) 0 0
k K
limsup |cs — g~ (p)| < )\S< “ ) ( 2 ) ( M ), S0 < €g. (123Db)
t—o0

Ky +ep) \ka+k_1)\eo+ Kpy — As

Since it holds that
2KM KM

< ?
Ky + /Ky (K +4eg) — €0+ Ku — As

(124)

9The subscript “S” has been added to indicate that cg is referring to standard complex concentration of the MM reaction
mechanism.
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it is easy to show that
limsup |cs — g7 (p)| < As/3. (125)
t—o0

The propensity of the TAZA reaction mechanism (1) to evolve in a QSS is roughly the same as the
propensity of the MM reaction mechanism (13). In both cases the limiting factor of the approximation is
due to the appearance of a transcritical bifurcation. Near this point, the QSS approximation is O/ K /eg
for the MM reaction mechanism (13), and O/ K/ Er for the IAZA reaction mechanism (1). However, it
is important to note that the upper bounds are of order unity, which means that there are parameter ranges
for which the tQSSA can and will fail. We emphasize this statement because the bound (122) is often—and
incorrectly—interpreted to imply that the tQSSA for the MM reaction mechanism (13) is in some sense always
valid.

9 Discussion

In summary, we have successfully quantified the long-time validity of the sQSSA, rQSSA, and tQSSA for
the TAZA reaction mechanism (1). We have also derived approximations, which can be used to model TAZA
reaction mechanism (1) or estimate the reaction parameters from time course experiments.

Our novel method of analysis has revealed a rich dynamical structure that includes a dynamic transcritical
bifurcation, and imperfection, as well as a canard solution. Specifically, we found that the asymptotic validity
of the sQSSA is O(Er /K ), and the asymptotic of the tQSSA is of order O(k_1/kz2). The asymptotic validity
of the rQSSA is dependent on the location of the transcritical bifurcation point. Away from the transcritical
point, the asymptotic validity of the rQSSA is of order O(K;/Er). On the other hand, in neighborhoods
close to the bifurcation point, the validity is bounded asymptotically by O(y/Knr/E7r). These estimates
are the analogous the estimates computed by Eilertsen and Schnell [8] for the MM reaction mechanism.
However, our estimates differ from those obtained through the scaling approach developed by Segel [35] for
the sQSSA, and later by Tzafriri [42] for the tQSSA of the MM reaction mechanism (13).

At this point, it is natural to ask whether or not there is a meaningful comparison between the small
parameter obtained from the ratio of timescale method developed first by Segel [35] and later by Tzafriri
[42], and the small parameters obtained in this work, as well as in our previous work [8]? This answer is yes,
although it is a bit more subtle than one might think. First, the fast timescale, tc, can be written in the
following form

1
to = 7 126
T R w) b W) 120
and thus we have that
1
to = . 127
e = min(h* (w) — h—(w)) (127)
Now consider the slow timescale, ty, given again by (62)
20
tw = . 128
v (128)

Minimizing ¢y can be done heuristically. Since zo/Az > 1, the minimal of ¢ty is 1/ke. Taking the ratio of
these optimal scales yields:

maxic ( k2 )( K ) (129)
minty  \k-1+ko) \\/Ky (K + 2E7)/)

The last term in the small parameter, €z, stems from the geometry of the c-nullcline, and regulates the
validity of the sQSSA. A similar calculation can be done for the MM reaction mechanism (13), and the
bounds given in [8] can be tightened.

In either the case of the TAZA or MM reaction mechanism, the conditions for the rQSSA, sQSSA and
tQSSA can be recovered from timescale separation calculations. Our work illustrates that if the goal is to
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extract dimensionless variables that regulate the validity of a specific QSSA, then it appears to be far more
prudent to consider the ratio
Maximum fast timescale

eqg = (130)

Minimum slow timescale’
which gives a more global description of the the legitimacy of the QSSA away from initial conditions, and
this serves as the main takeaway for applied scientists. The global description is consequence of the fact that
if the ratio (130) is small, then it is small for any initial condition.

Ultimately, the ratio (130) is analogous to a stiffness ratio, rg,

maxi\)\i|

rg = WL (131)
where \; are the eigenvalues of a linearized operator. Céme [5] was one of the first recognize the significance
of the stiffness ratio in the application of the QSSA to enzyme-catalyzed reactions, and Palsson [27] even
developed a methodology for obtaining conditions that the ensure the validity of the QSSA based on the
stiffness ratio. The difference between our work and that of Palsson [27] and Coéme [5] is that we are
essentially computing the “worst-case-scenario” stiffness ratio over the entire critical manifold as opposed
to computing the stiffness ratio by linearizing about the equilibrium point of the non-singular (perturbed)
problem. The motivation for this follows from Fenichel theory, in which case one has an infinite number of
fixed points in the initial layer problem, and so it is more consistent to linearize the system about each fixed
point that belongs to the critical manifold, compute a complete set of stiffness ratios, and take the smallest
of these ratios as the singular perturbation parameter.

One of the most important contributions this manuscript lies on the nature of our scaling approach. We
have outlined a procedure that allows for the asymptotic quantification of the QSSA that avoids the direct
need for scaling, non-dimensionalization, or a priori timescale estimation: our method relies entirely on the
exploitation of phase-plane geometry. By using a combination of Tikhonov-Fenichel parameters, Gronwall’s
lemma, and phase-plane geometry, we have recovered upper bounds that quantify the asymptotic validity
of the various QSS approximations. Although the case study we addressed in this work is two-dimensional,
our approach is powerful, because it can be easily extend to coupled reactions of both the auxiliary and
sequential variety. Perhaps most importantly, the methodology we have developed can be implemented to
resolve the validity of the QSSA in the reversible forms of the MM reaction mechanism (13)

S+E—= C == E+P, (132a)
k_4 k_o
and the TAZA reaction mechanism (1)
k1 ko
Z+E e O =2 2B+ W. (133a)
k_1 k_o

This is significant for two reasons. First, the above reaction mechanism are thermodynamically more realistic
than their irreversible counterparts. Second, the QSSA for reversible reactions have traditionally been much
more difficult to analyze and validate. However, the geometric method we have developed here, combined
with the work of Goeke et al. [14, 15] easily extends to the resolution of this, and other more complex
nonlinear problems.

Appendix

Here we prove the existence of the canard, ¢ = 29 — w, when k_; = 0 and K = ky/ky < Er. The
dimensionless system is given by:

de =2(1 v —1 L 1—w L c 134
58@— + (0 — )77_§C n( —w)—§C —&BG (134a)
dw 1 B
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To begin, we will make the following transformation:

e —¢ & Tw— —T. (135)

Applying the transformation (135) yields:

d dw
egé — ¢(&,@,ep) and % — [(G @, ep), (136a)
where
1 1
g(¢,w,ep) = 2<1 +(w—1)n+ 25) (n(l —w) + 26) + €RC, (137a)
_ [

f(¢,w,ep) = on e (137b)

Furthermore, the translated bifurcation point occurs at
pr = (waé) = (1 - 1/277) _1) = (wTa ET)' (138)

A canard solution will exist if the normal form coefficient, Ay,

AN

= (kepkee + fokew 139
|.fol k%m—kwwkéa\ ? foken) (139)

is equal to one. The terms that comprise (139) are as follows:

k*laz or, ¢, 0 k *182 o, er,0 140

ce = 5@9(10%6% )s co = 5%9(10%6% ) (140a)
1 92 0

kﬂ)”tf} = 5@9(11}7" ET7O)7 kEB (wT7 ET? 0)7 (140b)

:@

and fo = f(wr,er,0) =n~1/2. The coefficients kzg, ks and k., are straightforward to calculate:

1
kew = 0, kee = 5, kaB =1, (141)
and the term kggkze is given by
k@wk@g = —4772 (142)
Thus, Ay is given by:
2 2
AN = 1, (143)

n~1y/4n? 2y
which confirms that a canard solution is present in the vector field when 0 < e <« 1 and ¢; = 0. By

extension, a canard solution is also present in the vector field of the classic MM reaction mechanism (13)
when k_; = 0, given by ¢ = s9 — p [see 8§].
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