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• A computationally expensive 3D VRFB model is reduced to a 2D model

• The 2D model is experimentally and numerically validated
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• Quantitative correlations are established from system non-linearities

• Correlations provide the basis for electrode design improvements
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Abstract

The vanadium redox flow battery (VRFB) is a promising energy storage technology for station-

ary applications (e.g., renewables integration) that offers a pathway to cost-effectiveness through

independent scaling of power and energy as well as longevity. Many current research efforts are

focused on improving battery performance through electrode modifications, but high-throughput,

laboratory-scale testing can be time- and material-intensive. Advances in multiphysics-based nu-

merical modeling and data-driven parameter identification afford a computational platform to ex-

pand the design space by rapidly screening a diverse array of electrode configurations. Herein, a

3D VRFB model is first developed and validated against experimental results. Subsequently, a

new 2D model is composed, yielding a computationally-light simulation framework, which is used

to span bounded values of the electrode thickness, porosity, volumetric area, fiber diameter, and

kinetic rate constant across six cell polarization voltages. This generates a dataset of 7350 electrode

property combinations for each cell voltage, which is used to evaluate the effect of these structural

properties on the pressure drop and current density. These structure-performance relationships are

further quantified using Kendall τ rank correlation coefficients to highlight the dependence of cell

performance on bulk electrode morphology and to identify improved property sets. This statistical

framework may serve as a general guideline for parameter identification for more advanced electrode

designs and redox flow battery (RFB) stacks.
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Nomenclature

List of symbols

v̇ scan rate [V s−1]

F Faraday constant [A s mol−1]

R universal gas constant [J mol−1 K−1]

C̃ref model surface capacitance (geometric area) [F m−2]

Ce electrode capacitance [F]

D diffusivity [m2 s−1]

df mean fiber diameter [m]

Dh hydraulic diameter [m]

Eeq equilibrium potential [V]

Eoc open-circuit potential [V]

H thickness [m]

IEDLC EDLC-measured current [A]

Iox oxidative current [A]

Ired reductive current [A]

k standard rate constant [m s−1]

kCK Carman-Kozeny constant [–]

L electrode or channel length [m]

p? pressure at the entrance of an outlet channel [Pa]

Q volumetric flow rate [m3 s−1]
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R reaction rate [mol m−3 s−1] or fluid flow resistance [kg m−4 s−1]

S source term [mol m−3 s−1]

Sd dissociation rate [mol m−3 s−1]

W electrode width [m]

w width [m]

c̄ x-averaged concentration [mol m−3]

p̄ x-averaged pressure [Pa]

∆p pressure drop [Pa]

il ionic current density entering the liquid phase (local area) [A m−2]

is electronic current density leaving the solid phase (local area) [A m−2]

N molar flux [mol m−2 s−1]

n outward unit normal vector [–]

u velocity vector [m s−1]

M intermediate quantities used to estimate the surface concentrations [–]

P intermediate quantities used to estimate the surface concentrations [–]

a exponent parameter for mass transfer coefficient [–]

AM surface area per mass [m2 kg−1]

AV volumetric area [m2 m−3]

b pre-factor parameter for mass transfer coefficient [–]

c molar concentration [mol m−3]

I current [A]

i current density (geometric area) [A m−2]

i0 exchange current density (local area) [A m−2]

iloc local current density (local area) [A m−2]

km mass transfer coefficient [m s−1]
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me electrode mass [kg]

N number of channels for each half-cell [–]

n number of electrons transferred [–]

P discharge power [W m−2]

p pressure [Pa]

T temperature [K]

Ucell cell voltage [V]

x coordinate in channel length direction [m]

y coordinate in channel width direction [m]

z coordinate in cell thickness direction [m], or charge number [–]

Be Bejan number [–]

Re Reynolds number [–]

Greek symbols

α charge transfer coefficient [–]

η overpotential [V]

Γ boundaries [–]

κ permeability [m2]

λ stoichiometric coefficient [–]

ν kinematic viscosity [m2 s−1]

Ω computational domains [–]

σl ionic conductivity [S m−1]

σs electronic conductivity [S m−1]

θ number of electrode segments [–]

µ viscosity [Pa s]

φl electric potential in the liquid phase [V]

4



φs electric potential in the solid phase [V]

ψpump pump energy conversion factor [–]

ρ density [kg m−3]

τ Kendall correlation coefficient [–]

ε porosity [–]

Ξ cell pumping power [W]

ξ intermediate quantity used to estimate pressure drop [–]

ζ cell power efficiency [–]

Superscripts

0 initial condition

eff effective quantity

s liquid-solid interface

′ uncompressed

Subscripts

+ positive

− negative

0 standard quantity

a anodic

c cathodic

i species, excluding SO4
2−

j species, including SO4
2−

l liquid phase

s solid phase

t positive or negative, t ∈ {+,−}

ch channels
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ele electrode

e electrode

in inlet

mem membrane

out outlet

ref reference quantity

Abbreviations

CV Cyclic voltammogram

EDLC Electrochemical double-layer capacitance

IDFF Interdigitated flow field

MRE Mean relative error

OCV Open circuit voltage

PFF Parallel flow field

RFB Redox flow battery

RMSE Root-mean-square error

SFF Serpentine flow field

SOC State-of-charge

VRFB Vanadium redox flow battery

1. Introduction

Reliable integration of variable renewable energy sources into current electric power infras-

tructure continues to be a challenge for cost-effective grid decarbonization [1]. In particular, the

intermittency of solar and wind generation spans timescales incongruent with daily power demands

and thus requires complementary energy storage systems for uninterrupted operation [2, 3]. Redox

flow batteries (RFBs) are a nascent electrochemical technology anticipated to enable more effective
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use of renewable energy sources [4]. This technology offers independent scaling of stored energy

through active species concentration and tank size as well as the discharge power through the re-

actor area [5]. Vanadium redox flow batteries (VRFBs), the current state-of-the-art embodiment,

possess excellent operational flexibility [6] and design modularity [7], chemical reversibility [8], and

long life cycle [8] making them suitable for grid-scale energy storage applications [6]. However, their

high capital costs and limited power and energy density still prevent widespread market penetration

[8–10] motivating further research into component optimization.
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Figure 1: Schematic representation of a typical single-cell VRFB.

The VRFB interconverts electrical energy and chemical energy by oxidizing and reducing soluble

vanadium cations [11, 12]. A schematic representation of a typical single-cell VRFB is shown in

Fig. 1. The positive and negative electrolyte reservoirs are external of the electrochemical flow cell

and the electrolytes are pumped through the reactor. Within the cell, an ion exchange membrane

serves as a selective barrier preventing electrolyte cross-over, while permitting proton transport [13].

A range of flow fields (e.g., serpentine flow field (SFF), parallel flow field (PFF), and interdigitated
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flow field (IDFF)) are used to distribute electrolytes across the surface of the porous electrodes [14].

The electrodes provide electrochemically active surfaces for the following redox reactions [15]:

Negative electrode: V3+ + e−
charge−−−−−−⇀↽−−−−−−

discharge
V2+, (1)

Positive electrode: VO2+ + H2O
charge−−−−−−⇀↽−−−−−−

discharge
VO2

+ + 2 H+ + e−. (2)

Electrodes play several important roles in the VRFB [16–20] including: i) facilitating the elec-

trochemical reaction kinetics during charge/discharge through surface reactions; ii) impacting cell

resistance through material conductivity; iii) enabling the battery lifetime through the chemical

stability in highly oxidizing positive electrolytes; and iv) influencing the pumping loss through

their permeability and porosity [17]. In general, pristine electrode surfaces have sluggish kinetics

prompting various pretreatment strategies to improve the reaction rate [20, 21], such as thermal

and chemical oxidations and nitrogenizations [8, 15–17]. In addition to augmenting kinetics, these

strategies can also enhance electrode surface area further improving performance [22]. Both the

reaction rate and the surface area are intuitive properties to modify as they impact the electron

flux from the redox reactions at the electrode surface. The electrode thickness also plays a sig-

nificant role in the electrochemical performance [23] and the pressure drop in the cell [24], which

can be modulated by abutting multiple single electrode layers. Finally, studies in the electrode

porosity and permeability reveal connections to the peak power [25], accessible energy density [26],

energy efficiency [26–29], and fluid dynamics [30]. In whole, electrode modifications continue to be

a targeted research area to improve the overall VRFB electrochemical performance [22, 27, 31–39].

However, while the electrode structure-performance relationship can be elucidated with systematic

experimental analyses, these campaigns can be time-, labor-, and resource-intensive. Furthermore,

diverse electrode screening is restricted by commercially available materials or access to in-house

fabrication tools, which limits the breadth and depth of possible electrode morphologies.

Numerical modeling offers an alternative platform to study the impact of component property

profiles, engendered by flow field configurations and electrode materials, on the electrochemical and

the fluid dynamic responses of the RFB cells. These simulations typically require measured, fitted,

or referenced chemical property data in addition to specified governing equations and geometric

dimensions for establishing the computational domain. Three-dimensional (3D) RFB models have

been developed and compared to experimental results [14, 40–47]. However, given the various

feature lengths in a RFB, 3D model are computationally expensive, which has, in turn, motivated
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the development of two-dimensional (2D) RFB models to more quickly compare simulation results

with lab-scale cells [48–57]. These 2D models are generally created by omitting the influence of

one spatial dimension in the RFB, which can result in inaccurate cell-level fluid dynamic values

[58]. Indeed, when compared to the 3D models, 2D simulations sacrifice accuracy for computational

lightness in order to perform myriad calculations in a short amount of time. Nevertheless, some 2D

RFB models have been leveraged for parametric analysis of various cell properties [59, 60], which are

unaffected by inaccuracies in fluid dynamics. Consequently, the parametric sweeps in these studies

yielded large data sets from which additional quantitative relationships could have also been drawn.

To the best of our knowledge, the electrode properties in previous studies have not considered a

quantitative correlative impact on RFB electrochemical and fluid dynamic performance.

Herein, this paper presents a comprehensive integrated experimental and numerical approach to

study the impact of different electrode properties—thickness, porosity, fiber diameter, volumetric

area, and standard rate constant—on cell performance in a systematic fashion at different cell volt-

ages. A lab-scale VRFB cell is constructed to measure electrochemical properties; subsequently, a

full 3D single-cell model and a new reduced 2D model based on the experimental configuration are

developed and validated against the experimental results. Our 2D model offers a computationally

inexpensive approach and a robust approximation of the overall cell performance as evinced by

the similarities between the simulated and experimental polarization curves. We further calibrated

the performance of the 2D model through an in-depth comparison of the 2D and 3D character-

istic responses in velocity, pressure, concentration, solid- and liquid-phase electric potential, and

overpotential. A bounded parametric sweep considering all electrode property combinations is per-

formed using the 2D model resulting in a simulation dataset of 7350 electrode configurations at six

different cell voltages. Statistical correlations between these parameters and the electrochemical

and hydrodynamic outputs are computed to quantify the relative influence of each parameter on

the cell performance. Finally, we conclude by simulating an improved theoretical electrode, based

on the parametric sweep and statistical assessment, using cell electrochemical and pumping power

values to motivate continued work in electrode development.

2. Physical models

The physical models presented in this paper describe the governing physical phenomena and

reaction kinetics in the electrodes, electrolytes, and membrane for both 3D and 2D configurations.
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The physical phenomena include conservation of mass, species, momentum, and charge as well as

reaction kinetics that describes the fluid dynamic and electrochemical responses in a single-cell

VRFB. To simplify the computational complexity, the following assumptions are made:

(1) Steady-state iso-thermal conditions are assumed for all physical processes;

(2) The electrolytes are assumed to be incompressible;

(3) Hydrogen and oxygen evolution are neglected in both electrodes;

(4) Only protons are assumed to pass through the membrane;

(5) Dilute solution approximation is used [61];

(6) All material properties are assumed to be isotropic and homogeneous;

(7) All contact resistances between the electrodes and the flow fields are neglected;

(8) Potential losses in the flow fields and end plates are neglected due to their high electronic

conductivity.

The computational domain for the 3D full-cell model is illustrated in Fig. 2a. The domain includes

the channels (Ωch), electrodes (Ωe), and membrane (Ωmem). The inlets (Γin) and outlets (Γout)

are illustrated as arrows and dotted lines in Fig. 2a and Fig. 2b, respectively. In Fig. 2a, z1 – z6

are referred to the z-coordinates for different interfaces.

2.1. 3D model

2.1.1. Conservation of mass

The conservation of mass in both free flow channels, Ωch, and porous electrodes, Ωe, is described

by the continuity equation:

∇ · u = 0, (3)

where u is the electrolyte velocity field and ∇ · (·) = ∂(·)i/∂xi is the divergence of a field.
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Figure 2: Schematic representations of: (a) the computational domain for the 3D model, (b) the top view of the

domain, and (c) an arbitrary cross section of the domain on the yz plane.

2.1.2. Conservation of momentum

The conservation of momentum in the free flow channels, Ωch, is described by the incompressible

Navier-Stokes equation [62]:

ρ (u · ∇) u = −∇p+ µ∇2u, (4)

where ρ is the electrolyte density, p is the pressure field, µ is the electrolyte viscosity, and ∇(·) =

∂(·)i/∂xj is the gradient of a field. In the porous electrodes, Ωe, the Brinkman equation is adopted
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to describe the conservation of momentum as follows [63]:

ρ

ε

(
(u · ∇)

u

ε

)
= −∇p+

µ

ε
∇2u− µ

κ
u, (5)

where ε and κ are the electrode porosity and the permeability, respectively. Compared to the most

commonly-used Darcy’s law, the Brinkman equation considers the kinetic energy loss due to the

viscous shear forces and allows the no-slip condition at the walls [63, 64]. Furthermore, it is simpler

to solve the partial differential equations as the equation has similar form as the Navier-Stokes

equation in the free-flow channels [64].

The permeability is estimated by Carman-Kozeny equation [65]:

κ =
d2
fε

3

16kCK (1− ε)2 , (6)

where df is the mean fiber diameter in the electrode and kCK is the Carman-Kozeny constant [65].

2.1.3. Species transport

In our model, the contribution of V2+, V3+, VO2+, VO2
+, H+, HSO4

−, and SO4
2−, are con-

sidered in the solution. The electrochemical transport of species in the electrolytes is governed by

the conservation of mass [61]:

∇ ·Ni = Si with Si = Ri + Sd,i, (7)

where i ∈
{

V2+,V3+,VO2+,VO2
+,H+,HSO4

−}, Ni is the concentration flux of the ith species,

Si are the source terms that include the reaction rates (Ri) and the dissociation rates (Sd,i). The

concentration flux that describes the transport mechanisms in the electrolytes is defined by the

modified Nernst–Planck equation [61]:

Ni = −ziciD
eff
i

RT
F∇φl −Deff

i ∇ci + ciu (8)

where R and F are the respective universal gas and Faraday constants, T is the absolute temper-

ature, φl is the electric potential in the liquid phase, ci is the molar concentration, zi is the charge

number, and Deff
i is the effective diffusivity computed as follows:D

eff
i = Di in Ωch,

Deff
i = Diε

1.5 in Ωe.

(9)
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For the electrodes (Ωe), the diffusivity is modified by the electrode porosity through the Bruggeman

correction [66], where Di is the nominal molecular diffusivity. We note that SO4
2− is not included

in Eqs. (7) and (8) as the concentration of SO4
2− is determined by solution electroneutrality as

follows: ∑
j

zjcj = 0, (10)

where zj is the charge number and j includes SO4
2− and all species given in Eq. (7).

2.1.4. Reaction kinetics

The reactions occur at the liquid-solid interface of the porous electrodes, where active species—

including V2+/V3+ and VO2
+/VO2+ for the respective negative and positive electrodes—are gen-

erated or consumed during the interfacial reactions. This leads to mass transport between the bulk

electrolyte and the interface; thus, the reaction rate is controlled partially by the charge transfer

and partially by the reactant supply [67, 68]. To this end, a modified concentration-dependent

Butler-Volmer equation, which considers the interplay between the mass transfer and the charge

transfer effects [55], is used as follows [49, 50, 69]:

iloc,− = i0,−

[
csV3

cV3
exp

(
−αc,−nFη−

RT

)
− csV2

cV2
exp

(
αa,−nFη−
RT

)]
, (11)

iloc,+ = i0,+

[
csV5

cV5
exp

(
−αc,+nFη+

RT

)
− csV4

cV4
exp

(
αa,+nFη+

RT

)]
, (12)

where iloc and i0 refer to the respective local current density and exchange current density, αa and

αc are the respective anodic and cathodic charge transfer coefficients, n is the number of electrons

transferred when an electrochemical reaction occurs (n=1), η is the overpotential, and csi is the

surface concentration at the liquid-solid interface with i ∈ {V2,V3,V4,V5}. The subscripts V2,

V3, V4, and V5 refer to V2+, V3+, VO2+, and VO2
+, respectively, and the subscripts “−” and “+”

correspond to the negative and positive electrodes, respectively. The exchange current densities are

given by [49, 66]:

i0,− = Fk−cV2
αc,−cV3

αa,− , (13)

i0,+ = Fk+cV4
αc,+cV5

αa,+ , (14)
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where k− and k+ are the standard rate constants for the negative and positive reactions, respectively.

The overpotentials are defined as [61]:

η− = φs − φl − Eoc,−, (15)

η+ = φs − φl − Eoc,+, (16)

where φs is the electric potential in the solid phase, and Eoc,t is the open circuit voltage (OCV)

for the tth reaction (t ∈ {−,+}). The OCV is estimated by the Nernst equation; however, we note

that there are several different forms of this equation that result in different predictions of Eoc,t. A

discrepancy of ca. 131–140 mV can be observed when the simplified Nernst equation typical of fuel

cell literature is used [48, 49]. As discussed by Knehr and Kumbur, this is due to the exclusion of the

Donnan potential at the membrane-electrolyte interfaces and the variation in proton concentration

during operation [70]. As such, we adopt a modified Nernst equation given by:

Eoc,− = E0,− +
RT
nF

ln

(
cV3

cV2

)
, (17)

Eoc,+ = E0,+ +
RT
nF

ln

(
cV5 (cH,+)

2

cV4

)
, (18)

where E0,− and E0,+ are the standard equilibrium potentials for the respective negative and positive

reactions, and the second term in the right-hand-side considers the effect of temperature and species

concentrations [70, 71]. As suggested in previous work [50, 70], when determining the proton

concentration in Eq. (18), the sulfuric acid is assumed to be fully dissociated. Thus, it is given as

cH,+ = ciniH,+ + cV5 with ciniH,+ being the initial proton concentration of the positive electrolyte at a

state-of-charge (SOC) of zero. The SOC is defined as follows:

SOC =
cV2

cV2 + cV3
=

cV5

cV4 + cV5
. (19)

Notably, the concentrations given in Eqs. (17) and (18) are in
[
mol L−1

]
instead of

[
mol m−3

]
since the concentrations are derived from chemical activities. Unless otherwise stated, all units are

presented in the Nomenclature section.

The reaction rates, Ri, can be computed from the local current density by Faraday’s law as

follows [61]:

Ri =
λiAV iloc
nF

, (20)
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where AV is the volumetric area and λi is the dimensionless stoichiometric coefficient in the cor-

responding half reactions. In this work, we assume the stoichiometric coefficient is positive for

reducing species and negative for oxidizing species [61].

2.1.5. Sulfuric acid dissociation

The dissociation of sulfuric acid (H2SO4) in the electrolyte, in both Ωch and Ωe, includes two

steps:

H2SO4 −−⇀↽−− H+ + HSO4
−, (21)

HSO4
− −−⇀↽−− H+ + SO4

2−. (22)

According to Knopf et al. [72], H2SO4 is completely dissociated for concentration less than

40 mol kg−1 at temperature between 273 and 323 K. This range includes the electrolyte solutions

used in this paper. Therefore, the first step (Eq. (21)) is assumed to be complete for all the cases

considered in this model. The second step is described by a dissociation source term as reported in

[50]:

Sd = kd

(
cH − cHSO4

cH + cHSO4

− β
)
, (23)

where β is the degree of dissociation of HSO4
− and kd is the dissociation rate constant. The

source terms, Si, are obtained by combining the dissociation rate, Sd, and reaction rates, Ri, as

summarized in Table 1.

Table 1: Source terms, Si, for species transport given in Eq. (7).

Species Negative Positive

V2+ AV iloc/nF —

V3+ −AV iloc/nF —

VO2+ — AV iloc/nF

VO2
+ — −AV iloc/nF

H+ −Sd −Sd − 2AV iloc/nF

HSO4
− Sd Sd

15



2.1.6. Local mass transfer

The surface concentration of the ith species, csi , is estimated from the corresponding bulk con-

centration, ci, through the local mass transport between the interface and bulk electrolyte as follows

[49]:

km (ci − csi ) = −λiiloc
nF

, (24)

where km is the mass transfer coefficient. For a given electrode and electrolyte, the mass transfer

coefficient is given by [73]:

km = b |u|a , (25)

where a and b are empirical constants as describing in Section 4.2. Combining Eqs. (11), (12)

and (24) gives the surface concentrations of the vanadium ions as follows [49]:

csV2 =
P−cV3 +

(
1 + P−

)
cV2

1 +M− + P−
, csV3 =

M−cV2 +
(
1 +M−

)
cV3

1 +M− + P−
, (26)

csV4 =
P+cV5 +

(
1 + P+

)
cV4

1 +M+ + P+

, csV5 =
M+cV4 +

(
1 +M+

)
cV5

1 +M+ + P+

, (27)

where

M− =
k−
nkm

(cV2)
−αa,− (cV3)

αa,− exp

(
αa,−nFη−
RT

)
, (28)

P− =
k−
nkm

(cV2)
αc,− (cV3)

−αc,− exp

(
−αc,−nFη−

RT

)
, (29)

M+ =
k+

nkm
(cV4)

−αa,+ (cV5)
αa,+ exp

(
αa,+nFη+

RT

)
, (30)

P+ =
k+

nkm
(cV4)

αc,+ (cV5)
−αc,+ exp

(
−αc,+nFη+

RT

)
. (31)

2.1.7. Conservation of charge

The conservation of charge states that the total current is conserved throughout the electrodes,

Ωe, and channels, Ωch:

∇ · (is + il) = 0, (32)

where is is the electronic current density leaving the solid phase and il is the ionic current density

entering the liquid phase. Assuming the reaction occurs at the interface, the balance of charge for

each phase gives:

∇ · is = −∇ · il = AV iloc. (33)
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The ionic current density is carried by migration and diffusion of species defined as follows [61]:

il = F
∑
i

zi

(
−ziciD

eff
i F

RT
∇φl −Deff

i ∇ci
)
. (34)

The electronic current density is described by Ohm’s law [61]:

is = −σeff
s,e∇φs, (35)

where the effective electrode electronic conductivity, σeff
s,e, is obtained through the Bruggeman cor-

rection [48]:

σeff
s,e = σs,e (1− ε)1.5

, (36)

where σs,e is the nominal electrode electronic conductivity. In the membrane, Ωmem, the electronic

current density becomes zero and the ionic current density is carried by protons as follows:

∇ · il,mem = 0, (37)

where il,mem is the membrane ionic current density given by an equivalent Ohm’s law [61]:

il,mem = −σl,mem∇φl,mem, (38)

with σl,mem that is referred to the ionic conductivity of the membrane and φl,mem is the liquid-phase

electric potential in the membrane.

2.2. Boundary conditions

In this section, the boundary conditions for a single-cell VRFB, given in Fig. 2, are defined. At

the inlets, the flow rate and the molar concentrations are given by:

−
∫

Γin

u · ndS = Q on Γin, (39)

ci = ci,in on Γin, (40)

where Q is the given volumetric flow rate, dS indicates the surface integral, n is the outward unit

normal vector, and ci,in is the inlet concentration of the ith species. It is assumed that ci,in is equal

to the corresponding initial concentration, i.e., c0i , of the electrolytes measured in experiments. At

the outlets, the pressure is set to zero and the flow is assumed to be fully developed:

pout = 0 Pa on Γout, (41)
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− n · ∇ci = 0 on Γout. (42)

At the exterior walls, no-slip [63] and no-flux conditions are specified:

u = 0 on Γwall, (43)

− n ·Ni = 0 on Γwall, (44)

where the exterior walls boundary, Γwall, is defined as Γtot/ (Γin ∪ Γout) with Γtot being all the

boundaries for the negative and positive half-cells excluding the membrane.

Additionally, an insulation condition is applied for both ionic and electronic current densities

at all boundaries except the rib-electrode and membrane-electrode interfaces:

− n · il = 0, −n · is = 0 on Γtot/
(
Γrib|e ∪ Γmem|e

)
, (45)

where Γrib|e refers to the rib-electrode interfaces (at z2 and z5 for positive and negative half-cells),

and Γmem|e refers to the membrane-electrode interfaces (at z3 and z4 for positive and negative

half-cells) in Fig. 2a.

At the channel-electrode interfaces (Γch|e with z = z2, z5), we assume that the electronic current

cannot be transferred in the electrolyte. Hence, an insulation condition is applied only for the

electronic current density:

− n · is = 0 on Γch|e. (46)

At the negative, Γrib|e,−, and the positive, Γrib|e,+, rib-electrode interfaces, as stated in the last

assumption listed in Section 2, the electric potentials in the solid phase are assumed to be given

[14]:

φs =

 0 V on Γrib|e,−,

Ucell on Γrib|e,+,

(47)

(48)

where Ucell is the given cell voltage. At the membrane-electrode interfaces, the current density

fluxes are continuous; however, we note that no electronic current density can be transferred across

the membrane. A continuous boundary condition can be applied to the ionic current densities as

follows:

n · il = n · il,mem on Γmem|e. (49)
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Since only the protons can pass through the membrane, the current density over the entire membrane-

electrode interface is described by proton concentration flux as follows:

n ·NH =
n · il
F

on Γmem|e. (50)

Furthermore, a liquid-phase potential shift is presented across the membrane-electrode interface

due to the proton concentration difference [50, 70]. The potential shift is computed by the Donnan

potential [74] as follows:

φl − φl,mem = −RT
F

ln

(
cH

cH,mem

)
on Γmem|e, (51)

where cH,mem is the proton concentration in the membrane calculated from electroneutrality [75]:

cH,mem = −zfcf , (52)

with zf and cf being the charge number and the concentration of the fixed charge sites in the

membrane, respectively. As reported in previous studies [48, 76], cf is set to 1200 mol m−3 and

assumed to be constant throughout the process.

2.3. 2D model

To alleviate the computational complexity of the full 3D model, a new 2D model is also de-

veloped. Our 2D model incorporates the averaging effect of the outlet pressure through a reliable

approximation, which will be discussed (vide infra). This allows the 2D model to properly capture

the polarization curve and fluid dynamic responses of the full 3D model. A schematic representation

of the 2D model in an arbitrary cross section in the yz plane of Fig. 2 is shown as Fig. 3, where

Γin,2D, Γout,2D, and Γwall,2D indicate the inlets, outlets, and walls, respectively. The symmetric

boundary, Γsym, is used to simplify the computational domain due to symmetry along the y axis

in the cell.

For the 2D model, apart from the assumptions listed in Section 2, variations of the scalar field

quantities, i.e., pressure, concentrations, overpotentials, electric potentials, in the direction of the

channel length (x direction) are assumed to be negligible; whereas, for the vectorial quantities such

as the velocity field, the components in the yz plane are assumed to be constant in the x direction.

The directions are defined in Fig. 2. The components in the yz plane for the entities are emphasized

since the x direction is neglected in the reduced model. We note that this assumption is based on
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Figure 3: Schematic representation of the computational domain for the 2D model.

the special characteristics of IDFF, and further examinations might be required for alternate flow

fields.

For the 2D physical modeling, all 3D governing equations (Eqs. (3)–(38)) remain valid. Whereas

for the boundary conditions, only the fully developed flow at the outlets and those related to the

exterior walls, current densities, and electric potentials (Eqs. (42)–(51)) still hold. As shown in

Fig. 3, the inlets and the outlets are assumed to be the interfaces between the channel and flow

field. The geometric characteristics of the IDFF force electrolytes in channels to pass through the

porous electrode [59, 77]. Hence, a modified flow rate condition is applied as follows:

−
∫

Γin,2D

(u · n)Lds =
Q

2
on Γin,2D, (53)

where ds refers to the line integral over the inlet boundary. The flow rate, Q, is halved since only

one half of the model is studied due to the symmetry boundary condition.
∫

Γin,2D
Lds is referred

to the corresponding channel area in the xy direction.

At Γsym, the symmetric boundary conditions are applied [62]:

u · n = 0 on Γsym, (54)

− n ·Ni = 0 on Γsym. (55)

Theoretically, the 3D inlet concentration condition, Eq. (40), should be modified as:

ci = c̄i,in on Γin,2D, (56)
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where c̄i,in refers to the x-averaged 3D concentration at the corresponding channel-flow field inter-

faces, at z1 and z6 for positive and negative half-cells, respectively (Fig. 2a). It can be shown from

the 3D simulations that c̄i,in is close to ci,in with relative discrepancies smaller than 0.1 % for cell

voltage from 0.1 V to the model OCV (1.35 V). Therefore, the 3D inlet concentration condition

(Eq. (40)) still holds for the 2D model.

Similarly, an x-averaged 3D outlet pressure condition is applied:

pout,2D = p̄out on Γout,2D, (57)

where p̄out refers to the corresponding x-averaged 3D pressure. Unless otherwise stated, p(·) stands

for 3D pressure.

To estimate the value of p̄out, we performed a full 3D simulation and extracted the streamlines

to study how the electrolyte flows from inlets to outlets, as shown in Fig. 4a. Thereafter, we put

emphasis on an arbitrary unit-channel pair composed of an inlet channel, an outlet channel, and

a porous electrode between the two channels, as depicted in Fig. 4b. It can be seen that the fluid

predominately flows in x direction in channels and y direction in the under-rib electrode, which is

in agreement with the assumption given in Ref. [78].

To this end, we estimate the pressure distribution along the channels assuming the unit inlet-

outlet channel pair consists of several identical segments in x direction (i.e., θ segments for the

electrode portion, and (θ − 1) for each channel). We further developed an analogous equivalent

circuit model as shown in Fig. 4c, where the volumetric flow rate, pressure, and fluid flow resistance

are equivalent to electric current, potential, and resistance, respectively [79]. Compared to the

computational fluid dynamics simulation, the equivalent circuit modeling techniques are preferred

here considering their simplicity and light computational complexity [79, 80]. We note that similar

work has been reported in Ref. [81] for fuel cells and Ref. [24] for VRFBs. As depicted in Fig. 4c, the

equivalent circuit is composed of a series of flow resistances, such as Rch/(θ − 1) for each channel

segment and Rele/θ for each electrode segment. Here, Rch corresponds to the flow resistance

associated with a single channel flowing in the x direction, which can be estimated through the

Darcy-Weisbach equation [82]:

Rch =
128µL

πD4
h

, (58)

with Dh being the hydraulic diameter of the rectangular channel defined as follows [83]:

Dh =
2Hchwch
Hch + wch

. (59)
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The term Rele indicates the flow resistance associated with the electrode under rib flowing in

the y direction, estimated by the Darcy’s law [83]:

Rele =
µwrib
κHeL

. (60)

The pressure at the entrance of the outlet channel, p?, can be analytically expressed as a function

of pin, Rch, and Rele by imposing basic circuit rules (i.e., Kirchhoff’s circuit laws [84]). We note that

this expression increases in reliability with larger values of θ; however, our numerical investigation

on the change of p?/pin with respect to θ revealed that θ = 2 can provide the simplest expression

with acceptable errors (< 5 %). This expression is given as follows:

p?

pin
≈ p?

pin

∣∣∣∣
θ=2

=
Rch

2Rele +Rch
. (61)

Our further investigation showed that the pressure distribution along an outlet channel in x direction

(i.e., p(x)) can be well approximated by a half parabola that has axis of symmetry on the entrance

side. Knowing the approximated analytical expression of p(x), it is easy to find the value of p̄out/p
?

as follows:
p̄out
p?
≈

1
L

∫ L
0
p(x)dx

p?
≈ 2

3
. (62)

This results in an analytical expression of p̄out as a function of pin by combining Eqs. (61)

and (62) as follows:

p̄out ≈
2

3
· Rch

2Rele +Rch
pin. (63)

The detailed derivation can be found in Section S1 of the Supporting Information.

Hereafter, with the assumption of imposed zero pressure at the outlet, the inlet pressure (i.e.,

pin) for IDFF can be estimated by an empirical equation [78, 85]:

pin =
8µQL (wch +Hch)

2

Nw3
chH

3
ch

(
1 +

2 + 2 cosh ξ

ξ sinh ξ

)
, (64)

where N is the number of channels (N = 7 here, following the configuration given in [86]), wch,

wrib, He, Hch, and L are the geometric quantities as shown in Fig. 2. The quantity ξ is given as

follows:

ξ2 =
32L2κHe (wch +Hch)

2

(wch + wrib +He)w3
chH

3
ch

. (65)
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Figure 4: (a) 3D view of the streamlines indicating how the electrolyte flows from inlets to outlets for IDFF (negative

half-cell) at 10 mL min−1, obtained from the 3D simulation, (b) emphasized top view of the streamlines indicating

how the electrolyte flow from one inlet to an adjacent outlet, (c) an equivalent electrical circuit to simulate the

pressure distribution in (b). θ represents the number of segments for the electrode portion. Rch/(θ− 1) and θ ·Rele

refer to flow resistance for each channel and electrode segment, respectively.

3. Experiment

3.1. Materials and methods

Sulfuric acid (95.0–98.0 %, Sigma-Aldrich) and vanadium (IV) sulfate oxide hydrate (99.9 %,

Alfa Aesar) were used as received to create the electrolyte for the full VRFB cell. All experimental

reagents were prepared and stored at room temperature.
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3.2. Experimental setup

3.2.1. Vanadium redox flow cell

Two untreated Freudenberg H23 (Fuel Cell Store) electrodes were cut with a razor to 1.4 cm×

1.6 cm yielding a ca. 2.24 cm2 geometric area that were stacked on each side of the cell. The

electrode compression was controlled with polytetrafluoroethylene gaskets to ca. (20± 2) % of the

measured thickness (±15 µm, Mitutoyo 7326S caliper). To prepare the electrolyte for polarization,

50 mL of 1.5 M VOSO4 and 2.6 M H2SO4 were each placed in two glass reservoirs under a humidified

nitrogen sparge. An Easy-Load II peristaltic pump (Cole-Parmer) with Masterflex L/S 16 tubing

pumped the electrolyte at 10 mL min−1 from the reservoirs to the positive and the negative sides

of the flow cell. The electrolyte was forced through an IDFF before contacting the electrodes and

the Nafion 212 membrane (Fuel Cell Store; used as received). The electrolyte then exits the reactor

body and returns to the reservoirs. A schematic of the cell is shown in Fig. 5a. All electrolytes for

this study were pumped through the cell for 50 min to promote wetting and to remove trapped air

bubbles. An Arbin Battery Tester (FBTS, Arbin Instruments) was used to convert the two VO2+

electrolytes to VO2
+ on the positive side and V2+ on the negative side by holding a 1.7 V potential

until ca. 0 A was measured. The VO2
+ electrolyte was discarded and replaced with the identical

VO2+ solution as described (vide supra). Prior to polarization, a new VRFB assembly was used

to achieve a 50 % SOC by first charging the cell to 100 % SOC (1.7 V) at 255 mA and then to 0 %

SOC (0.9 V) with −255 mA. Immediately following, the cell was charged at 255 mA for half the

discharge time to achieve a 50 % SOC. The polarization was then performed with constant 25.5 mA

discharge increments for 2 min, after which a 25.5 mA charging current density was used to restore

the system to 50 % SOC. The polarization procedure was conducted from OCV to 0.7 V. The last

10 data points for the discharge current steps were averaged to generate the polarization curve.

3.2.2. Electrochemical double-layer capacitance

The electrochemical double-layer capacitance (EDLC) experiment was performed to estimate

the surface area of the two-electrode stacks in the flow cell. A ca. 20 mL 2.6 M H2SO4 solution was

used to measure the average non-Faradaic currents as calculated by:

IEDLC =
1

2
(Iox + |Ired|) , (66)

where IEDLC is the EDLC-measured current, Iox is the oxidative current, and Ired is the reductive

current. The single electrolyte configuration [87] was used to determine the EDLC as shown in
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Figure 5: (a) The VRFB schematic showing the 50 % SOC for both the positive and the negative sides, (b) the single

electrolyte configuration for measuring the EDLC with the H2SO4 supporting salt, (c) the three-electrode set-up with

the glass carbon working electrode (WE), the Ag/AgCl reference electrode (RE) and the Pt mesh counter electrode

(CE)

Fig. 5b, where the electrolyte is drawn at 10 mL min−1 from the reservoir to the positive side, then

immediately passed through the negative side before returning to the reservoir. After a 20 min flow

to promote wetting, cyclic voltammograms (CVs) were taken with a Bio-Logic VMP-3 at scan rates

of 50, 100, 200, 300, and 400 mV s−1 with 100 % resistance compensation. The Iox and the Ired

values were estimated from the current values closest to 0 V to determine IEDLC ; this experiment

was repeated once. After testing, the electrodes were removed and the same CV scan rates were

used to determine and to subsequently subtract off the non-Faradaic currents from a blank cell.

The slope of IEDLC vs. the scan rate (v̇) was used to determine the electrode capacitance (Ce), as

shown in Eq. (67):
dIEDLC

dv̇
= Ce. (67)

Using Ce, the estimated electrode specific surface area per mass (AM ) can be calculated through:

AM =
Ce

C̃ref me

, (68)
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where C̃ref is the capacitance of a model surface and me is the mass of the electrode. The model

surface capacitance can be measured through a three-electrode set-up (Fig. 5c) using a material

with a known surface area. A 3 mm diameter glass carbon (CH Intruments) electrode was used as

the working electrode in conjunction with a Ag/AgCl reference electrode (CH Instruments), and

an in-house Pt mesh counter electrode. The glassy carbon electrode was polished with a 0.05 µm

alumina slurry MicroPolish on a MicroCloth polishing cloth (Buehler), before drying with de-ionized

water and lens paper (VWR). CVs were taken in the three-electrode configuration with ca. 20 mL

2.6 M H2SO4 solution in a glass scintillation at scan rates previously described (vide supra) using

a Bio-Logic VSP with 100 % resistance compensation. This measurement was repeated once, and

the calculations for determining C̃ref are identical to those described in Eqs. (66) and (67).

4. Models calibration and validation

4.1. Numerical solution

The developed physical models presented in this paper are solved using COMSOL Multiphysics®

modules [88]. COMSOL Multiphysics® is a user-friendly computational platform for comput-

ing coupled multiphysics-based problems. While there are limited innate solver types, COMSOL

Multiphysics® has flexible equation modifications and implementation, which are paramount for

this study. The weak form of the governing equations is discretized in space by standard Galerkin

Finite Element (FE) method. The three-node triangle elements in 2D and four-node tetrahedral

elements in 3D are used to approximate the state variables. To prevent numerical instabilities and

oscillations in the solutions of the incompressible Navier-Stokes and advection-diffusion equations

[89, 90], the weak forms of the governing equations are affixed with consistent stabilization terms

corresponding to streamline-diffusion [91] and crosswind-diffusion [92].

A global mesh refinement with 1.06× 107 elements is used to discretize the 3D model, where

a mesh refinement based on a local solution is used to increase the accuracy of the fluid dynamic

responses with 2.11× 107 elements. The 2D model is discretized with 2.11× 104 elements. The

meshes are generated using COMSOL built-in unstructured mesh generation methods, which show

higher flexibility when applied to a complex geometry compared to the structured ones [93]. Finer

elements are prescribed in the sharp corners, boundaries, etc., to capture the possible steep vari-

ations. More details can be found in Section S2 of the Supporting Information, such as a mesh
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refinement study showing negligible discretization errors. For the results presented in this study suf-

ficiently fine meshes with negligible errors are considered. An iterative Algebraic Multigrid method

[94] is used to solve 3D equations and a direct linear solver is used to solve 2D formulations. The

discretized nonlinear problem is considered to converge if the norm of the Newton update step is

less than the relative tolerance of 1× 10−4.

All numerical simulations are performed in a Linux environment with Intel® Core™ i5-8500

(Hexa-Core, 3.00 GHz) processor and random-access memory (RAM) of 32 GB. The detailed com-

parison of consumed computational resources for each polarization point between the two different

models are listed in Table 2.

Table 2: Comparison of consumed computational resources averaged for each polarization point between 3D and 2D

models. The data are recorded for Ucell from 0.1 V to 1.349 V.

Case Memory usage Average simulation duration

3D 30.89 GB 2137.87 s per point

2D 4.72 GB 9.96 s per point

4.2. Model parameters

Herein, we present material and model parameters used in the numerical simulation. In the

cases where the experimental methods were not feasible, numerical fitting is used to determine

the parameters and the extracted values are compared to the peer-reviewed literature. Unless

otherwise stated, all model and material parameters are listed in Tables 3–5 with references for

the parameters given in the Ref. column, where the abbreviations exp., mfr., and est. refer to

experiment, manufacturer, and estimated, respectively.

The Carman-Kozeny constant, kCK , is estimated by fitting the experimentally measured per-

meability with the same compressed porosity, as previously reported in Ref. [96]. The porosity, ε,

is determined using an electrode mass equation defined as:

ε = 1− H ′e
He

(1− ε′) , (69)

where H ′e and ε′ are the uncompressed electrode thickness and porosity, respectively. The value of

ε′ is reported as 0.74 from mercury intrusion porosimetry [95]; whereas, the value of H ′e is directly

measured and listed in Table 5.
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Table 3: Model parameters and properties used in numerical simulations. The abbreviations exp. and mfr. refer to

experiment and manufacturer, respectively.

Symb. Description Value Ref.

R Universal gas constant 8.3145 J mol−1 K−1

F Faraday constant 96 485.3329 A s mol−1

AV Volumetric area 238 301 m2 m−3 exp.

ε Compressed porosity 0.68 exp.

df Mean fiber diameter 9 µm [95]

kCK Carman-Kozeny constant 0.42 [96]

ρ− Negative electrolyte density 1338.06 kg m−3 exp.

ρ+ Positive electrolyte density 1357.20 kg m−3 exp.

µ− Negative electrolyte viscosity 5.423× 10−3 Pa s [97]

µ+ Positive electrolyte viscosity 4.827× 10−3 Pa s [97]

β Degree of dissociation for HSO4
− 0.25 [50]

kd Dissociation rate constant for HSO4
− 1× 104 mol m−3 s−1 [50]

DH Diffusivity of H+ 9.312× 10−9 m2 s−1 [61]

DHSO4
Diffusivity of HSO4

− 1.330× 10−9 m2 s−1 [61]

DSO4 Diffusivity of SO4
2− 1.065× 10−9 m2 s−1 [61]

DV2, DV3 Diffusivity of V2+ and V3+ 1.300× 10−10 m2 s−1 [98]

DV4, DV5 Diffusivity of VO2+ and VO2
+ 7.740× 10−11 m2 s−1 [98]

αa,t, αc,t Anodic and cathodic charge transfer coeff. 0.5 [49]

E0,− Negative standard equilibrium potential −0.255 V [61]

E0,+ Positive standard equilibrium potential 1.004 V [61]

k− Negative standard rate constant 3.3× 10−8 m s−1 fitted

k+ Positive standard rate constant 6.8× 10−7 m s−1 [99]

T Temperature 295 K exp.

σs,e Electronic conductivity of electrode 377.78 S m−1 mfr.

σl,mem Ionic conductivity of membrane 1.04 S m−1 fitted

a Parameter for km = b|u|a 0.4 [73]

b Parameter for km = b|u|a 1.33× 10−5 fitted
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Table 4: Initial concentrations at 50 % SOC. The abbreviations exp. and est. refer to experiment and estimated,

respectively.

Symb. Description Value Ref.

c0V2 Initial concentration of V2+ 750 mol m−3 exp.

c0V3 Initial concentration of V3+ 750 mol m−3 exp.

c0V4 Initial concentration of VO2+ 750 mol m−3 exp.

c0V5 Initial concentration of VO2
+ 750 mol m−3 exp.

c0H,+ Initial concentration of H+ (positive) 3718.75 mol m−3 est.

c0H,− Initial concentration of H+ (negative) 2781.25 mol m−3 est.

c0HSO4,+
Initial concentration of HSO4

− (positive) 2231.25 mol m−3 est.

c0HSO4,− Initial concentration of HSO4
− (negative) 1668.75 mol m−3 est.

ciniH,+ H+ concentration at SOC = 0 (positive) 5200 mol m−3 est.

ciniH,− H+ concentration at SOC = 0 (negative) 3700 mol m−3 est.

The positive standard rate constant, k+, the ionic conductivity of the membrane, σl,mem, and

the empirical constant for the mass transfer coefficient, b, are determined by the numerical curve

fitting of the simulated and experimental polarization curves. The residuals of the curve fitting are

shown in Fig. S11 in the Supporting Information:

• The positive standard rate constant, k+, is set to 6.8× 10−7 m s−1. The value is adopted

from the experimental results given in [99]. However, the negative standard rate constant, k−

is numerically fitted to 3.3× 10−8 m s−1. These values are in agreement with the previously

reported numerical [10, 49–51, 54, 57, 100–106] and experimental [107] studies.

• The ionic conductivity of the Nafion 212 membrane, σl,mem, is numerically fitted to 1.04 S m−1.

We note that this quantity varies from the experimentally-determined value of 5.4 S m−1 [108]

but is in agreement with previously reported studies [109], which has been hypothesized to

be the result of variations in contact resistance. We note that this quantity varies from

the experimentally-determined value of 5.4 S m−1 [108] but is in agreement with previously

reported studies [109], which has been hypothesized to be the result of variations in contact

resistance. While there is evidence that membrane thickness, Hmem, can enlarge due to
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Table 5: Geometric parameters of the VRFB model. The abbreviations exp. and mfr. refer to experiment and

manufacturer, respectively. The configuration is the same as previous work [86].

Symb. Description Value Ref.

L Length of the electrode 16 mm exp.

W Width of the electrode 13 mm exp.

wch Channel width 1 mm exp.

wrib Rib width 1 mm exp.

Hch Channel thickness 0.5 mm exp.

He,− Negative electrode thickness 3.1496× 10−4 m exp.

He,+ Positive electrode thickness 3.0988× 10−4 m exp.

H ′e,− Pristine negative electrode thickness 3.9624× 10−4 m exp.

H ′e,+ Pristine positive electrode thickness 3.9624× 10−4 m exp.

Hmem Membrane thickness 50.8 µm mfr.

swelling [110, 111], Hmem does not influence the fluid dynamics, and the electrochemical

changes would be captured by fitting the σl,mem to the experimental data.

• The empirical constant a is set to 0.4 and the other constant b is numerically fitted to

1.33× 10−5. According to previous work [112, 113], the exponent constant a is typically

in the range of 0.3 to 0.5 for laminar flow. This value of a (i.e., 0.4) is also widely reported in

previous modeling studies [14, 40, 49, 54–57, 114–119]. For b, the fitted value, 1.33× 10−5,

is within the range of the previously reported values; for example, km,− = 1.69 × 10−5 |u|0.4

and km,+ = 1.07× 10−5 |u|0.4 as reported in Delanghe et al. [120].

4.3. Models validation

Here, the validation of the developed VRFB models against the experimental results is described.

In particular, the performance of the 3D is compared against the experimental polarization curve

at a flow rate of 10 mL min−1 and from OCV to 0.627 V, as detailed in Section 3. The discharge

polarization curve generated in this study is similar to previous work [96] with a comparison of

the experimental and the simulated polarization curves is shown in Fig. 6 revealing that the 3D

simulation is in excellent agreement with the experimental data. The mean relative error (MRE) and
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root-mean-square error (RMSE) of the 3D simulated results with respect to the experimental ones

are 0.32 % and 5.4 mV. The RMSE, frequently used as a measure for the deviation between model

predicted and experimental data, is calculated as the square root of the mean square of the fitting

residuals [121, 122]. It (5.4 mV) is negligible compared to the Ucell range of approximately 0.6–

1.4 V, suggesting an excellent fit [122, 123]. The largest discrepancy of ca. 2.5 % is observed near the

zero current density, which could be caused by the difference between the predicted (i.e., Eqs. (17)

and (18)) and experimental OCV [70]. This discrepancy can be attributed to the assumption of unit

activity coefficients, according to previous work [70]. Similar discrepancies have also been reported

of ±1.2 % ([70]) and 1.9–2.8 %([124]), demanding further work on improving the OCV prediction

precision. Additionally, the polarization curve generated from the 2D and the 3D models are

compared. Considering that one of the main goals of this work is to establish a methodology for

simplifying a computationally-expensive 3D model with interdigitated flow fields into a light 2D

model, while retaining accuracy, we extend the comparison range from OCV–0.627 V to OCV–0.1 V

to cover the high current density region that is dominated by the mass transfer losses [109]. We

acknowledge that the experimental data does not extend to the 0.1 V; however, this abbreviated

experimental range can still be used for model validation and subsequent analysis [41, 42, 44, 102,

118, 125–127]. The comparison between the two models shows good agreement across the entire

current density region with MRE and RMSE of 0.43 % and 3.8 mV, respectively. The greatest

relative difference between two simulations remains less than 0.5 %. It can be seen that the 2D

model provides an accurate polarization behavior with largely reduced computational cost.

We further investigated the performance of the 2D model by comparing the spatial variations of

the cell responses with the corresponding 3D ones. The comparison of the fluid dynamic responses

(i.e., velocity yz component and pressure) is shown in Fig. 7a and b, and the comparison of the

electrochemical responses (i.e., vanadium concentration, electric potential in both liquid and solid

phases, and overpotential) at 0.1 V are presented in Fig. 7c-f. The electrochemical responses at

0.5, 0.9, and 1.3 V are also examined and presented as Fig. S12-S14 of the Supporting Information.

The second column of the figures is the x-averaged 3D responses, computed as follows:

(̄·) =
1

L

∫
(·)dx,

where (·) is the corresponding 3D response. From the comparison of the first and second columns in

Fig. 7, the 2D responses show good agreement with the averaged 3D values for both fluid dynamic
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Figure 6: Comparison of polarization curves of the 3D and 2D simulations and the experimental data. “Exp.” refers

to experiment.

and electrochemical quantities. As shown in Fig. 7a, c-e, the largest discrepancies occur at the region

near the outlet. For the 2D velocity and concentration responses, it can be seen that overshoots

exist at the inlet and/or outlet boundaries. This can be caused by the approximated 2D inlet and

outlet boundary conditions assumed at the interfaces between the channel and flow field (Eqs. (42)

and (53)). However, in reality, these boundaries are enclosed partial walls. Furthermore, there are

small discrepancies in the pressure distribution at the outlet and the intermediate inlet channels

that come from the estimation of x-averaged outlet pressure (Eqs. (63) and (64)). This estimation

assumes that the pressure at all the inlet boundaries are equal; but, as shown in the 3D result,

the intermediate inlets have a lower pressure than the outer inlets. Nevertheless, the 2D model

provides a reasonable pressure drop prediction, though an accurate pressure distribution might be

difficult to obtain with a planar 2D model. We note that our 2D model shows good agreement on

the fluid dynamic responses with respect to the 3D model for different flow rates (1–15 mL min−1),

as presented in Fig. S15-S17 in the Supporting Information. These comparisons demonstrate that

incorporating the x-averaged outlet pressure retains the fluid dynamic accuracy of the 2D model.
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Additionally, a simple scale-up study on the p̄out estimation (Eq. (63)) is performed to check its

ability to scale to larger cells. The study shows that Eq. (63), which is obtained from θ = 2,

works well only when the channel length within a limited range (i.e., approximately 0–2 cm), while

better performance across the entire channel length range can be achieved by increasing the value

of θ. The results are attached in Section S5 of Supporting Information. We note that evaluating

the performance of the 2D modeling framework for other flow fields—such as SFF and PFF—are

beyond the scope of this paper. However, some of the assumptions considered in this paper only

hold for IDFF, hence additional examinations might be necessary for other flow field configurations.

5. Results and discussion

We describe the results of the extensive parametric analysis of the negative electrode to show

trends in the overall cell current density for different cell voltages during discharge. We first justify

the cell-level and electrode parameters used in this study and define a structural dimensionless

number composed of different parametric input variables to aid in visualization of the electrode

design space. We then discuss the electrochemical and the hydrodynamic performance from the

parametric sweep. Finally, we quantify the correlations in various structural parameters with the

electrochemical and fluid dynamic performance of the cell and posit an improved electrode structure.

5.1. Parametric Sweep Selection

The parametric analysis was performed by altering the physical input values for the negative

electrode in the 2D model. The negative electrode was chosen to study the isolated effect of macro-

homogeneous electrode structure on cell performance since it typically has the slower reaction

kinetics [128]. Additionally, while other cell-level parameters—such as flow rate [60] and concen-

trations [50]—could be adjusted (and often are in practice to improve performance), we chose to

only modify the structural properties to later demonstrate possible single electrode improvements

in the electrochemical and fluid dynamic performance. In particular, the structural parameters are

He,−, ε−, df,−, AV,−, and k− for six full-cell polarization voltages. We selected these parameters

without presupposition of interrelations in order to observe far-reaching possible various electrode

morphologies. However, the parameter sweep values herein are not unrealistic, as various peer-

reviewed literature observe the electrode properties as shown in Table 6 for He,− [129, 130], ε− [95],

df,− (κ−) [131], AV,− [21], and k− (vide supra).
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Importantly, df,−, which is only used in estimating permeability through the Carman-Kozeny

equation (Eq. (6)), has no relationship with the current density as there is no direct connection

between the two variables within the set of fundamental physical equations. Additionally, the

permeability varies in all spatial directions and is a function of the microstructural properties of the

system, which is commonly estimated through the Carman-Kozeny equation (Eq. (6)), and, more

specifically, the kCK and df . Instead of using the 3D tensor and kCK values for each direction, the

bulk averaged permeability, corresponding to different df,− and constant kCK through all directions,

was implemented, primarily to treat the electrode as macrohomogeneous Indirectly, the permeability

value in these simulations, derived from df,−, contains information regarding the porous media but

is not manifested in the output current density. A direct sensitivity analysis of the structure would

need to include information such as the tortuosity and the pore size distribution not captured in this

simulation domain, largely due to computational expense. Nevertheless, this bulk scalar quantity

can be used in lieu of more detailed information in order to determine the sensitivities of other

parameters on the electrochemical response of the system.

Similarly, the AV,− quantity was directly input instead of employing an approximation. Previous

models typically use AV estimations, such as the long-fiber approximation [43, 59, 60]. However,

previous work has shown that the long-fiber approximation can differ from in situ EDLC mea-

surements by more than an order of magnitude [132]. Indeed, using the long-fiber approximation

would reveal electrochemical trends by varying the df,−, but given the variety of surface area [133]

approximation and the lack of in situ estimations for RFBs, we chose to keep the AV,− quantities

unconstrained.

This parametric analysis results in 44 100 different simulation results. To aid in the visualization

of the data, a dimensionless quantity was introduced to define a unique variable that is a function

of input parameters. Often, this non-dimensionalization can aid in combining multiple simulation

inputs into a single quantity [43, 59, 60]. The dimensionless quantity is defined as follows:

Π-Group = He,− · ε−−1 ·AV,−. (70)

5.2. Polarization and pressure drop trends

To assess the effect of the negative electrode structural components on the electrochemical

performance, i · i0−1 is plotted against the structural parameters at 1.3, 1.1, 0.9, 0.7, 0.5, and 0.3 V
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Table 6: Parameter list for the parametric analysis.

Parameters Unit Values Count

He,− 10−4 m 1, 3, 5, 7, 10, 15, 20 7

ε− – 0.60, 0.65, 0.70, 0.75, 0.80, 0.85, 0.90 7

df,− 10−6 m 5, 6, 7, 8, 9 5

AV,− 105 m2 m−3 0.1, 1, 1.9, 2.8, 3.7, 4.6 6

k− 10−7 m s−1 0.2, 0.7, 1.2, 1.7, 2.2 5

Ucell V 0.3, 0.5, 0.7, 0.9, 1.1, 1.3 6

for Fig. 8a, b, c, d, e, and f, respectively, with the color of the points referring to the different k−

values. Indeed, there is a large operation space for the polarization as the myriad of combinations

of He,−, ε−, and AV,− can yield regions of high and low performance. For all cell voltages, the effect

of k− aligns with intuition: as the reaction rate increases, i0 increases and thus the i · i0−1 quantity

decreases. Additionally, as the cell continues to discharge at lower cell voltages, the value of i

increases. Interestingly, the dimensionless parameter spans multiple orders of magnitude (Fig. 8)

and reveals several regions of improved current density. However, as the cell voltage reaches mass

transfer limiting regimes, the changes in the structural properties do not evince improvements in

the current density. This phenomena is can be seen in Fig. 8e and f at He,− · ε−−1 · AV,− values

above 100.

The fluid dynamic response of the macrohomogeneous modifications can also be considered

primarily through the changes in the pressure drop along the electrode, i.e., ∆p−. However, as

shown in Eqs. (4) and (5), there are no direct relationships between AV,−, Ucell, and k− with the

fluid dynamics. As such, only the modifications in He,−, ε−, and df,− are used for comparative

metrics of the pressure drop.

The variation of pressure drop with respect to these three parameters are presented as Fig. 9,

where all the quantities except df,− are non-dimensionalized to facilitate scaling [62, 134]. The

non-dimensional pressure drop is defined as the Bejan number (Be) [135, 136]:

Be =
∆p−L

2

µ−ν−
, (71)

36



(b) (c)

He⋅ε
-1⋅AV [-]

(e) (f)(d)

100 101 102 103100

101

102

103

104

(a)
i⋅i

0-1
 [-

]
k [m

 s
-1]

2.2

1.7

1.2

0.7

0.2

⨉10-7

100

101

102

103

104

100 101 102 103 100 101 102 103

Figure 8: The responses in the i · i0−1 for different dimensionless quantity, He,− ·ε−−1 ·AV,−, for different k− values

at (a) 1.3 V, (b) 1.1 V, (c) 0.9 V, (d) 0.7 V, (e) 0.5 V, and (f) 0.3 V. The subscript “−” representing negative half-cell

is neglected in the figure.

where ν is the kinematic viscosity defined as

ν− =
µ−
ρ−

,

and L (i.e., flow field channel length) is the characteristic flow length of the VRFB with IDFF

[85]. Furthermore, the He,− is non-dimensionalized as He,−W
−1. The porosity (ε−) is already a

non-dimensional quantity, and the df,− is left with dimensions.

Fig. 9a, b, and c show the Be as function of the df,− and the ε− for respective He,− values of

1× 10−4, 7× 10−4 and 20× 10−4 m; and, Fig. 9d, e, and f show the Be as function of the df,−

and the He,− for respective ε− values of 0.60, 0.75, and 0.90. For Fig. 9a-c, decreasing df,− results

in increases in Be due to the relationship with Carman-Kozeny equation. The effect of He,− can

also be seen, as at higher values of He,− the values of Be decreases. This can also be seen in

Fig. 9d-f, where increases in He,− · W−1 reveal lower Be. The effect of the change in ε− show

nearly indistinguishable plots, suggesting the system is more sensitive to changes in He,− and df,−

for influencing the overall fluid dynamics. Holistically, these plots depict a region of high and low

pressure loss across the cell that arises from the variations of the intraelectrode velocities; plots of

the corresponding Reynolds number are shown in Fig. S19 and S20 of the Supporting Information
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to show the changes at different electrode thicknesses, porosities, and fiber diameters.

5.3. Quantitative calculations

Hitherto, trends in simulation data have been qualitatively discussed and the effect of different

parameters on electrochemical and fluid dynamics have been explored. However, large data set

affords the ability to identify quantitative relationships between various input and output param-

eters through correlation analyses. The Kendall τ rank correlation coefficient [137] can be used

to determine the correlations between the structural inputs and various electrochemical and fluid

dynamic outputs. Unlike the Pearson correlation, the Kendall correlation is a robust calculation for

non-linear data [138] with outliers [139]. The equation for the Kendall rank correlation coefficient

is defined as [137]:

τ =
2

n(n− 1)

n∑
i=1

n∑
j=1

sign (xi − xj) sign (yi − yj) , (72)
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where

sign (·) =


1 if (·) > 0

0 if (·) = 0

−1 if (·) < 0

,

with τ values of 1 and −1 indicating perfect positive and negative correlations, respectively.

The current density output can be correlated to the different input parameters at various voltages

during cell discharge. Fig. 10a shows the changes in the correlation values for He,−, ε−, AV,−, and

k− with the numerical values provided in Table S1 in the Supporting Information. The df,− term is

expected to be insensitive to the electrochemical terms as there is no direct relationship with in the

fundamental equations, nor do we employ empirical estimations between df,− and other parameters,

such as AV,−. Interestingly, AV,− has the largest positive correlation for all cell voltages. However,

as the cell discharges at 0.3 V, AV,− and ε− suddenly decrease, while He,− increases in correlative

strength. This may be a result of the cell entering the mass transfer limiting regime of the VRFB

and the relative importance of the parameters shifts.

Similar Kendall rank correlation calculations were performed for η+ and η− as shown in Fig. 10b

and c with the respective numerical values shown in Table S2 and S3 in the Supporting Information.

For η+, the AV,− increases in the correlative strength when the cell undergoes further polarization;

whereas, k− decreases in correlative value. The variations in τ for η+ can largely be considered

as responses to the changes in the η−, as isolated negative electrode changes could only impact

the η+ through the cell resistance. Throughout discharge, AV,− has the largest magnitude value

in the correlations, which can also be attributed to the dependence of surface area in promoting

electrochemical reactions.

In evaluating τ for η−, He,− has near constant values across all cell voltages. Specifically, He,−

has a much stronger correlation with η− than with η+, which is consistent with intuition as changes

in He− would more significantly influence negative-side reactions since it modifies the domain for the

electrochemical reactions. However, the ε− has the smallest τ value indicating a weak correlation

with η− suggesting ε− plays a minimal role in affecting η−.

While the variations in He,−, ε−, AV,−, and k− resulted in changes at each cell voltage, there

is no relationship between the fluid dynamics and AV,−, k−, or Ucell. Thus, the Kendall τ rank

correlation coefficient can be further applied to ∆p− and km,− across all cell potentials as shown

in Fig. 10d and e with the numerical values shown in Table S4 of the Supporting Information. For
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∆p−, all quantities have a negative τ value, which is consistent with the assumption of Brinkman

flow. Both the df,− and He,− have the largest magnitude, indicating the greatest dependence on the

pressure loss across the electrode. Interestingly, the km,− exhibits a near unity negative relationship

with He,−, indicating that the larger He,− hinders the mass transfer in the overall cell performance

do the effect a thicker electrode has on velocity scales within the electrode. ε− has a slight negative

correlation with km,−, while df,− has a larger positive correlation.

Comparing the sign and the magnitude of the correlation coefficients, all of the input param-

eters can be adjusted to varying degrees to influence both i and ∆p−. Given this large data set

representing a diverse array of electrode property profiles, an improved electrode that maximizes

both electrochemical and fluid dynamic performance can be estimated. For the electrochemistry,

the discharge power (P ) for the flow cell can be determined as follows:

P = I · Ucell, (73)

where I denotes the current. To combine the electrochemical effects with the fluid dynamics,

the pumping power as given in Eq. (74) can be calculated that includes both the positive and the

negative pressure drop, where ψpump is the pump energy conversion factor that is typically assumed

to be 0.9 [106].

Ξ =
Q · (∆p− + ∆p+)

ψpump
. (74)

Ascribing equal weight to the discharge power and the pumping power, Eq. (73) and Eq. (74)

can be combined to yield:

ζ =
P − Ξ

P
, (75)

where ζ is an objective function for the cell power efficiency representation. The maximum value

of ζ reflects the combination of electrode configurations that achieves both high electrochemical

power and low pressure loss; the value was determined to be > 99 % yielding an improved electrode

configuration of: 

He,− = 1.5× 10−3 m;

ε− = 0.6;

AV,− = 4.6× 105 m2 m−3;

k− = 2.2× 10−7 m s−1;

df,− = 9.0× 10−6 m

40



K
en

da
ll 

co
rr

el
at

io
n 

co
e

ffi
ci

en
t [

-]

0

0

0

0.2

0

0

Cell voltage [V]

(b) Overpotential (positive electrode)

(c) Overpotential (negative electrode)

(a) Current density

1.3 1.1 0.9 0.7 0.5 0.3

Voltage

(d) Δp

(e) km

Invariant

He

ε

AV

k

df

0.2

increasing dischargeincreasing discharge

Figure 10: The Kendall rank correlations for the electrochemical response (left) of the He,−, ε−, AV,−, and k− on

(a) i, (b) η+, and (c) η−; and the fluid dynamic response (right) of He,−, ε−, and df,− on (d) ∆p− and (e) km,−.

The subscript “−” referring to negative electrode is neglected in the figure.

We note that this optimization procedure screens the available input data to the model, and

thus the output is not a global optimization but rather a parameter search. However, the results of

this procedure reveal that this improved electrode possesses the upper limit for df,−, AV,−, and k−

and the lower limit for ε−. This is due to the effect of df,− solely acting to minimize the ∆p− across
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the electrode and as AV,−, k−, ε− working to maximize I, and thus P . However, as both He,− and

ε− can impact both I and ∆p−, these simulations reveal that ε− ignores the effect on minimizing

∆p− as He,− is tuned for both electrochemical and fluid dynamic performance. This is observed in

the Kendall τ values for ∆p−, as there was nearly no correlation between ε− and ∆p−. Thus, in

considering which parameters to adjust for an equal consideration of P and Ξ, AV,−, k−, and ε−

could solely be modified for the former, and df,− for the latter with He,− acting as an adjustable

parameter for the trade-off between the the electrochemistry and the fluid dynamics.

The polarization curve of this improved electrode was compared to the experimental VRFB as

shown in Fig. 11. The improved electrode exhibits a ca. 24 % increase in power density as relative

to the experimental assembly. We note that this improved electrode design considers the effects

of ∆p− and is thus not the largest possible P . Additionally, the optimal value is limited by the

range of swept parameters, suggesting that further improvements could be achieved with expanded

bounds. Importantly, this study only adjusted the negative side of the VRFB. We hypothesize that

the procedure herein could also be applied in tandem with the positive side electrode to potentially

yield greater increases in system power density and efficiency.

This model and simulation procedure only considers a single flow rate, active species concentra-

tion, and flow field for one electrode type. Thus, there are opportunities to quantify the correlations

between additional cell-level parameters and cell performance, which can, in turn, be leveraged in

electrode development to improve overall cell power efficiency. Using the statistic correlation herein,

this approach can be further applied to additional design components of the RFB. In particular,

RFB scale-up that includes multiple stacks and shunt currents can also be investigated to potential

additional trends not previously registered in literature. This can, in part, aid in the development

of industrial-scale RFBs for grid applications.

Finally, while these simulations are grounded in first-principle equations, they do not supplant

experimentation. Statistical calculations on large data sets originating from simulations or experi-

mentation can reveal physical trends previously obfuscated by competing coupled physics. In par-

ticular, these simulation-based results convey parameter importance with respect to the governing

power density and fluid dynamic performance, which can be beneficial in future macrohomogeneous

electrode development.
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Figure 11: The polarization curve of the experimental results compared to the improved negative electrode configu-

ration. The inlet bar graph depicts the peak power density values. “Val.” and “Imp.” refer to the validated model

and improved configurations, respectively.

6. Conclusions

Tuning the electrode structure can provide an avenue to cost-effective RFB systems with high

discharge power density and low pressure drop. To enable high-throughout screening of a broad

design space, multiphysics simulations are a facile medium with which to quickly test a range of

electrode configurations that may not be commercially available. Herein, we presented a parametric

analysis on the major, macrohomogeneous electrode properties of the negative electrode in a VRFB.

For computational feasibility, a full 3D model was simplified with a reduced 2D model on the yz

plane based on the assumption of neglecting the variation of physical quantities along the x direction.

The developed reduced planar model was numerically verified and experimentally validated through

in-depth comparison of polarization curves and major physical responses. In summary, our 2D
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model captures the fluid dynamic and electrochemical behavior of the full 3D model.

The negative electrode parameters, i.e., He,−, ε−, df,−, AV,−, and k−, were altered to generate

7350 polarization curves across six cell voltages using the 2D model. This generated a data set

of 44 100 different electrode-voltage-current relationships that were quantitatively correlated using

the Kendall τ rank coefficient. The AV,− was shown to have the largest positive correlation with

the current density among all electrode parameters investigated here. Conversely, the He,− had

the largest negative correlation with the pressure drop across the electrode, but reveals a strong

positive correlation with the current density. In assessing the flow cell net power efficiency, the

improved macrohomogeneous electrode had electrochemistry-favored AV,−, k−, and ε− values and

fluid dynamics-favored df,− values, where the He,− acted as a trade-off parameter. Importantly,

these correlations do not necessarily imply causation but rather a metric of importance to guide

future electrode designs. Instead, large validated simulation data sets can present a route for com-

puting further simplified and high-throughput predictive models. The addition of robust statistical

analyses can thus be used as a tool for determining specific property importance. Additionally,

the application herein solely focused on steady-state polarization measurements; but, this statis-

tical framework can also be applied to dynamic processes, such as battery cycling and impedance

measurements, to extend the analysis to transient behavior.

The presented approach has the potential to influence the technological development of ad-

vanced electrode designs and data science, such as data-driven modeling and machine learning.

The extension of this framework to electrode and flow field designs in RFBs can boost the un-

explored potential of combined design optimization and physics-informed data-driven modeling.

Future studies will focus on multi-scale modeling and design optimization of flow field focused on

minimizing overpotential losses within the system.
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cells for energy conversion, Journal of Power Sources 160 (2006) 716–732. doi:10.1016/j.

jpowsour.2006.02.095.

[7] L. Arenas, C. Ponce de León, F. Walsh, Engineering aspects of the design, construction and

performance of modular redox flow batteries for energy storage, Journal of Energy Storage

11 (2017) 119–153. doi:10.1016/j.est.2017.02.007.

[8] Z. Yang, J. Zhang, M. C. W. Kintner-Meyer, X. Lu, D. Choi, J. P. Lemmon, J. Liu,

Electrochemical Energy Storage for Green Grid, Chemical Reviews 111 (2011) 3577–3613.

doi:10.1021/cr100290v.

[9] P. Leung, X. Li, C. Ponce de León, L. Berlouis, C. T. J. Low, F. C. Walsh, Progress in redox

flow batteries, remaining challenges and their applications in energy storage, RSC Advances

2 (2012) 10125. doi:10.1039/c2ra21342g.

[10] H. Zhang, W. Lu, X. Li, Progress and Perspectives of Flow Battery Technologies, Electro-

chemical Energy Reviews 2 (2019) 492–506. doi:10.1007/s41918-019-00047-1.

[11] B. Dunn, H. Kamath, J.-M. Tarascon, Electrical Energy Storage for the Grid: A Battery of

Choices, Science 334 (2011) 928–935. doi:10.1126/science.1212741.

[12] X. Luo, J. Wang, M. Dooner, J. Clarke, Overview of current development in electrical energy

storage technologies and the application potential in power system operation, Applied Energy

137 (2015) 511–536. doi:10.1016/j.apenergy.2014.09.081.

[13] X. Li, H. Zhang, Z. Mai, H. Zhang, I. Vankelecom, Ion exchange membranes for vanadium

redox flow battery (VRB) applications, Energy & Environmental Science 4 (2011) 1147–1160.

doi:10.1039/c0ee00770f.

[14] Q. Xu, T. Zhao, P. Leung, Numerical investigations of flow field designs for vanadium redox

flow batteries, Applied Energy 105 (2013) 47–56. doi:10.1016/j.apenergy.2012.12.041.

46

http://dx.doi.org/10.1149/1.3599565
http://dx.doi.org/10.1016/j.jpowsour.2006.02.095
http://dx.doi.org/10.1016/j.jpowsour.2006.02.095
http://dx.doi.org/10.1016/j.est.2017.02.007
http://dx.doi.org/10.1021/cr100290v
http://dx.doi.org/10.1039/c2ra21342g
http://dx.doi.org/10.1007/s41918-019-00047-1
http://dx.doi.org/10.1126/science.1212741
http://dx.doi.org/10.1016/j.apenergy.2014.09.081
http://dx.doi.org/10.1039/c0ee00770f
http://dx.doi.org/10.1016/j.apenergy.2012.12.041


[15] W. Wang, Q. Luo, B. Li, X. Wei, L. Li, Z. Yang, Recent Progress in Redox Flow Battery

Research and Development, Advanced Functional Materials 23 (2013) 970–986. doi:10.1002/

adfm.201200694.

[16] C. Ding, H. Zhang, X. Li, T. Liu, F. Xing, Vanadium Flow Battery for Energy Storage:

Prospects and Challenges, The Journal of Physical Chemistry Letters 4 (2013) 1281–1294.

doi:10.1021/jz4001032.

[17] K. J. Kim, M.-S. Park, Y.-J. Kim, J. H. Kim, S. X. Dou, M. Skyllas-Kazacos, A technology

review of electrodes and reaction mechanisms in vanadium redox flow batteries, Journal of

Materials Chemistry A 3 (2015) 16913–16933. doi:10.1039/C5TA02613J.

[18] M. Ulaganathan, V. Aravindan, Q. Yan, S. Madhavi, M. Skyllas-Kazacos, T. M. Lim, Recent

Advancements in All-Vanadium Redox Flow Batteries, Advanced Materials Interfaces 3 (2016)

1500309. doi:10.1002/admi.201500309.

[19] K. Lourenssen, J. Williams, F. Ahmadpour, R. Clemmer, S. Tasnim, Vanadium redox flow

batteries: A comprehensive review, Journal of Energy Storage 25 (2019) 100844. doi:10.

1016/j.est.2019.100844.
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S1. Derivation of � pout =pin

The detailed derivation of the relationship between �pout and pin (i.e., Eq. (63) in the main

text) is presented in this section, where �pout is the average pressure of an outlet channel along

the channel-length direction and pin denotes the inlet pressure. Unless otherwise stated, all the

pressures involved in this section (e.g.,p( �) ) are 3D pressures. The derivation is based on an

equivalent circuit model, as shown in Fig. S1. As stated in Section 2.3 in the main text, the process

is completed in two steps, i.e., estimation of i)p?=pin and ii) �pout =p?, where p? is the pressure at

the entrance of outlet channel.

Figure S1: The equivalent circuit model approximating an arbitrary unit channel pair composed of an inlet channel,

an outlet channel, and the electrode between the two, same as Fig. 4c in main text.

S1.1. Estimation of p?=pin

As depicted in Fig. S1, p? is located in the circuit between the 
ow resistances associated to

the �rst electrode and �rst outlet channel segments. Its value with respect to the inlet pressure

(i.e., p?=pin ) can be expressed as a function of the 
ow resistances through basic circuit rules

(i.e., Kirchho�'s circuit laws [1]). Using SCAM, a tool for symbolically solving circuit equations in

MATLAB [2], we obtained that when � = 2,

p?

pin

�
�
�
�
� =2

=
Rch

2Rele + Rch
: (S1)

Furthermore, when � = 3,

p?

pin

�
�
�
�
� =3

=
R ch

3

2 + 6 Rch
2 Rele + 27 R ch R ele

2

2
R ch

3

2 + 15 R ch
2 R ele

2 + 27 Rch Rele
2 + 27 Rele

3
: (S2)

It can be seen that the expression becomes more complex as� increases. Those for� � 4 are

not displayed here due to their over-complexities. However, it can be seen that they show obvious

2



converging trend when � further increases. As shown in Fig. S2, where the numerical value of

the ratio is calculated and compared for di�erent � , the relative di�erence between two successive

points is below 1 % when� reaches 6. Hence, we can reasonably consider (p?=pin ) � =6 as the �nal

convergent value, acting as a reference to measure the accuracy of the previous simpler expressions.

To this end, Eq. (S1) for � = 2 is preferred as it has the simplest form and acceptable error (less

than 5 %).

Figure S2: Variation of the calculated p? =pin with respect to di�erent � from 2 to 6. All the necessary parameters

for the calculation are listed as Table. 3 and 5 in the main text.

S1.2. Estimation of �pout =p?

To estimate the approximated value of �pout =p?, the pressure contour obtained from the 3D

simulation is studied. As shown in Fig. S3a-c, the simulated pressure distribution curve along

the x direction in the outlet channel can be well approximated by a half parabola that has axis

of symmetry at x = L and vertex at p = p?, and passes through the origin, with mathematical

function as:

p(x) = �
p?

L 2 (x � L )2 + p? (0 � x � L ) : (S3)

Further investigation demonstrated that this approximation agrees with the 3D simulations across

permeability ranging from 1 � 10� 12 m2 to 1 � 10� 9 m2, as shown in Fig. S4. Assuming Eq. (S3)

holds regardless of working condition or cell con�guration, it is easy to �nd the value of �pout =p? as

follows:
�pout

p? �
1
L

RL
0 p(x)dx

p? �
2
3

: (S4)
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Combining Eq. (S4) and Eq. (S1), we obtain an approximated analytical equation for p̄out/pin, as

stated in Eq. (63) in main text.

Figure S3: (a) Pressure contour of the entire IDFF negative half-cell, obtained from the 3D simulation at 10 mL min−1,

(b) emphasized top view of (a) for an arbitrary outlet channel, (c) pressure distribution along x direction in the outlet

channel depicted in (b) as well as the fitted parabola.

Figure S4: Pressure distribution along x direction in the outlet channel depicted in Fig. S3b at different permeabilities:

(a) � = 1 � 10−12 m2, (b) � = 1 � 10−10 m2, and (c) � = 1 � 10−9 m2. p? refers to pressure at the entrance of a

outlet channel. All the data are obtained from 3D simulations at 10 mL min−1.
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S2. Geometric Discretization of the Models

S2.1. Mesh Details

The unstructured meshes used to discretize the 3D and the 2D models are given in detail as

Figs. S5–S7. Finer elements are prescribed in the sharp corners, boundaries, etc. to capture the

possible steep variations. As shown in Fig. S6b, for the local mesh refinement, the membrane is not

discretized as it does not participate the fluid dynamic process.

Figure S5: Meshing of the 3D model with global mesh refinement: (a) the 3D view; (b) a local enlarged view.

Figure S6: Meshing of the 3D model with local mesh refinement for the fluid dynamic responses: (a) the 3D view;

(b) a local enlarged view.

S2.2. Mesh Refinement Study

The mesh refinement study is performed by comparing the result of the current density and the

pressure drop responses with different meshes, which are characterized by their number of elements.
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Figure S7: Meshing of the 2D model: (a) the overall domain; (b) a local enlarged view.

The results are shown as Figs. S8–S10. All the data are obtained at 10 mL min−1 and 0.1 V and

the presented finest mesh with the largest number of elements is set to the reference mesh for each

case. Furthermore, due to symmetry, for the fluid dynamic responses, only the negative half-cell

part are presented. As shown in Figs. S8–S10, it can be seen that the mesh used in the model

is sufficiently fine with negligible discretization errors (< 0.1 % with respect to the corresponding

reference mesh).

Figure S8: Comparison of the resultant current densities at 10 mL min� 1 and 0.1 V obtained from 3D simulations

with different mesh sizes, which are characterized by the number of elements. These meshes correspond to the global

mesh refinement in main text.
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Figure S9: Comparison of the resultant negative half-cell pressure drop at 10 mL min−1 obtained from 3D simulations

with different mesh sizes, which are characterized by the number of elements. These meshes correspond to the local

mesh refinement, which is used to increase the accuracy of the fluid dynamic responses, in main text.
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Figure S10: Comparison of the resultant current density and negative half-cell pressure drop at 10 mL min−1 and

0.1 V obtained from 2D simulations with different mesh sizes, which are characterized by the number of elements.

7



S3. Fitting Results

The 3D model was fit to the experimental data by adjusting the negative standard rate constant

(i.e., k� ), the ionic conductivity of the membrane (i.e., σl,mem), and the pre-factor parameter for

mass transfer coefficient (i.e., b) to minimize the discrepancy in current density for fixed cell voltages.

The frequency of the residuals from the fit are shown in Fig. S11. It can be observed that the fit

exhibit a Gaussian-like distribution around a zero residual. This is indicative of a good fit; however,

there are still outliers for the fit. These can be attributed to the discrepancy of the open-circuit

voltage (OCV) prediction, as stated in the main text.

Figure S11: The residuals of the curve fitting between the 3D model with the experimental data.
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S4. Comparisons of 2D and 3D Simulations

Apart from Fig. 7 in the main text, where the comparison of the fluid dynamic responses and

electrochemical responses at 0:1 V is presented, further comparisons of the electrochemical responses

at 0:5 V, 0:9 V, and 1:3 V are shown in Figs. S12–S14, respectively. Furthermore, the comparisons of

fluid dynamic responses as well as pressure drop prediction for different flow rates (1–15 mL min� 1)

between the 2D and 3D models are shown in Figs. S15–S17.

Figure S12: Comparison of the electrochemical responses between the 2D and 3D simulations at 10 mL min� 1

and 0:5 V: (a) concentration of V2+ , (b) liquid-phase electric potential, (c) solid-phase electric potential, and (d)

overpotential. Only the negative half cell is shown.
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Figure S13: Comparison of the electrochemical responses between the 2D and 3D simulations at 10 mL min−1

and 0.9 V: (a) concentration of V2+, (b) liquid-phase electric potential, (c) solid-phase electric potential, and (d)

overpotential. Only the negative half cell is shown.
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Figure S14: Comparison of the electrochemical responses between the 2D and 3D simulations at 10 mL min−1

and 1.3 V: (a) concentration of V2+, (b) liquid-phase electric potential, (c) solid-phase electric potential, and (d)

overpotential. Only the negative half cell is shown.
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Figure S15: Comparison of the fluid dynamic responses between the 2D and 3D simulations at 1 mL min−1: (a)

velocity magnitude (yz components), (b) pressure.
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Figure S16: Comparison of the fluid dynamic responses between the 2D and 3D simulations at 15 mL min−1: (a)

velocity magnitude (yz components), (b) pressure.
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Figure S17: Comparison of the pressure drop between the 2D and 3D simulations at different flow rates. Qref refers

to the reference flow rate which is set to 10 mL min−1. “3D (x-avg.)” means that the 3D pressure drop presented

here is the x-averaged value, as shown in Figs. S15 and S16.
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S5. Scale-up Study on the p̄out Estimation

The result of the scale-up work on the p̄out estimation (i.e., Eq. (62) in main text) is shown

as Fig. S18. It can be seen that even though Eq. (62) only works well for a limited L range (i.e.,

approximately 0–2 cm), better performance across the entire range can be achieved by increasing

the value of θ, for example, the estimation with θ = 6 gives an acceptable p̄out/pin prediction with

relative error lower than 5 % at L = 5 cm. It suggests the ability of our p̄out estimation method to

be used for larger cells.

Figure S18: Comparison of p̄out =pin between the 3D simulations and the estimation with different � for different

channel length. Est. indicates the estimation.

S6. Velocity Distributions in Electrode

The variation of the average superficial intraelectrode velocity (yz components) with respect

to electrode thickness (He,−), porosity (ε−), and fiber diameter (df,−), is shown in Fig. S19. The

average superficial intraelectrode velocity (yz components) is nondimensionalized by the Reynolds

number (Re) as follows [3]:

Re =
ρ−jue,2D jL

µ−
, (S5)
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where jue;2D j refers to the average magnitude of the superficial intraelectrode velocity obtained

from the 2D simulations (yz components). It can be seen from Fig. S19 that the intraelectrode

velocity does not appreciably change with the porosity or fiber diameter. This qualitatively agrees

with estimation reported in Ref. [4], where the average superficial intraelectrode velocity in all three

dimensions is estimated as:

juej =
Q

NHe;−L
, (S6)

with N , He;−, and L being geometrical parameters. We further compared our simulation results

with their estimation (i.e., Eq. (S6)), as depicted in Fig. S20, showing good match both qualita-

tively and quantitatively. The significant difference located in the low He;−W−
−1 region might be

attributed to the contribution in x direction, which cannot be covered in this work. To remove

the slight influence from ε− and df; −, the obtained data for jue;2D j from the simulations has been

averaged against ε− and df; −.

Figure S19: The average superficial intraelectrode velocity magnitude (normalized as Reynolds number Re) as

function of the df; − and the ε− for respective He;− values of (a) 1 � 10−4, (b) 7 � 10−4, and (c) 20 � 10−4 m.

Additionally, the Re as function of the df; − and the He;− for respective ε− values of (d) 0.60, (e) 0.75, and (f) 0.90.

The subscript “� ” referring to negative electrode is neglected in the figure.
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Figure S20: Comparison of the average intraelectrode velocity magnitude (normalized as Reynolds number) obtained

from simulations in this work and estimations from a previously reported study in Ref. [4] with respect to different

electrode thicknesses (normalized as He;− � W−1). The subscript “� ” referring to negative electrode is neglected in

the figure.

S7. Kendall � Rank Correlation Coe�cient

The numerical values used in generation of Fig. 10 are shown in Tables S1–S4. These values

were obtained using the corr function in MATLAB, while employing the “Kendall” calculation.

All values are rounded to two values after the decimal point.

Table S1: The Kendall rank correlation coefficients for the current density for different cell voltages. These correspond

to Fig. 10a in the main text.

Ucell [V] He;� " � AV;� k�

0:30 0:33 � 0:12 0:54 0:07

0:50 0:26 � 0:17 0:58 0:13

0:70 0:25 � 0:18 0:57 0:16

0:90 0:25 � 0:18 0:55 0:21

1:10 0:26 � 0:16 0:53 0:27

1:30 0:28 � 0:15 0:49 0:31
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Table S2: The Kendall rank correlation coe�cients for � + for di�erent cell voltages. These correspond to Fig. 10b

in the main text.

Ucell [V] He;� " � AV;� k�

0:30 � 0:26 0:16 � 0:58 � 0:12

0:50 � 0:26 0:17 � 0:58 � 0:13

0:70 � 0:25 0:18 � 0:57 � 0:16

0:90 � 0:25 0:18 � 0:55 � 0:21

1:10 � 0:26 0:16 � 0:52 � 0:27

1:30 � 0:28 0:15 � 0:49 � 0:31

Table S3: The Kendall rank correlation coe�cients for � � for di�erent cell voltages. These correspond to Fig. 10c

in the main text.

Ucell [V] He;� " � AV;� k�

0:30 � 0:43 � 0:03 � 0:57 � 0:14

0:50 � 0:43 � 0:04 � 0:56 � 0:15

0:70 � 0:44 � 0:05 � 0:54 � 0:16

0:90 � 0:44 � 0:05 � 0:52 � 0:20

1:10 � 0:43 � 0:05 � 0:50 � 0:25

1:30 � 0:43 � 0:05 � 0:48 � 0:29

Table S4: The Kendall rank correlation coe�cients for the 
uid dynamic outputs. These correspond to Fig. 10d

(� p� ) and e (km; � ) in the main text.

He;� " � df

Pressure drop, � p� � 0:59 � 0:03 � 0:48

Mass transfer coe�cient, km; � � 0:97 � 0:01 0:07
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