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Abstract

A zymogen is an inactive precursor of an enzyme, which needs to go through a chemical change to
become an active enzyme. The general intermolecular mechanism for the autocatalytic activation of
zymogens is governed by the single-enzyme, single-substrate catalyzed reaction following the Michaelis–
Menten mechanism of enzyme action, where the substrate is the zymogen and product is the same enzyme
catalyzing the reaction. In this article we investigate the nonlinear chemical dynamics of the intermolecu-
lar autocatalytic zymogen activation reaction mechanism, and compare it to that of the Michaelis–Menten
reaction mechanism. We show that the intermolecular autocatalytic zymogen activation exhibits signifi-
cant changes in reaction dynamics relative to the Michaelis–Menten reaction mechanism. These changes
include differences in the number of conservation laws, number and stability of equilibrium states, al-
tered structure of the invariant set that influences the long-time rate of the reaction, and qualitative
evolution of the reaction depending strictly on the choice of initial conditions. We find a rate law, ho-
mologous to the Michaelis–Menten equation, to estimate the kinetic parameters of the intermolecular
autocatalytic zymogen activation reaction mechanism, and derive the conditions for the validity for this
rate law. Finally, we derive analytical expressions to estimate the timescale for the completion of the
zymogen activation, which could have a practical application to calculate the molar enthalpy ∆Happ of
the autocatalytic zymogen reaction in calorimetry assays.
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1 Introduction

Steady-state systems provide a simple means of measuring the kinetic parameters of an enzyme catalyzed
reaction. Perhaps the most widely recognized steady-state kinetics rate law is the Michaelis–Menten (MM)
equation:

ds

dt
' −

v s

KM + s
, (1)

where s denotes substrate concentration over time, v is the limiting rate and KM is the Michaelis constant
[1, 2]. Equation (1) is typically derived by applying a mathematical model reduction technique – known as
the quasi-steady-state approximation (QSSA) – to the MM reaction mechanism [3]

S + E
k1−−⇀↽−−−
k−1

C
k2−−→ E + P . (2)

In reaction scheme (2), the enzyme, E, binds to the substrate, S, and forms an intermediate complex, C.
The complex then dissociates into either an enzyme molecule and a product, P , or to the original reactants.
The constants k1, k−1 and k2 denote reaction rates.

The MM equation (1) can be used to estimate v and KM as long as specific reaction conditions are met
[3, 4]. Since the 1950s, steady-state kinetics has been extensively used to estimate kinetic parameters through
progress curve or initial rate experiments [5, 6]. The popularity of the MM equation (1) has substantially
grown since the beginning of the century due to the implementation of systems biology approaches to model
biochemical processes [7]. Nevertheless, despite the undeniable significance of the steady-state kinetics, one
question remains unanswered for enzyme catalyzed reactions: do the properties of MM steady-state kinetics
prevail for autocatalytic enzyme catalyzed reactions?

Zymogens are enzyme precursors (proenzymes) that can be activated through non-catalytic [8] or catalytic
reactions, and have numerous biochemical functions. For example, they play a critical role in protein digestion
by converting pepsin to pepsinogen [8, 9], and trypsin to trypsinogen [10, 11, 12]. Activation can occur in
three ways: (i) The inactive enzyme can be activated by another enzyme that cleaves off a peptide unit;
this is the mechanism we consider in this work. (ii) The configuration of the zymogen can be changed in
order to reveal the activation site. (iii) The inactive substance is activated when a coenzyme binds to the
zymogen. A simple autocatalytic reaction that utilizes mechanism (i) is the activation of trypsinogen by
trypsin [13, 14], while the activation of pepsinogen to active pepsin at low pH [5] follows mechanism (ii).

Mechanism (i) is represented schematically by

S + E
k1−−⇀↽−−−
k−1

C
k2−−→ 2E +W, (3)

where S is a zymogen, E is an active enzyme, W is peptide, and k1, k2 and k−1 are rate constants. We refer
to (3) as the intermolecular autocatalytic zymogen activation (IAZA) reaction. In addition, Fuentes [15]
proposed a mechanism for zymogen activation that consists of two reaction pathways. One pathway consists
of an intramolecular non-catalytic step in which the zymogen molecule disassociates into an active enzyme
and a peptide

S
kd−−→ E +W, (4)

while the additional catalytic step in the second pathway follows the IAZA reaction mechanism (3). More
complicated models of zymogen activation have been analyzed in the context of a coupled enzyme assay that
consists of an indicator reaction [16]. The model analyzed in [16] can be used to describe the activation
of protein C by thrombin. However, neither reaction studied in [16] is autocatalytic, and thus a proper
nonlinear analysis of a basic autocatalytic process through which zymogens are activated is currently lacking.
This paper serves as a preliminary first step towards understanding such autocatalytic enzyme reaction
mechanisms.

The significance of the IAZA reaction has motivated enzymologists to derive rate equations that describe
the progress curves for zymogen activation [13], the steady-state or rapid equilibrium kinetic of zymogen
action in the presence of reversible inhibitors [17], competitive and noncompetitive inhibitors [18], as well
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as complex inter- and intramolecular zymogen activation [15, 19, 20]. Although rate equations are derived
under the presupposition of steady-state kinetics or QSSA, in many of studies of zymogen activation the
steady-state kinetics assumption (or QSSA) has not been properly motivated through the traditional method
of scaling [21, 22], or through more modern methods that have recently been developed [23, 24, 25, 26].

In the sections that follow, we investigate the nonlinear dynamics of the IAZA reaction mechanism (3)
by comparing its behavior with the well characterized dynamics of the MM reaction mechanism (2). This
is accomplished in consecutive steps. First, the phase–plane geometry of the IAZA reaction mechanism is
inspected and compared to the MM reaction mechanism. Then, the dynamics of both reaction mechanisms
are numerically simulated and analyzed via scaling arguments. We derive a quasi-steady-state (QSS) rate
law that can be utilized to estimate the relevant kinetic parameters of the IAZA reaction mechanism through
initial rate experiments. We also derive the conditions for the validity of QSSA, and discuss its range of
applicability in experiments. Finally, we estimate the timescale for the completion of the zymogen activation
that is valid when the QSSA holds; this has practical implications for calorimetry enzyme assays experimental
design and interpretation. The results reported in this work can be applied to other zymogen reaction
mechanisms, and serve as a preliminary foundation for the analysis of the reversible reaction, as well as the
two-pathway mechanism proposed by Fuentes [15].

2 The intermolecular autocatalytic zymogen activation reaction
mechanism

In this section, we apply the law of mass action to (3), which admits a mathematical model that describes
the temporal dynamics of the IAZA reaction. This model permits us to investigate, as well as compare and
contrast, the nonlinear dynamics and phase–plane geometries of the IAZA reaction mechanism (3) with the
MM reaction mechanism (2). For the specific analysis of MM reaction mechanism (2), we refer the reader
to references [27, 28, 29].

Let s := s(t), e := e(t) and c := c(t) denote the concentrations of S, E, and C respectively. Applying
the law of mass action yields:

ds

dt
= −k1es+ k−1c, (5a)

dc

dt
= k1es− (k−1 + k2)c, (5b)

de

dt
= −k1es+ (k−1 + 2k2)c, (5c)

dw

dt
= k2c. (5d)

Note that equations (5a)–(5c) admit a conservation law:

ds

dt
+

de

dt
+ 2

dc

dt
= 0. (6)

Typically, experimental initial conditions are given by

s(0) = s0, e(0) = e0, c(0) = 0, (7)

and we will assume (7) holds in the analysis that follows. As we shall discuss later, the typical behavior of
the IAZA system (5a)–(5d) depends on the relation between s0 and e0; this is illustrated on Figure 1.
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Figure 1: The relation between s0 and e0 influences the behavior of the IAZA time course
trajectories (5a)–(5d). Each panel illustrates the s, e, c and w normalized with respect to their maximum
value. Initial concentrations for s and e are given at the top of each figure panel and w0 = c0 = 0 as assumed
by (7). Other constants constants are k1 = k2 = k−1 = 1. The initial conditions and parameter values are
in arbitrary units for illustrative purposes.

Combining (6) with (7) yields s + e + 2c = ET , where ET is the total concentration of zymogen and
enzyme: ET = s0 + e0. Substituting e = ET − s− c into (5a)–(5b) yields

ds

dt
= k1

[
− (ET − s)s+ (KS + 2s)c

]
, (8a)

dc

dt
= k1

[
(ET − s)s− (KM + 2s)c

]
, (8b)

where KS = k−1/k1, K = k2/k1 and KM = KS +K denote the equilibrium, Van Slyke–Cullen and Michaelis
constants of the IAZA reaction respectively. For simplicity, W has been ignored since it is mathematically
recoverable from s and c. The constant ET is the unique conserved quantity that arises from (6)

ET = e+ s+ 2c. (9)

From the biochemical point of view, the initial conditions (7) define the constant ET as the sum of initial
reactant concentrations ET = e0 + s0; this implies that e = ET upon completion of the reaction and imposes
an upper bound on the initial concentration of zymogen: 0 ≤ s0 ≤ ET . Note that the presence of just
one conservation law (9) in the IAZA reaction mechanism (3) is in contrast to the MM reaction (2), which
has two independent conservation laws: one for the enzyme (e + c = e0), and another for the substrate
(s+ c+ p = s0).

2.1 The geometrical picture of intermolecular autocatalytic zymogen activation
reaction mechanism

The governing equations of the IAZA reaction mechanism (8a)–(8b) are nonlinear, and exhibit two equilib-
rium points:

x∗1 = (0, 0) and x∗2 = (ET , 0). (10)

The stability of equilibrium points (10) is conventionally determined by analyzing the Jacobian of the sys-
tem (8a)–(8b) near these points. We find that x∗1 is a stable point and x∗2 is a saddle point. Since x∗2 is a
saddle point, it has one-dimensional stable Ws and unstable Wu manifolds. As we illustrate in Figure 2,
the presence of Wu plays a critical role in uncovering the c–s phase–plane geometry: Wu connects x∗1 and
x∗2 and forms a heteroclinic orbit, ΓW , which is an invariant manifold that can potentially influence the
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long-time dynamics of the IAZA reaction. The existence of ΓW is verified numerically using MATCONT
open source software [30] (see [31] for details about the numerical algorithm utilized to track ΓW).

㰀

㰀

Figure 2: The geometry of the IAZA reaction mechanism (3) is characterized by the presence of
heteroclinic orbit ΓW . The system (8a)–(8b) has a stable equilibrium x∗1 = (0, 0) (the solid black circle)
and the saddle equilibrium x∗2 = (ET , 0) (open circle). The heteroclinic orbit ΓW that connects x∗1 and x∗2 is
the solid blue curve, and the stable manifold corresponding to x∗2 is the solid yellow curve.

Following [28], the shape of ΓW in the c–s phase–plane is interpreted relative to the c-nullcline, Nc(s),
and the s-nullcline, Ns(s):

Nc(s) =
(ET − s)s
KM + 2s

, Ns(s) =
(ET − s)s

KM −K + 2s
. (11)

The c-nullcline corresponds to the zeroth-order approximation to the QSS dynamics of (8a)–(8b), and the
s-nullcline corresponds to the zeroth-order approximation to rapid equilibrium of (8a)–(8b). In the c–s
phase–plane, both nullclines, as well as ΓW , intersect at the equilibria (10). Due to the form of (11), the c-
and s-nullclines are characterized by unimodal curves on the interval [0, ET ], and with a maximum present
at s equal to s∗c and s∗s respectively. It is easy to verify that:

s∗c ' s∗s '
ET

2
when KM � ET . (12)

The above condition for the equality of maxima can be written as

ET

KM
� 1, (13)

but we note that in fact s∗c is valid whenever ET � KS , which is less restrictive than (12). When (13) is
satisfied, the nullclines assume their maximum values near s = ET /2, as shown in Figure 2. Furthermore,
Figure 2 also reveals the nature of ΓW : it remains under Nc for s∗c < s < ET , crosses it at s ≈ s∗c , and
approaches the origin while staying between Nc and Ns. The value of s at which Ns and ΓW intersect is only
approximately s∗c , since ΓW has been tracked numerically using MATCONT [30]. Nevertheless, the precision
of this proximity becomes less important if (13) holds, as ΓW nearly aligns with Nc. This observation is
investigated further in the next section.
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Figure 3: The effect of condition (13) to the c–s phase plane geometry of the IAZA reaction
mechanism (3). Each figure represents the rapid equilibrium nullcline Ns (dotted red line), quasi-steady-
state nullcline Nc (stippled green line) and the heteroclinic orbit ΓW (thick blue line). In both figures, the
rate constants are k1 = k−1 = k2 = 1, so KM = 2 with arbitrary units. On the figure to the left ET /KM = 1,
but to the right, ET /KM = 0.01; thus, condition (13) is satisfied only in the latter case.

2.2 Comparison of the autocatalytic zymogen activation with the Michaelis–
Menten reaction

Numerical evidence characterizes the dynamics of the MM reaction mechanism (2) by two sub-processes: an
initial increase in c followed by depletion of s and c [27]. The similarity in the geometry of MM and IAZA
reaction mechanisms restricted to 0 ≤ s < s∗c suggests homologous dynamics of trajectories in this region,
which is confirmed and illustrated in Figure 3. This affinity vanishes when the IAZA dynamical trajectories
are restricted to s∗c ≤ s0 ≤ ET , because the complex concentration changes over three sub-processes: an
initial rise that coincides with the phase plane trajectory moving towards the c-nullcline, followed by another
steady increase until the complex concentration reaches a maximum value and the phase plane trajectory
intercepts the c-nullcline, after which, in the final step, the complex concentration steadily decreases. The
second sub-process of the slow growth after the initial phase is unique to the IAZA reaction mechanism, as
it is never present for the MM reaction mechanism. From an experimental point of view, this feature of
the IAZA reaction mechanism illustrates that different choices in the initial concentrations of the chemical
species can yield distinct differences in the progress curves of the reaction.
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Figure 4: Comparison of the c–s phase plane geometry of the MM reaction mechanism (2) and
IAZA reaction mechanism (3). Left: The phase plane geometry of MM reaction mechanism (2), where
the Ns, Nc and slow invariant manifold are marked by a stippled red line, dotted green line and solid blue
line, respectively. Right: The c–s phase plane geometry of IAZA reaction mechanism (3) and the graphs
follow the description as on Figure 3. On both panels, the thin black lines represent simulated trajectories
with (s0, e0) = (0.4, 1.6) and (s0, e0) = (1.6, s0), thus s0+e0 = 2 for the IAZA reaction mechanism (ET = 2).
The numerical values are in arbitrary units for illustrative purposes. The solid orange line on the graph to
the right divides the c–s phase plane of the IAZA reaction mechanism into two parts: 0 ≤ s < s∗c , where
the dynamics is similar to MM reaction mechanism and to the s∗c ≤ s < ET with a dynamics unique to
the IAZA reaction mechanism. The parameter values are k1 = k2 = k−1 = 1 with arbitrary units, and
KM = 2 = ET in both panels. The slow manifold characterizing the geometry of MM reaction mechanism
has been approximated by the method described in [28, 32].

3 Application of the quasi-steady-state approximation to autocat-
alytic zymogen activation

Different model reduction techniques can be applied to derive expressions to model and monitor the MM
reaction mechanism [33]. The most widely used model reduction technique in enzyme kinetics is the QSSA.
The effectiveness of this technique requires meeting certain restrictions for the initial conditions and rate
constants of the reaction [27, 34]. In enzyme assays, the reaction achieves QSS when c remains approximately
constant over time, and the reaction rate changes relatively slowly. Rates are measured for a short period
after reaching QSS by monitoring either the depletion of the substrate or the accumulation of product with
time. Because the measurements are carried out for a very short period, the approximation s ≈ s0 can be
made if there is an excess of substrate with respect to the enzyme in the reaction. From the mathematical
point of view, under the QSSA, s is the only variable that changes significantly over time, as c remains in
the QSS [32, 24, 26].

In the previous section, we found substantial differences in the nonlinear dynamics of the MM and IAZA
reaction mechanisms. However, those differences do not affect the applicability of the QSSA to the IAZA
reaction mechanism (3). The QSSA can be applied to the nonlinear dynamical system (8a)–(8b) of the IAZA
reaction to obtain a single-variable equation for the zymogen depletion:

ds

dt
'

dsε

dt
= −

k2(ET − sε)sε

KM + sε
, (14)

which is derived by replacing c in (8a) with its QSS expression, cε:

c ' cε =
(ET − sε)sε

KM + 2sε
. (15)

Equation (14) is homologous to the MM equation (1). In the work that follows, we will denote sε to be the
solution to the zeroth-order approximation, and we will utilize “s” to denote the solution to the mass action
model equations.
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We hypothesize that the condition (13) is the validity criterion of the QSSA for the IAZA reaction
mechanism (3). The premise for our hypothesis is shown in Figure 5. We find that c–s phase plane
trajectories approach the c-nullcline vertically1 and then closely follow the invariant manifold governing
the steady-state kinetics in both the MM reaction mechanism (2) and IAZA reaction mechanism (3). In
both cases, the invariant manifold is practically indistinguishable from the c-nullcline, because the reactant-
stationary approximation holds for the MM reaction mechanism, and the condition (13) holds for the IAZA
reaction mechanism. Note that the QSSA approximation for the MM reaction mechanism is valid when the
reactant-stationary approximation holds [34]. We explore this hypothesis through scaling analysis [22] in the
next section of this paper.

㰀 㰀 㰀
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Figure 5: Phase plane trajectories for the MM and IAZA reaction mechanisms when the con-
ditions for the steady-state kinetics are valid. The left panel shows the c–s phase plane for the MM
reaction mechanism (2) when the reactant-stationary approximation holds [34]. This approximation guaran-
tees the validity of QSSA. The right panel shows the c–s phase plane for the IAZA reaction mechanism (3)
when the condition (13) holds [34]. In both panels, the phase plane trajectories approach and travel through
c-nullcline which represent the invariant manifold governing the QSS dynamics of the reactions. The initial
conditions for both panels are (s0, e0) = {(0.004, 0.016), (0.01, 0.01), (0.016, 0.004)}, thus s0 + e0 = 0.02 for
each pair, implying ET = 0.02 for the IAZA reaction mechanism. The Michaelis constant for both panels is
KM = 2. Initial conditions and parameters are expressed with arbitrary units for illustrative purposes.

3.1 Scaling analysis of the governing equations for the autocatalytic zymogen
activation

The QSSA is an important approximation that relies on the natural separation of timescales present in a
chemical reaction. For a two-species system, the governing dynamical system consists of two timescales: a
fast initial transient, and a slow QSS period [22, 24, 25]. In the case of the IAZA reaction mechanism, like
the MM reaction mechanism [22], s remains approximately constant while c builds up rapidly during the
initial fast transient. In the QSS phase, there is a measurable change in s, and the change in c is dependent
on the change in s. Formally, we say that c is slaved by s during the QSS phase of the reaction.

We now proceed to scale the nonlinear dynamical system (8a)–(8b) that governs the IAZA reaction
mechanism (3). During the initial fast-transient (i.e., when t ∼ tf ) s remains approximately constant to its
initial concentration (s ≈ s0). Therefore, we can approximate ds/dt = 0, which reduces (8a)-(8b) to a single
differential equation for c:

dc

dt
' k1

[
s0 e0 − (KM + 2 s0) c

]
,

with the initial condition c(0) = 0. The above differential equation can be solved analytically

c(t) '
s0 e0

KM + 2s0

[
1− exp

(
− k1(KM + 2 s0) t

)]
. (16)

1Note we have not considered the applicability of a potential QSS reduction with respect to slow product formation in which
k2 is treated as a small parameter (i.e., in the limit as k2 → 0), in which case the nullclines coalesce.
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From (16), we estimate the initial fast timescale tf to be

tf =
1

k1
(
KM + 2 s0

), (17)

and define the scaled dimensionless time variable for the fast phase of the reaction as:

τ =
t

tf
= t k1

(
KM + 2 s0

)
. (18)

The matching concentrations between the initial fast transient and QSS period are s(tf ) = s0 and c(tf ) =
(s0 e0)/(KM + 2 s0). These quantities allow us to define the following dimensionless variables:

s̄ =
s

s0
and c̄ =

KM + 2 s0

s0 e0
c. (19)

Substituting the scaled dimensionless variables (19) and timescale (18) into (8a)-(8b) yields the scaled non-
linear system governing the IAZA reaction mechanism during the initial fast timescale, τ ,

ds̄

dτ
= εβ(1− λ)s̄2 + ελβ2(α+ 2σs̄)c̄− εβs̄, (20a)

λ
dc̄

dτ
= s̄− (1− λ)s̄2 − λβ(1 + 2σs̄)c̄. (20b)

The dimensionless parameters that appear in (20a)–(20b) are:

ε ≡
ET

KM
, λ ≡

e0

e0 + s0
, σ =

s0

KM
, k =

k−1

k2
, α ≡

k

1 + k
and β ≡

1

1 + 2σ
. (21)

Although it appears (at first glance) that λ may be a suitable small parameter the validity of the QSSA.
However, note that λ = 0 is equivalent to e0 = 0, from which we recover

s̄ = 0 or s̄ = 1. (22)

Thus, λ = 0 implies that the initial condition lies on the fixed point located at (s0, 0) whenever s0 is nontrivial
and e0 = 0. Consequently, ε arises as a singular perturbation parameter that justifies the applicability of
the QSSA via Tikhonov’s Theorem. Defining T = τ/ε and using the scaled dimensionless variables (19) and
parameters (21), we can scale the nonlinear system governing the IAZA reaction mechanism during the slow
QSS phase

ds̄

dT
= β(1− λ)s̄2 + λβ2(α+ 2σs̄)c̄− βs̄, (23a)

ελ
dc̄

dT
= s̄− (1− λ)s̄2 − λβ(1 + 2σs̄)c̄. (23b)

Note that when ε� 1, dc̃/dT is O(ε−1) while ds̃/dT is O(1); these arguments confirm that the small singular
parameter ε = ET /KM � 1 is a suitable condition for the validity of the QSSA, and delimits the governing
nonlinear differential equations (8a)–(8b) for the IAZA reaction mechanism into a fast regime (20a)–(20b),
and a slow regime (23a)–(23b).

3.2 Enzyme assays and the condition for the validity of the QSSA

In the laboratory, a wide variety of enzyme assays can be used to perform steady-state enzyme kinetics
experiments, such as absorbance- and fluorescence-based assays. The equipment and materials for the
enzyme assays will vary. Although enzyme assays provide limited information about the fundamental rate
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constants at the microscopic level, they are useful research tools that are commonly used to characterize
enzyme or inhibitor activity, or compare the effects of mutations or modifications on enzymatic function.

The most commonly used type of experiment in enzyme kinetics measures the initial rate of an enzymatic
reaction as a function of substrate concentration. Initial rate experiments are carried out under experimental
conditions where the QSSA is valid. As we mentioned in Section 3, rates are measured after the initial fast-
transient by monitoring the substrate depletion or accumulation of product over time. The initial rates
measured are plotted versus substrate concentration. The kinetic parameters are determined by fitting the
data to the MM equation using nonlinear regression if the mechanism of action follows the MM reaction
mechanism (2) [6, 35, for more details]

For the IAZA reaction mechanism, the homologous rate law to the MM equation (14) for measuring the
substrate depletion is:

v̂0 = −
dsε

dt
=
k2(ET − sε)sε

KM + 2sε
. (24)

To determine the initial rate of autocatalytic zymogen activation using (24), the enzyme assay needs to meet
the condition (13) for the validity of the QSSA; this is sε0 < ET � KM . This condition requires KM for
the IAZA reaction mechanism to be at least one order of magnitude larger than the reactants, ET , in the
enzyme assay. If no initial estimate for KM is available, a wide range of ET concentrations should be tried
and the range refined in subsequent enzyme assays as needed. Alternatively, ET can be more conveniently
varied by adding or subtracting zymogen, rather than enzyme, at the start of the reaction.

The curve defined by (24) is shown in Figure 6. It has an unimodal shape that crosses the origin and
ET , and reaches a limiting rate of v̂ at sε∗c ' ET /2 (the same concentration (12) that maximizes Nc(s) from
(11)). Thus, when the condition (13) is valid, sε∗c = ET /2, v̂ yields:

v̂ ≈
1

4

k2E
2
T

KM + ET
(25)

The reaction is approximately zero order in sε∗c and is said to be saturated, because all of the active sites of
the enzyme are occupied by a zymogen.

At very small values of sε, the denominator of the right-side (24) is dominated by KM , so sε is negligible
compared to both KM and ET , and v̂0 is directly proportional to sε giving an initial slope approximately to

v̂0 ≈
k2ET

KM
sε. (26)

This result implies that the reaction is approximately first-order overall at low sε, and k2ET /KM is a first-
order constant for the reaction. Similar to the MM reaction mechanism, k2ET /KM is the specificity constant
of the reaction, and KM/k2ET is the specificity time. This is the time that would be required to consume
all of the zymogen if the enzyme were acting under first-order conditions and maintained the same initial
rate indefinitely [1].

For the MM reaction mechanism (2), KM is defined operationally as the substrate concentration that
corresponds to one half of the limiting rate v/2. For (24), KM does not have the same operational definition.
Under QSS conditions, when v̂/2 in (24), sεv̂/2 has two values:

sε−v̂/2 '
ET

2

(
1−
√

2

2

)
and sε+v̂/2 '

ET

2

(
1 +

√
2

2

)
. (27)

The concentrations above are valid under (13), thus under the approximation sε∗ ' ET /2 from (12).

4 Estimation of the reaction completion time for the zymogen
activation

The reaction completion time, td, is a timescale with practical applications in enzyme assays. It can be used to
experimentally determine the molar enthalpy ∆Happ of an enzyme catalyzed reaction in calorimetry assays.
An enzyme rate can be determined by measuring the rate of heat generated upon substrate conversion into
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Figure 6: The initial velocity of the IAZA mechanism under QSSA. The initial velocity (24) is
represented by the solid black line. The figure shows the limiting rate v̂ defined by equation (25) and the
operational concentrations sεv̂/2 defined as the values sε when v̂/2 (27). The initial slope v̂0 for sε ≈ 0,

defined by equation (26), is marked by the stippled grey line. Kinetic parameters and initial conditions are
k2 = 1, ET = 0.02 and KM = 2 with arbitrary units.

product, and estimate KM and kcat values. The magnitude of ∆Happ is estimated by allowing the reaction to
proceed to completion and then integrating the calorimetry rate signal to obtain the total heat transferred.
∆Happ is proportional to td [36].

For the IAZA reaction mechanism (3), the reaction reaches completion when the zymogen is depleted.
Therefore, we formally represent, td, as:

td ≈
∆s

max
∣∣dsε/dt∣∣ =

Total change in s after transient

Maximum depletion rate of s after transient
. (28)

Defining max |dsε/dt| in (28) to be the limiting rate of the zeroth-order approximation (14), we obtain:

max

∣∣∣∣dsεdt

∣∣∣∣ =


k2E

2
T

4(KM + ET )
for e0 ≤ s0

k2 e0 s0

KM + 2 s0
for s0 < e0

. (29)

The dependency of |dsε/dt| on the relation between s0 and e0 is critical – this is illustrated on figure 7.
The total change in s, ∆s, is equal to the initial zymogen concentration s0. Substituting ∆s = s0 and (29)
into (28) yields an estimate for the completion time of the zymogen action

td =
4s0(KM + ET )

k2E2
T

for e0 ≤ s0 (30a)

td =
KM + 2s0

k2e0
for s0 ≤ e0 (30b)

Thus, the shape of the c-nullcline provides two choices for the depletion timescale. It is clear that both (30a)
and (30b) are in exact agreement when e0 = s0. Further note that (30b) is homologous to the depletion
timescale of the MM reaction mechanism (2) analyzed by Segel [27]. However, if s0 < e0, then (30a) may be
too short to serve as a reasonable depletion timescale (see left panel of Figure 8). In contrast, if e0 < s0,
then (30b) provides a more conservative estimate of the depletion timescale in comparison to the more liberal
estimate given by (30a) (see right panel of Figure 8). In either case, it is straightforward to show that
tf/td → 0 as ε ≡ ET /KM → 0. Thus, timescale separation is a consistent necessary (but not sufficient)
condition for the validity of (14).
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Figure 7: Limiting rate of (14) changes with the relation between s0 and e0. The figure shows the
absolute velocity |dsε/dt| for s0 = 0.00125 < e0 = 0.00875 (solid black) and for e0 = 0.00125 < s0 = 0.00875
(dotted black) and the corresponding maxima as defined in (29). Since for both cases ET = 0.01 the initial
velocities are equal, but it equals the maximal absolute velocity only for s0 < e0 ; when e0 > s0 the maximal
velocity is achieved at s ≈ ET /2. In each situation, the QSSA is satisfied: k1 = k2 = k−1 = 2, thus the (13)
is met. Initial conditions and parameter values are in arbitrary units for illustrative purposes.

5 Discussion

The main contribution of this work is the analysis of a model for the autocatalytic zymogen activation (IAZA)
reaction mechanism (3), and its comparison with the MM reaction mechanism (2). Although the mechanism
of enzyme action is the same for both mechanisms, the nonlinear dynamics of both reaction mechanisms
reveal distinct differences. We find that the nature of catalysis is a decisive factor in determining the specific
dynamics and geometrical picture of the reaction.

One of the most fundamental dynamical differences between the IAZA and MM reaction mechanism is the
number and stability of equilibria points. The MM reaction mechanism only exhibits one stable equilibrium,
while the IAZA reaction mechanism exhibits an additional saddle equilibrium point. The existence of these
two equilibria creates a heteroclinic orbit of unimodal shape between the saddle equilibrium and stable
equilibrium points, which is the invariant manifold that influences the long-time dynamics of the IAZA
reaction mechanism (3) in the c–s phase–plane.

The critical result of this work is the derivation of an initial rate equation (14) – homologous to the MM
equation – using the QSSA. This expression can be used to estimate the enzyme kinetics parameters by
measuring the initial rates of the autocatalytic zymogen activation as a function of zymogen concentrations
under the condition (13) for the validity of the QSSA. It should be pointed out that our analysis has been
focused on the QSSA due to the fact that the QSSA is commonly utilized as a reduced model to determine
kinetic parameters from initial rate experiments. However, there are other forms of the “QSSA” that are
commonly implemented, such as the total QSSA, which was originally formulated by Laidler [37], or the
reverse QSSA [38]. Subsequent analyses have improved our understanding of the conditions that lead to
the validity of the total QSSA [39]. However, the tQSSA is typically utilized to estimate parameters from
progress curve experiments, and introduces the experimental challenge of measuring the total substrate
concentration. Hence, we have chosen not to analyze the conditions for the tQSSA in this work.

In addition, we also derived a mathematical expression to estimate the completion time of the zymogen
activation, which can be used to experimentally determine the molar enthalpy ∆Happ of the autocatalytic
zymogen reaction in calorimetry assays. It is possible that more general timescale estimates can be obtained
from the analysis of the total QSSA [40]. However, the timescale estimates derived in this work are sufficient
for the region of parameter space that is our primary focus.
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Figure 8: Timescale for completion of the zymogen action as a function initial concentrations.
Left: Numerically computed progress curve for s(t) (solid black) with the fast tf (dashed pink) timescale
marked as vertical lines for reference. Because the initial conditions are s0 = 0.0125, e0 = 0.0875, the
corresponding completion time scale is td (30b) (marked by stippled blue line) must be chosen with respect
to the condition s0 < e0. The dashed orange line shows the complementary estimate for td from (30a); this
time estimate is observed to be too short to characterize a completion of the reaction. The parameters used
for the computation are k1 = k2 = k−1 = 1, thus KM = 2 and ET = 1. Right: Same as to the left, but
with s(t) computed for s0 = 0.0875, and e0 = 0.0125. The estimate of the td from (30a) (dashed orange line)
approximates the completion time scale more liberally when chosen with respect to the condition e0 ≤ s0,
and the complementary estimate from (30b) (dashed orange) provides longer, more conservative estimate.

DK071212).
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