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The radiative and nonradiative relaxation dynamics of an ensemble of molecules in a mi-

crocavity are investigated with emphasis on the impact of the cavity lifetime on reactive

and spectroscopic properties. Extending a previous study [J. Phys. Chem. A 123, 8832

(2019)], it is shown that the dynamics of the ensemble and of single molecules are in-

fluenced by the presence of a cavity resonance as long as the polariton splitting can be

resolved spectroscopically, which critically depends on the lifetime of the system. Our

simulations illustrate how the branching between nonradiative intersystem crossing and

radiative decay through the cavity can be tuned by selecting specific cavity photon ener-

gies resonant at specific molecular geometries. In the case of cavity-photon energies that

are not resonant at the Franck-Condon geometry of the molecules, it is demonstrated nu-

merically and analytically that collective effects are limited to a handful of molecules in

the ensemble.
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I. INTRODUCTION

The presence of resonances between a material excitation and a quantized electromagnetic

mode results in the formation of hybrid light-matter systems. Because the resonance condition

strongly depends on the nuclear positions of the material part, the photophysics and photochem-

istry of the hybrid system can be modified within properly tuned resonance microcavities .1–9

This has lead to the proposal, development and improvement of technological applications at the

crossroads of chemistry, materials science and photonics, with examples ranging from energy and

charge transport in the material part7,10–13 to applications in which the photonic characteristics of

the hybrid system play the prominent role.14–17

The theoretical description of polaritonic systems has rapidly evolved in the past years, from

treating the material part as a two-level system (atom) in the framework of the Jaynes-Cummings18

or Tavis-Cummings19 Hamiltonian, to including molecular Hamiltonians via i.e. polaritonic po-

tential energy surfaces20 (pPES) or in the basis of the field-free rovibronic states for spectro-

scopic properties,21 quantum electrodynamics density functional theory22,23 (QEDFT), exten-

sions of the exact factorization approach24–26 and approaches based on wave-packet propagation

methods.8,9,27–29 However, a detailed understanding of the interplay of various decay channels in-

volving cavity losses and the multidimensional quantum dynamics of nuclei in single molecules

and ensembles is mostly missing. In particular, the characterization of the spectroscopic response

of the systems interacting with external light and its connection to the underlying dynamics is

required to probe phenomena such as energy dissipation and decoherence. This is crucial for the

development of photonic devices1 and the development of chemical and physical applications.2,4,5

Radiative cavity decay – leakage of photons to the electromagnetic continuum modes – can

be approached through dissipative terms in the theoretical description. The dissipative dynamics

can be treated phenomenologically via decay rate constants, for example in the framework of

density-matrix propagation,30–32 in combination with molecular dynamics33,34 or through a master

equation approach based on the Lindblad form,35–37 to name a few. The cavity decay can only take

place from the polaritonic states that have a significant optical component, the upper polaritonic

(UP) and lower polaritonic (LP) states. The dark state polaritonic (DSP) states cannot directly emit

photons; first a decay to either the LP or UP states must take place.30,34,35,37–40 The effective cavity

decay rate decreases for polaritonic states, compared to the bare cavity; in some cases this may be a

consequence of the population transfer to DSP and mediated by nonadiabatic effects. However the
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delayed emission from the LP state observed in some experiments is not fully explained yet.41–45

For example, it has been discussed controversially in the literature whether the LP decay constant

reflects the DSP to LP decay as the bottleneck in the dynamics, rather than the LP decay.4,46,47

The cavity decay, through the cavity lifetime, also plays an important role in the definition of

weak vs. strong coupling.48 In theoretical studies, "strong" coupling is often merely defined as

the Rabi splitting being a significant fraction of the cavity excitation energy ωC. More precisely

though, "weak" and "strong" coupling can be differentiated by the spectral resolution of the LP/UP

splitting. In weak coupling, the splitting is smaller than the spectral linewidth and thus hidden in

the spectrum; in strong coupling, the splitting is clearly visible. Thus, not only the magnitude

of the Rabi splitting, but also the linewidth of the involved states determines the classification as

strong coupling, and consequently the energy splitting can amount to a significant fraction of the

excitation energy but may not be observable in the spectrum due to a short cavity or matter decay

time.49,50

Since the classification of the coupling regime is directly linked with the spectral separability

of the upper and lower polaritonic states, one can ask whether this fact has consequences for the

underlying dynamics of the hybrid system upon light absorption. We investigate this question

by quantum dynamics simulations of NaI and pyrazine molecules in a cavity using the multi-

configuration time-dependent Hartree (MCTDH) approach51,52 including cavity decay to the con-

tinuum. We build on our previous work9 where we demonstrated that the photoinduced dynamics

are dominated by the molecular deactivation pathways upon excitation into the LP mode, whereas

the dynamics initiated in the UP mode are significantly more complex. It is shown that the first

point only holds true for a cavity-molecule resonance at the Franck-Condon point. The impact

of different cavity decay rates on the molecular dynamics and spectroscopic properties is studied,

and we further investigate the role of the DSP in the radiative and nonradiative decay channels.

Finally, we consider the tuning of the resonance condition of the cavity mode for different points

of the configurational space of the molecules in foresight of applications in photon harnessing and

frequency conversion.

In the following, the underlying theoretical approach is introduced, followed by the results on

the NaI and pyrazine, their discussion and a summary.
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II. THEORY

For N molecules coupled resonantly to a cavity mode, the ensemble-cavity system is described

by the Hamiltonian

Ĥ =
N

∑
κ=1

Ĥ(κ)
mol + Ĥcav + Ĥlas, (1)

with Ĥ(κ)
mol the Hamiltonian for the κ-th molecule, Ĥcav the cavity and cavity-molecule coupling

Hamiltonian, and Ĥlas the laser field (treated classically). The cavity mode is described as a single

quantized electromagnetic mode with a constant electric field amplitude across all members of

the molecular ensemble and a lifetime τ of the cavity photon that is related to the cavity decay

constant through Γ = 1/τ and cavity quality factor Q = ωC/Γ:

Ĥcav =

(
h̄ωC− i

Γ

2

)
â†â+g~εc · ~̂D

(
â† + â

)
+

1
2

(
g~εc · ~̂D

)2
(2)

where ~εc is the cavity mode polarization direction, ~̂D = ∑
N
κ
~µκ the dipole operator for the N

molecules with dipole moment ~µ , and g =
√

h̄ωC
2V ε0

the coupling strength of the electromagnetic

mode or cavity-mode field strength. In Eq. (2) the cavity is described by a complex energy, in

which the imaginary part is proportional to the decay rate Γ and which results in a non-Hermitian

cavity Hamiltonian.53,54 Note that the zero-point energy of the cavity needs to be subtracted to

avoid the nonphysical decay of the cavity ground state (i.e. (â†â+1/2)→ (â†â)). It is also read-

ily seen that, under Hamiltonian (2), the decay rate of the cavity state |N〉 with N photons is NΓ.

This matches the physical picture that the probability per unit time for one of the N photons to leak

out of the cavity is N times larger than for a single photon. The complex energy term in the Hamil-

tonian leads to a decrease of the wave function norm over time when the cavity excited state(s) is

(are) populated. The decrease of the norm directly corresponds to the probability that the initial

excitation of the system caused by external light spontaneously decays into the electromagnetic

continuum. In other words, it corresponds to the radiative loss of the hybrid system mediated by

the cavity mode, and is referred to as Pem in the following.

The portion of the wave function that has emitted a photon into the continuum states is no longer

present in the dynamics simulation: The situation where the cavity-molecule ensemble carries

no optical excitation, but the continuum states of the field outside of the cavity are excited, lies

outside of the Hilbert state spanned by the wave function. For a more encompassing description

of the cavity leakage to the continuum, not only the dissipation would need to be included in the
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Hamiltonian, but also fluctuation. In the Schrödinger description, this could be achieved by i.e.

including a photon bath or using a stochastic approach and will be the target of future studies. At

this point, the cavity decay will be described using the heuristic approach introduced above, which

only considers the manifold where the vacuum field carries no excitation, and does not allow a

description of the portion of the system after photon leakage.

At this point, for reasons of simplicity and generality, we consider only the case with one

cavity-mode being resonant with a transition in the molecule; in a more general experimental

setting, more than one cavity mode could couple to the molecules, leading to prolonged cavity

leakage.

The laser interaction term reads

Ĥlas =−~E(t) ·~D, (3)

with electric field ~E(t) =~εLA(t)cos(ωLt), where~εL is the laser field polarization direction, A(t)

is the electric field envelope and ωL the carrier frequency of the laser. Without loss of generality

we make the model assumption that the laser field couples directly to the molecules and not to

the cavity.8 The length gauge and the dipole approximation are used for both the quantized cavity

mode and the laser field.

III. MOLECULAR HAMILTONIAN

The molecular Hamiltonian for the κ-th molecule in the ensemble reads

Ĥ(κ)
mol = T̂ (κ)

n (Q)+ Ĥ(κ)
e (r;Q) (4)

where T̂ (κ)
n (Q) is the kinetic energy operator for the nuclear degrees of freedom (dof) and

Ĥ(κ)
e (r;Q) consists of the electronic kinetic energy operator and the electron-electron, nuclei-

electron and nuclei-nuclei Coulombic terms. For NaI, an eigenstate basis is used based on ab

initio potential energy surfaces (PESs) and dipole matrix elements.8,27 The molecular Hamilto-

nian for NaI reads

ĤNaI = T̂n(R)1+

V0(R) 0

0 V1(R)

 (5)

with R the interatomic distance, and V0(R) and V1(R) the adiabatic potentials for the electronic

ground state S0 and excited state S1. The identity is two-dimensional, so that the kinetic energy

operator is identical for the two electronic states.
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The Hamiltonian used for pyrazine is a four-dimensional (nmodes = 4) vibronic coupling Hamil-

tonian to first order55,56 within the group Born-Oppenheimer approximation with respect to the

molecular electronic states.57 The expansion is performed around the Franck-Condon (FC) point

in terms of normal modes Qi:

Ĥpyr =
nmodes

∑
i=1

ω2
i

2

(
− ∂ 2

∂Q2
i
+Q2

i

)
1+∆+

ntun

∑
i∈{tun}

KQi

+
ncoupl

∑
i∈{coupl}

ΛQi (6)

for the three relevant electronic states S0, S1 and S2, where the identity is now three-dimensional.

The vibrational modes are separated into the set of coupling {coupl} and tuning {tun} modes,

with the coupling mediating the nonadiabatic population transfer between S2 and S1; and the

tuning modes leading to effective shifts of the potential minima. The first tuning mode, mode

ν6a, steers the molecule towards the conical intersection on both S2 and S1; whereas the other

two tuning modes lead to an effective dephasing of the wave packet, as the level of vibrational

excitation in S1 and S2 differs for these two modes, leading to a spread of the wave packet and

moving the nuclei in different directions on the two PESs. The vibrational frequencies ωi of the

four modes i, and the coupling and tuning parameters Λ and K, as well as the energy shifts ∆

between electronic states are the same as previously.9,55,56

A. Quantum dynamics propagation and analysis

The time-dependent Schrödinger equation for the molecular ensemble-cavity wave function is

propagated using the MCTDH method51,52 and its multilayer generalization58–60 with the Heidel-

berg MCTDH package61, as introduced previously.27

After the hybrid cavity-ensemble system absorbs one photon, different final outcomes are pos-

sible. Either the cavity can emit the photon through radiative decay, or the molecules can retain

the excitation and undergo a photophysical process or photochemical transformation – e.g. a pho-

todissociation reaction (NaI) or internal conversion (IC, pyrazine). In both cases, the definition of

product formation is straightforward: For NaI, we define that the molecule has dissociated when

the interatomic distance exceeds Rd = 15 a0; so that the cumulative probability of dissociation Pdiss

is directly related to the portion of the wave packet that occupies the grid at Rd and larger. For

pyrazine, the nonadiabatic electronic relaxation proceeds from S2 towards S1, and the population
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of S1, PS1 thus directly corresponds to the cumulative probability of the IC process.

In this work, we are interested in the dynamics within the single excitation space, although we

note that there is no methodological restriction in our approach to treat the dynamics in higher

excitation spaces. When the dynamics are initiated using a laser pulse, the probability that the

system is still in the ground state, PGS, is obtained by projecting the total wave function onto the

ensemble’s ground state. The overall excitation probability of the cavity-ensemble system needs

to remain low to ensure that the dynamics proceeds in the single-excitation regime (one-photon

absorption). A total excitation probability of at most 10% ensures that two-photon transitions

remain roughly at a level of 1%. The total excitation probability for the ensemble is given by

PES = 1−PGS and as different ensemble sizes are considered, the laser intensity is adjusted to

keep the overall excitation probability approximately constant. This is achieved by scaling the

laser intensity by 1/
√

N. It is assumed that the molecules absorb light independently.8

Alternatively, the initial state can be generated as a direct LP or UP excitation through applica-

tion of the excitation operators T̂±, which directly promote the cavity-molecule system to a pure

upper (+) or lower (-) polaritonic state, or the S2 state:

T̂± =
1√
2

(
â† + â

)
∓

N

∑
κ

1√
2N

(|0κ〉〈1κ |+h.c.) (7)

T̂S2 =
N

∑
κ

1√
N
(|0κ〉〈1κ |+h.c.) (8)

In this case, the initial state is either a pure polaritonic state or the S2 state at the FC geometry,

and no population remains in the ground state, simplifying the analysis. Indeed, Eq. (7) represents

a modified form of a dipole operator designed to excite the system within the single excitation

space in a state-selective manner. This permits to gain insight into the dynamics resulting from the

initial population of either the LP or UP states, even if they are not spectroscopically resolved and

therefore could not be addressed separately by an actual laser pulse.

The dynamics and properties of the different cases are partially discussed with the help of the

corresponding pPESs8,20,62, which are defined as the eigenvalues of the Hamiltonian

ĤpPES = Ĥ−
N

∑
κ=1

T̂ (κ)
n , (9)

in the single-excitation (one-photon) subspace and with Ĥ the total Hamiltonian without an exter-

nal laser pulse; T̂ (κ)
n is the nuclear kinetic energy operator of the k-th molecule. These polaritonic

potentials are not employed in the wave packet propagation, but merely serve as a tool to visualize

the concepts and key points of the analysis.

7



Dynamics in a lossy microcavity

IV. RESULTS AND DISCUSSION

A. NaI: A two-state example

The NaI photodissociation dynamics in a cavity have been previously investigated by us and

others8,9,28,63,64. NaI is stable in its ground state but dissociates upon photoexcitation. In this

example, the cavity energy is chosen such that the cavity is in resonance with the energy difference

between the minimum of the ground state S0 and the vertical energy of the excited state S1 (FC

point). For each molecule in the cavity, two electronic states and one vibrational dof are included in

the dynamics. The cavity-molecule coupling parameters are adjusted so that the splitting between

upper and lower polariton mode amounts to ΩR = 0.13 eV, which is about 1/30th of the cavity

excitation energy ωC = 3.81 eV, and is kept constant for different numbers of molecules in the

cavity by scaling the cavity-molecule interaction strength. This scaling physically implies that the

number density of molecules in the cavity remains constant as its number varies.

From the ground state minimum, the molecule can directly be excited into either the lower or

upper polariton mode by application of the corresponding excitation operator T̂±. Three different

cavity decay constants are chosen, Γ f , Γm and Γs, corresponding to fast, moderately fast and

slow decay (decay times τ f = 1.2 fs, τm = 12.1 fs and τs = 24.2 fs). The slow decay constant

corresponds to a more typical decay time of a Fabry-Pérot cavity.42–45 The two shorter decay

times enhance the competition between radiative loss and photoinduced dynamics, and provide

insights into these two directly competing and complementary deexcitation channels.

The photoemission Pem (cavity loss) and photodissociation probabilities Pdiss after excitation

into the LP and UP mode are shown in Fig. 1. Comparing the dissociation probabilities after

excitation into the LP, Fig. 1 a), c) and e), it becomes clear that the probability depends strongly

on the cavity decay constant and less so on the number of molecules in the cavity. Here, the

dissociation is in direct competition with cavity loss, so that the excitation of the system results in

either dissociation or photon emission. The number of molecules only plays a noticeable role in

these dynamics for e), the short-lived cavity, where an initial decay of the photonic contribution of

the initial state within just a few fs takes place before the onset of nuclear dynamics. In this case,

the photonic contribution of the initial state at early times depends on the number of molecules

(see SI). The different photoemisson probability is not a consequence of a delay of the onset of

photodissociation depending on the number of molecules, as seen by the equal arrival time of the
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FIG. 1. Cumulative photodissociation Pdiss(t) and photoemission probability Pem(t) after excitation into LP

(left column) and UP mode (right column), for one, two, and five molecules (N). The decay process of the

cavity is slow (Γs, a)-b)) to moderately fast (Γm, c)-d)) to fast (Γ f , e)-f)).

wavepacket at the dissociation mark in Fig. 1e). This is contrast with an excitation to the UP

(cf. Fig. 1b), 1d)) where the residence time at the FC region is clearly affected by the number of

molecules. In a long-lived cavity, one of the molecules moves out of the FC region before the

onset of the cavity decay. Thereafter, the decay channel is closed and this makes the probability of

photodissociation, and in turn the probability of photoemission, mostly independent of the number

of molecules. Indeed, in previous work we show how, for an infinitely long-lived cavity, the

dissociation probability after LP excitation is practically independent of the number of molecules

(for equal total coupling strength of the ensemble to the cavity)9 and this behaviour is recovered

now for the slower cavities, Figs. 1 a) and c), albeit to a different extent. This behaviour is not

recovered for the fast cavity, Fig. 1 e), due to the reduced photonic contribution of the cavity that

cannot be replenished through Rabi cycling, as the cavity dynamics is on a different time scale

(see SI).

An excitation into the UP state, Fig. 1 b), d) and f), leads to qualitatively and quantitatively very

different dynamics. The number of molecules dominates the branching ratio between photodisso-

ciation and photoemission for all cavity lifetimes. A greater number of molecules leads to a higher

dissociation yield and less photon leakage. This can be explained through the increasing density

of dark states with increasing number of molecules: The effective UP lifetime decreases for an

increased density of dark states, with the dark states being populated rapidly after excitation into

the UP state.8 While the UP mode is populated, cavity decay can take place through the photonic
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contribution to the UP. With an increasing nonradiative decay rate towards the dark states, the ra-

diative decay channel becomes less favorable and the net photon emission from the UP is reduced.

The dark states however have no net contribution of the cavity mode, and therefore the radiative

decay channel through the cavity is closed when the excitation resides in the dark states. Further-

more, dissociation can only occur from the LP mode and not the DSP,8,9 as the dark states are all

bound states with respect to displacement along the nuclear coordinate. Finally, photodissociation

occurs in the (nominally) LP state (cf. pPESs in Refs.8,9), which loses its photonic character as

the chemical bond of the dissociating molecule elongates. This prevents the emission of a photon

through the cavity, as only one of the two outcomes is possible – photodissociation or cavity decay.

One final and important aspect that is evident in Fig. 1 is that the dissociation dynamics of the

molecule(s) for the short-lived (fast decay) cavity are identical irrespective of whether the initial

population resides in the LP or the UP states. This implies that for this very short cavity lifetime,

the polaritonic states are so short-lived that they do not contribute to the dynamics of the molecule

and do not alter its "chemistry": The dissociation dynamics of the molecule in the short-lived

cavity proceed in the same way as in the absence of a cavity.

The spectra after excitation of NaI into LP and UP states are shown in Figure 2. The LP peak

appears broader than the UP peak due to the fast molecular dissociation from the LP state.9 For

both the slow and moderately fast radiative decay, and one, two, and five molecules, the spectral

features appear very similar. For the fast cavity decay, however (circle ticks), the LP and UP

peaks are effectively smeared out and overlap substantially: LP and UP overlap and consequently

a laser pulse would not be able to separately address them. This goes in line with the observations

based on the dissociation dynamics: UP and LP states exhibit very similar dynamics and can no

longer be viewed as separate states of the system. Conversely, when the LP and UP states are

spectroscopically resolved, the dynamics emerging from each of the initial states differs, either

in terms of the branching ratio between photodissociation and photoemission, or in terms of the

delay time until the onset of photoemission, or both.

B. Pyrazine: A multi-dimensional three-state system with internal conversion

Pyrazine is a well-studied example of an N-heteroaromatic compound that undergoes rapid

internal conversion (IC) from the S2 to the S1 electronic state upon photoexcitation65. This nona-

diabatic process takes place on a time scale of a few tens of femtoseconds, similar to the time

10



Dynamics in a lossy microcavity

3.4 3.6 3.8 4.0 4.2
E (eV)

0

100

200

300

400

In
te

ns
ity

 (a
rb

. u
.)

LP UP N=1 N=2 N=5 Cs( ) Cm( ) Cf( )

FIG. 2. Linear absorption spectra for an excitation into the pure polaritonic modes for N NaI molecules

and slow (s), moderately fast (m) and fast (f) cavity decay. The spectral position of the UP and LP mode

is marked with black dashed lines. Symbols and lines in blue (orange) denote excitation into the LP (UP)

mode.

scale of typical cavity decay times. Pyrazine, with its three electronic states, vibrational modes

and nonadiabatic coupling represents an ideal exemplary molecule to investigate radiative decay

and the role of polaritonic states in the photoinduced dynamics. Here, we consider only four vibra-

tional modes explicitly, but note that models with all 24 vibrational modes have been formulated

and used in quantum dynamics simulations.56

1. States S0 – S2 resonant with the cavity mode

In a first instance, the cavity resonance and coupling is chosen such that electronic states S0 and

S2 are coupled. This is similar to NaI where now instead of photodissociation, the reactive channel

is the IC process, and accumulated S1 population corresponds to product formation. Thus, cavity

decay and IC (S1 population) directly compete. The cavity-molecule interaction strength is chosen

to result in a Rabi splitting of ΩR = 0.28 eV. As in the case of NaI, the Rabi splitting is kept con-

stant with increasing number of molecules in the cavity through a scaling of the cavity-molecule

coupling constant g by 1/
√

N. This corresponds to a constant number density of molecules in the

cavity independent of the ensemble size N.

By tuning the cavity photon energy it is possible to control which regions of configuration

space are in resonance, thus differently affecting the system’s dynamics. We consider here the

resonance at the FC point, corresponding to a cavity frequency ωC = 4.72 eV. Resonance at the
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FIG. 3. Linear absorption for an excitation targeting the S2 excited state; for S0 – S2 coupled through the

cavity and resonance at the FC point. One molecule in the cavity and also the bare molecule (in black) is

shown. Three different cavity decay constants are selected, f (fast decay), m (moderately fast decay), and

s (slow decay). The spectral position of the LP and UP states are marked with dashed vertical lines; the

position of the S2 energy at the FC point is marked with a black dotted line.

FC point maximizes collective effects due to the fact that all molecules have a large probability

to be found around this geometry, whereas collective effects fade away quickly if the resonance

condition involves other molecular geometries, as discussed with a simple model in the Supporting

Information (SI).

The linear absorption spectrum (obtained through the Fourier transform of the autocorrelation

function, 〈Ψ(Q, t = 0|Ψ(Q, t〉 for a propagation of 120 fs) for vertical excitation from the S0 to the

S2 electronic state through application of the dipole operator T̂S2 is shown in Fig. 3 (for N = 1).

Overlaid in the Figure are spectra for three different decay constants, f (fast), m (moderately fast)

and s (slow) corresponding to decay times of τ f = 4.84 fs, τm = 24.2 fs and τs = 48.4 fs. First

of all, the spectra of the molecule in the cavity are clearly distinguishable from the spectrum of

the bare molecule (shown in black). Comparing the spectra for different decay constants, the

moderately fast and slow decay constants lead to very similar spectra with well resolved LP and

UP spectral regions. In contrast, the fast cavity decay leads to a broader spectrum without clearly

defined polaritonic bands and closer to the spectrum of the free molecule.

To investigate the ensuing dynamics, a laser-pulse excitation of the molecule is carried out

using two different laser pulses covering two different spectral regions, the low (pulse A) and high

(pulse B) frequency region of the linear absorption spectrum, thus targeting LP and UP states,
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FIG. 4. a) Excitation laser pulse and spectrum for one molecule in the cavity and slow cavity decay, reso-

nance at the FC point. b), c) System excitation probability PES(t), electronic excited state populations P(t)

and photoemission probability Pem(t) for laser pulse excitation into region A (lower energy, LP state) and

region B (higher energy, UP state), for fast and slow cavity decay, resonance at the FC geometry and one

molecule. The dynamics for the molecule without the cavity are also shown (dotted lines).

respectively. The laser pulses in frequency and time domain are shown below (Fig. 4 a)); and in the

SI for the bare molecule excitation. To remain in the linear absorption regime, the laser intensity

is chosen such that it yields an excitation probability of at most 10%. Laser pulse parameters are

given in the SI. For the simulations of molecular ensembles we do not use a dipolar-type excitation

operator but directly excite the system with a laser pulse. This is technically simpler than applying

an operator to a ML-MCTDH wavefunction (see SI) and leads to the same outcome concerning

the dynamics of the excited states as long as the pulse intensity remains in the linear regime.

The electronic populations and photoemission probability triggered by pulses A and B are

shown in Fig. 4 b) and c). Only the "fast" (f) and the "slow" (s) decay constants are shown, as

the moderately fast cavity (m) behaves similarly to (s). Comparing the dynamics upon excitation
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into the LP state, part b) of the Figure, for different decay times, the photoemission probability is

clearly dominated by the decay constant. If the photoexcited system has not radiatively decayed

in the first 120 fs it remains trapped in S1. The intramolecular dynamics after excitation resemble

the dynamics of the bare molecule, especially for the long-lived (slow) cavity; indicating that the

LP state has strong S2 (molecular excited state) character. Noticeable is that the cavity continues

to decay linearly for the short-lived case (large Γ). This continuation of the cavity decay is a result

of strong coupling and the presence of virtual photons in the ensemble. In the description of the

cavity decay terms introduced here, no distinction between real and virtual photons is made, and as

a consequence, virtual photons can lead to cavity leakage as well, which of course is unphysical.

This fact, however, is not relevant for our conclusions and could be numerically cured in the

rotating wave approximation (RWA).

For an excitation into the UP state, Fig. 4c), the cavity decay time does not significantly affect

the dynamics of the molecule. The single pyrazine molecule remains in the UP state because

there are no dark states that result in a cavity-mediated nonradiative decay.8 Instead, from the UP

state, almost all photoexcited population results in photoemission through the cavity and only a

small fraction ends up in the S1 electronic state via the natural nonradiative decay channel of the

molecule. This indicates that the UP state exhibits stronger S0 (molecular ground state) character

with a low IC probability, and a higher photoemission probability.

For the short lived (fast) cavity decay, LP (pulse A) and UP (pulse B) dynamics are quite

similar and the intramolecular dynamics are not influenced substantially through interaction with

the cavity. In this case, the corresponding spectrum in Fig. 3 does not resolve the LP and UP

regions. As for NaI (for fast cavity decay), the polaritonic states are too short-lived to influence

the dynamics of the system. Conversely, for the longer lived cavity, the laser pulses targeting

the well resolved LP and UP spectral regions, as depicted in Fig. 4c), trigger different dynamical

responses of the hybrid system.

We now turn to the collective effects on the relative photoemission probability Pr
em(t) by com-

paring one, two and five coupled molecules in the cavity. The relative photoemission probability

shown in Fig. 5 is given as the fraction of photoemission probability over the total excitation

probability by the laser pulse, Pmax
ES , as Pr

em(t) = Pem(t)/Pmax
ES . The total excitation probability

is determined from the excitation of the corresponding ensemble with an infinite cavity lifetime.

According to its definition, if all excitation were lost radiatively, Pr
em(t) would reach one in the

long-time limit. Whenever the curves do not reach the theoretical maximum value of one, it is be-
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FIG. 5. Relative photoemission probability for pyrazine molecules in a cavity for the smallest decay constant

Γs, normalized by the total excitation by the laser, Pmax
ES . Shown are one, two and five molecules in the cavity

and S0-S2 resonance at the FC point, with laser-pulse excitation targeting the LP and the UP mode.

cause the system has reached one of the N nonradiative decay channels leading to intramolecular

nonradiative decay of one of the N pyrazine molecules into its S1 electronic state.

When the laser is tuned to the LP state, the probability of photoemission is virtually independent

of the number of molecules. This is because the system can decay radiatively as long at it is found

in the FC region, and as soon as one of the molecules leaves the FC region on the LP pPES,

the photonic contribution of this state vanishes and no further photoemission is possible. It has

been shown in the NaI example and previously9 that the time required for leaving the FC region

of the LP pPES is independent of the number of molecules. Conversely, when the laser pulse

populates the UP state, the photoemission probability becomes strongly dependent on the number

of molecules. For only one molecule, the system spends a longer time in the UP state than for

two and five molecules, and the photoemission probability is larger. As the number of molecules

increases, the cavity-mediated internal conversion through collective conical intersections among

dark states quickly depopulate the UP state towards the dark states manifold and subsequently

towards the LP state, where the system can depart from the FC region.8 One sees that, already

for five molecules, the photoemission probability after excitation onto the UP is smaller than for

direct excitation into the LP state.

Summarizing, similar trends are found for the higher-dimensional pyrazine as are for NaI; as

long as the polaritonic states appear as separate bands in the spectrum, the ensuing dynamics after

excitation into either band are different, and are furthermore different from the dynamics of the
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free molecule. As such, the polaritonic states affect the chemistry of the system. If the cavity

loss is so fast that the polaritonic states cannot be resolved spectroscopically, then the dynamics

of the molecules in the cavity that retain the excitation resemble the dynamics of the free excited

molecule.

2. States S1 – S2 resonant with the cavity mode

We now investigate the case of a cavity resonant between S1 and S2. Albeit in pyrazine, the

electronic transition between S1 and S2 is not dipole-allowed, we investigate this example to obtain

further fundamental insights. As different resonance points on the PES, we select that the cavity

is resonant at the S1 minimum (vertical energy of S2) and the S2 minimum (vertical energy of

S1). This results in cavity energies of ωC = 1.2603 eV and ωC = 0.3657 eV, respectively. We

again focus on the smallest decay constant Γs in the following, and a single-molecule coupling

gµ = 0.13 eV. In this case, the cavity-molecule interaction strength is not scaled by 1/
√

N, for

reasons that will become apparent below.

In this scenario, the intramolecular nonadiabatic coupling and the cavity mode couple the same

molecular states, namely S1 and S2, and thus the cavity opens a new channel for IC towards S1.

The population of S1 alone does not signify which channel is dominant, but a comparison of the

photoemission probability, and S2 and S1 population.

In Fig. 6, pPES cuts from a diagonalization of the Tavis-Cummings Hamiltonian are shown for

the two selected resonances a) at the S1 minimum and b) at the S2 minimum. It should be noted

that these potentials are not used in the dynamics, they merely serve as a device to discuss and

explain the dynamical evolution of the system.9 Overlaid in the Figure are the uncoupled S1 and

S2 PESs, with the S1 PES shifted by the respective photon energy of the cavity. Comparing the two

different scenarios a) and b), the (nominal) LP and UP pPES follow the uncoupled PESs closely,

except in the vicinity of the resonance. Away from the resonance, LP and UP states are identical

to either the S1 or S2 electronic states.

In Fig. 7, the electronic populations and photoemission probabilities are shown after excitation

into the S2 electronic state using the same laser pulse as for the bare molecule, for one, two and

five molecules. Fig. 7a) illustrates the evolution of the system when the cavity is resonant with the

energy difference between S1 and S2 at the S1 minimum geometry. The S1 PES dressed by the

photon energy of the cavity lies close to the S2 PES at the FC point. The wave packet leaves this
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FIG. 6. PES cuts for pyrazine and S1-S2 coupling with resonance a) at S1,min; b) at S2,min. Blue and red

surfaces depict LP and UP for one molecule in the cavity, obtained through diagonalization of the Tavis-

Cummings Hamiltonian. The molecule is displaced along modes ν6a and ν1 with ν10a and ν9a held fixed (to

their respective values at the S2 and S1 minimum for the 2D surface cuts, and to zero (the Franck-Condon

point) for the 1D surface cuts). Green and orange surfaces depict the PESs for uncoupled electronic states

S1 shifted by the respective cavity photon energy ωC and S2. While in a), the LP mostly carries the character

of S2 and the UP of S1, the situation is reversed in b).

region quickly after photoexcitation and hence the time evolution is very similar to the dynamics

of the free molecule, such that almost no cavity decay takes place. Fig. 7b) illustrates the time

evolution when the cavity is resonant at the S2 minimum. After excitation to S2, the wave packet

quickly evolves towards the S2 minimum via a downhill pathway since the PES of S2 at the FC

point lies energetically well above the configuration at which the cavity couples states S1 and

S2, as seen in the inset in Fig. 7b). The dynamics after excitation are then quite different from

the dynamics of the free molecule: The final state S1 is also reached through the radiative decay

channel (through the cavity), by about 50%, apparent from the photoemission probability (orange

curve). In this case, the radiative decay channel competes with the nonradiative (nonadiabatic)

decay channel from S2 to S1, and the nonadiabatic decay channel is no longer the only channel

taken to the product state S1.

This example illustrates how the dynamics can be influenced by the choice of the cavity reso-
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FIG. 7. Populations of electronic states and decay after excitation into S2 using a laser pulse, for one, two

and five molecules. a) Resonance at the S2,min; b) resonance at the S1,min. In a), the electronic populations

behave similar to the free molecule with little cavity decay, whereas in b) cavity decay is observed and the

IC process is suppressed compared to the bare molecule.

nance. Generally, a substantial cavity mode population and subsequent relaxation can be expected

if the cavity is resonant with the minimum energy geometry of the initially populated electronic

state, in this case S2. The system reaches this geometry through an energetically favorable path-

way. For pyrazine, in particular, the molecules can still reach the region of pristine nonadiabatic

coupling and a competition between both processes takes place. In the case that the cavity is

resonant at the minimum of the final state, in this case S1, it can occur, as for pyrazine, that the

wave packet cannot come close to such geometries, which lie high in energy in the S2 PES, and

the dynamics proceeds as if no cavity would be present. It should be possible to verify these

kinds of observations through time-resolved spectroscopic measurements in cavities of different

frequencies.

Finally, we note in passing that in this coupling case there are no collective effects for N > 1 in

the single-excitation manifold (absorption of one photon): This is clear from the identical curves

for N = 2 and N = 5 in Fig. 7. In the single-excitaton manifold, one molecule undergoes the

photoinitiated dynamics and cavity interaction involving S2 and S1, while all other molecules

reside in S0. Only for an excitation of several molecules at once, collective effects similar to those

in the S0-Sn coupling case, can appear again, which should be investigated separately.
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3. States S0 – S1 resonant with the cavity mode

Finally, we investigate the situation in which the electronic state after nonradiative decay, S1,

is coupled to the ground electronic state S0 via the cavity. Such a resonance is interesting in terms

of photonic applications and transport properties, as well as energy conversion – a broadband

excitation into the S2 state is followed by IC and increases population of the S1 electronic state.

Through the subsequent population of the cavity-matter hybrid states, an emission of a photon with

a defined wavelength can be achieved. In this work we only consider the single-photon manifold

(no simultaneous excitation of two or more molecules) and remind that, in this manifold, and

because S0 is involved, collective effects are possible. As before, different resonance points on the

molecular PES can be chosen, and we consider resonance at the FC point (vertical S1 energy), at

the S1 minimum (vertical energy of S0) and the minimum of the CI seam (vertical energy of S1

and S0). We focus here on the cavity with the smallest decay constant, Γs (decay time of 48 fs).

The Rabi splitting is adjusted to ΩR = 0.13 eV for one molecule and not scaled with 1/
√

N in the

following. The cavity frequencies amount to ωC = 3.81 eV (FC), ωC = 3.495 eV (S1 minimum),

and ωC = 3.97 eV (CI minimum). The laser pulse that is used for the initial excitation of the

molecules is the same pulse as for the free molecule (see SI).

In Figure 8, the electronic populations, excitation probability, and photoemission probability

are shown for one to seven molecules in a cavity resonant at the FC point, S1 minimum and

minimum of the CI seam, for the long-lived cavity.

Collective effects are possible in these cases, and they would manifest as ensemble-size de-

pendent state populations and photoemission probabilities. As the cavity-molecule coupling per

molecule (and not the overall Rabi splitting) is kept constant, any deviation of the radiative and

nonradiative decay characteristics for larger ensemble sizes directly indicates the presence of col-

lective effects. However, the molecule of the ensemble that absorbs the photon and is excited to

S2 and those that remain in their ground electronic and vibrational state consist of potentially very

different probability densities along their vibrational coordinates (cf. Eqs. (2,3) in the SI). As the

numerical simulations and simple model considerations introduced in the SI illustrate, this leads to

collective effects that scale weakly with the number of molecules and involve, at most, a handful

of molecules simultaneously.

In all cases, the initial coherent excitation of the ensemble proceeds in the same way and cor-

responds to the green curves in Fig. 8. Initially, S2 (blue curves) becomes populated and imme-
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FIG. 8. Populations of the electronic states and decay after laser-pulse excitation into S2 for one to seven

molecules and slow cavity decay. The cavity is resonant with S0 and S1 at a) the FC point; b) the S1,min; c)

the CImin. Here, the cavity-molecule interaction strength is not scaled with the number of molecules, so that

the coupling per molecule is identical for increasing N, leading to an increased Rabi splitting of the pPES

for configurations in which more than one molecule is resonant with the cavity at a time.

diately thereafter population starts to be transferred to S1 (black curves) via the pristine conical

intersection. As S1 becomes populated, the cavity mode starts to participate in the dynamics and

the cavity can decay, emitting a photon (orange curves). The sum of the S2, S1 population and

photoemission probability adds up to the total excitation probability. The branching between S1

population and photoemission depends strongly on the location of the resonance, with the popula-

tions for the three locations shown in Figs. 8a), b) and c). In all of the examples, a larger number

of molecules leads to a reduced photoemission and a consequently larger probability the system

remains in S1. The effect is most pronounced for resonance at the Franck-Condon point, where

the molecules besides the photoexcited one can participate in the dynamics involving the cavity

mode. Nonetheless, collective effects extend only marginally beyond N = 2 molecules.

For a resonance at the FC point, the molecules that are not photoexcited can participate in the
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collective dynamics once the photoexcited molecule reaches this geometry again via S1. Recall

that all molecules have equal probability to be photoexcited but only one of them is actually pro-

moted to S2 by the laser pulse in the single excitation regime. Once the photoexcited molecule

reaches the resonant FC geometry in its pathway along the S1 PES, it can interact with the cavity

and transfer to S0 while the cavity becomes excited. The photoexcited cavity can now either decay,

or transfer its excitation to any of the molecules, since all are resonant with the S0-S1 transition.

An immediate consequence of this reasoning is that the shorter-lived the cavity, the less collective

dynamics can be expected, as the photon will be released before initially non-excited molecules

can become excited via the cavity.

In the case of cavity resonance at the S1 minimum, the situation is reversed: The excited

molecule will reach the region of the S1 minimum and interact with the cavity. The unexcited

molecules however can only partake in the collective dynamics in case their nuclear probability

density is not negligible at this resonance geometry. A detailed explanation of this phenomenon

based on simple model assumptions is provided in the SI. A similar analysis has been carried

out in Ref. [ 66], although limited to two molecules in the cavity. In this example, the cavity-

molecule resonance only occurs later in the dynamics but not at the initial, stationary point, and

thus collective effects are very weak.

This analysis concludes that the probability that more than a handful of the unexcited molecules

are found simultaneously at a geometry different from their equilibrium position becomes quickly

negligible as more molecules are considered, and as a consequence, collective effects are weak, as

readily seen by following by eye the various orange curves.

Finally, in the case of resonance at the CI minimum, the excited molecule cannot efficiently

reach the region of resonance with the cavity and the molecules in the ground electronic state have

a small probability density in this region. Both effects lead to the smallest photoemission and the

largest probability that the photoexcited molecule remains in S1.

Summarizing, if only one molecule would interact with the cavity at a given time, then the

dynamics of the ensemble would be independent of the number of molecules. We see that some

involvement of other molecules takes place, but it can be hindered by both the cavity decay and

the low probability density to find the unexcited molecules at other geometries different than the

FC geometry.

To further illustrate the participation of molecules that had not been initially excited by the

laser, and to discuss the possible role of coherences resulting from the coherent excitation of the
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FIG. 9. S1 excited state populations P(t) of the molecule coupled to the laser pulse (M1) and sum over all

other molecules (Mn); further, photoemission probability Pem(t) of the cavity where only one molecule is

coupled to the laser pulse (M1) and for the reference cavity, where all molecules are coupled to the laser

pulse (ref). Shown are one, two and five molecules in the cavity coupling states S0 and S1 for an interaction

strength that is not scaled with the number of molecules in the cavity. The resonant points of the potential

are a) the FC point, b) the S1 potential minimum, c) the potential minimum along the CI seam.

ensemble, a second set of simulations with the exact same cavity parameters, but only one of the

molecules coupled to the (unscaled) laser pulse has been carried out and the results are shown in

Fig. 9. In this scenario, strictly just one molecule (M1) is excited to the S2 state and undergoes IC.

Note that, in the previous discussion, also only one molecule was excited at a time, but the wave

function consisted of a coherent superposition including a term for each possibly photoexcited

molecule, each with a weight of 1/
√

N, as shown in Eq. (2) of the SI. The S1 population of

the excited molecule is shown in Fig. 9 as black curves, and the S1 population of the initially

unexcited molecules is shown as blue curves. If no collective effects were present, this latter

population would remain equal to zero throughout. The fact that molecules that were initially

not excited can be excited via the cavity is the reason for the smaller emission probability as the

number of molecules increases. As we have already discussed though, this effect scales poorly

with the number of molecules.

The photoemission probability of the cavity with only one molecule coupled to the laser pulse

is shown on the right-hand side of Fig. 9 (M1), together with the reference probability for all

molecules coupled to the laser pulse (ref). The overall photoemission probability curves over time

are very similar for the two cases, coherent and incoherent single-molecule excitation, demonstrat-

ing that interference effects do not play a role.
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V. CONCLUSION

The role of the cavity lifetime on the ultrafast dynamics following the photoexcitation of a sin-

gle molecule and molecular ensembles has been investigated by real-time quantum wave packet

propagations. We demonstrate that, as long as the LP and UP bands can be resolved spectroscop-

ically (their linewidths are narrow enough that the Rabi splitting is visible), the excitation of the

system into either the LP or UP states leads to a different collective response and to modified and

differentiated photophysics and photochemistry. If, however, the radiative cavity decay is so fast

that the LP and UP bands are not resolved in the spectrum, then the dynamics of the molecule

or the ensemble are also not impacted by the cavity. This fact is linked with the definition of the

weak and strong coupling regimes, where a sole energetic criterion to classify "weak" and "strong"

coupling is not sufficient, as has been discussed previously in the experimental literature.49,50

For a cavity resonant with the S2-S1 transition of a molecule (i.e. not involving S0) collective

effects are strictly not possible in the single excitation manifold. Nonetheless, the choice of the

resonance location of the cavity provides a handle to control the branching between nonradiative

decay and photoemission via coupling to the cavity mode. In particular, if the cavity is made to

be resonant at the minimum energy configuration of the electronic state reached by photoexcita-

tion, the wave packet can favorably reach this point and the coupling to the cavity mode and the

subsequent photoemission become the dominating channel.

In the case that the cavity couples the S1-S0 electronic states of the molecules in the ensemble,

collective effects are possible because the ground electronic state is involved. We show, however,

that in this case collective effects are rather weak, specially when the cavity is resonant away

from the FC point of the unexcited molecules. The collective effects converge rapidly with an

increasing number of molecules as the resonant phase-space volume remains small as compared

to the available phase-space. Collective effects might become more important in the multi-photon

regime when more than one molecule is excited simultaneously by the laser pulse and subsequently

reach the configuration resonant with the cavity mode simultaneously. Such kinds of effects remain

to be studied in future work.
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