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Damped linear response calculations within the equation-of-motion coupled-cluster singles and doubles (EOM-CCSD)
framework usually diverge in the X-ray regime. This divergent behavior stems from the valence ionization continuum
in which the X-ray response states are embedded. Here, we introduce a general strategy for removing the continuum
from the response manifold while preserving the important spectral properties of the model Hamiltonian. The strategy
is based on decoupling the core and valence Fock spaces using the core–valence separation (CVS) scheme, followed
by separate (approximate) treatment of the core and valence resolvents. We illustrate this approach with the calcula-
tions of resonant inelastic X-ray scattering spectra of benzene and para-nitroaniline using EOM-CCSD wave functions
and several choices of resolvents, which differ in their treatment of the valence manifold. The method shows robust
convergence and extends the previously introduced CVS-EOM-CCSD RIXS scheme to systems for which valence
contributions to the total cross section are important, such as the push–pull chromophores with charge-transfer states.

Equation-of-motion coupled-cluster (EOM-CC) theory1–6

provides a robust single-reference framework for computing
multiple electronic states. EOM-CC affords a balanced de-
scription of states of different characters and a systematic im-
provement of the results by the incremental improvement in
treating electron correlation. The EOM-CC hierarchy of ap-
proximations is based on the standard hierarchy of the CC
models for the ground state, such as CC singles (CCS), the
approximate CC singles and doubles7 (CC2), CC with sin-
gles and doubles2,8–10 (CCSD), CC with singles, doubles, and
triples (CC311 and CCSDT12), and so on. The EOM-CC for-
malism naturally extends to state and transition properties.
Together, these features make EOM-CC an ideal framework
for spectroscopy modeling. EOM-CC can be used to compute
solvatochromic shifts13, transition dipole moments2, spin–
orbit14–17 and non-adiabatic18–20 couplings, photoionization
cross sections21,22, and higher-order properties23 such as two-
photon absorption cross sections24–27 and static and dynamic
polarizabilities28–31.

The EOM-CC framework is being vigorously extended
to the X-ray regime, for modeling X-ray absorption (XAS),
photoionization, and emission spectra32–37, as well as
multi-photon phenomena, such as resonant inelastic X-ray
scattering38–42 (RIXS) (Fig. 1). The successful extensions of
EOM-CC to the X-ray domain exploit the core–valence sep-
aration (CVS) scheme43, which effectively addresses the key
challenge in the theoretical treatment of core-level states—
their resonance nature due to the coupling with the valence
ionization continuum. Being embedded in the continuum,
the core-level states, strictly speaking, cannot be treated
by methods developed for isolated bound states with L2-
integrable wave functions44. Practically, the coupling with
the continuum leads to erratic and often divergent behav-
ior of the solvers, the lack of the systematic convergence of
the results with the basis-set increase, and often unphysical
solutions44,45. The CVS scheme allows one to separate the
continuum of valence states from the core-level states by a
deliberate pruning of the Fock space, i.e., by removing the
configurations that can couple core-excited (or core-ionized)
states with the valence continuum. CVS can be described as

FIG. 1. In the coherent RIXS process, an incoming x-ray photon
of energy ω1 (resonant with a core-excited state) is absorbed and
an outgoing x-ray photon of energy ω2 is emitted. The difference
between the two photon energies equals the excitation energy of the
final valence state f relative to the initial state g. The process is often
described in terms of a transition via a virtual state (black dashed
line), which represents collective contributions from all electronic
states of the system, including the valence bound states (solid black),
valence resonances (green), core-excited states (blue), and valence
continuum states (ultrafine dashed in grey).

a diabatization approach, separating the bound part of the res-
onance from the continuum, as done in the Feshbach–Fano
treatment of the resonances. In other words, the couplings
between the core- and valence excited (or ionized) determi-
nants are omitted from the model EOM-CC Hamiltonian. The
eigenstates of such a reduced EOM-CC Hamiltonian are either
purely valence or purely core excited (or ionized). The purely
core-excited (or ionized) states become formally bound be-
cause of the uncoupling with the valence determinants form-
ing the valence continuum. The core CVS-EOM-CC Hamil-
tonian, obtained by projecting out the purely valence block of
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this reduced EOM–CC Hamiltonian, provides a robust means
for smoothly convergent calculations of core-excited (or core-
ionized) states.

Initially used to describe core-level states, the CVS scheme
was recently extended into the response domain39–41, to en-
able calculations of RIXS transition moments within the
damped linear response theory46–49 and the EOM-CCSD
method for excitation energies (EOM-EE-CCSD). In this
CVS-EOM-EE-CCSD extension, the response equations are
solved in the truncated Fock space spanning the singly and
doubly excited determinants in which at least one orbital be-
longs to the core39,40. Thus, all valence excited states are ex-
cluded, which can be justified by the resonant nature of RIXS
process. This strategy, which works well in many situations, is
expected to break down when the off-resonance contributions
to the RIXS cross section from the valence states become im-
portant. At least one class of systems where this happens is the
push–pull chromophores featuring low-lying charge-transfer
states41.

Here, we address this limitation of the previous formulation
of RIXS theory within the CVS-EOM-CCSD framework and
present a general strategy for obtaining converged RIXS re-
sponse states that also include off-resonance valence contribu-
tion to the RIXS signal. This strategy also applies to modeling
other multiphoton X-ray processes, such as X-ray two-photon
absorption.

The derivation of the equations for RIXS transition mo-
ments between the initial (g) and final ( f ) states starts from the
Kramers–Heisenberg–Dirac formula50,51, which translates to
the following sum-over-states (SOS) expressions38–42 within
the EOM-EE-CCSD damped response theory:

M f←g
xy (ω1x + iε,−ω2y− iε)

=−∑
n≥0

(
〈Φ0L f |µ̄y|RnΦ0〉〈Φ0Ln|µ̄x|RgΦ0〉

En−Eg−ω1x− iε

+
〈Φ0L f |µ̄x|RnΦ0〉〈Φ0Ln|µ̄y|RgΦ0〉

En−Eg +ω2y + iε

) (1)

and

Mg← f
xy (−ω1x + iε,ω2y− iε)

=−∑
n≥0

(
〈Φ0Lg|µ̄x|RnΦ0〉〈Φ0Ln|µ̄y|R f Φ0〉

En−Eg−ω1x + iε

+
〈Φ0Lg|µ̄y|RnΦ0〉〈Φ0Ln|µ̄x|R f Φ0〉

En−Eg +ω2y− iε

)
.

(2)

Here, T is an excitation operator containing the CCSD ampli-
tudes and µ̄ = e−T µeT is the similarity-transformed dipole
moment. Ln andRn are the EOM-CCSD left and right excita-
tion operators, respectively52, for state n with energy En. Their
amplitudes and respective eigenenergies are found by diago-
nalizing the EOM-CCSD similarity-transformed Hamiltonian
H̄ = e−THeT in the respective sector of the Fock space (i.e.,
singly and doubly excited determinants in EOM-EE-CCSD)

H̄Rn = EnRn and LnH̄= LnEn. (3)

iε is the phenomenological damping (or inverse lifetime) term
of the damped response theory. ω1x and ω2y are the x-
polarized absorbed and y-polarized emitted frequencies sat-
isfying the RIXS resonance condition

ω1−ω2 = E f −Eg. (4)

We drop the Cartesian indices of the photon frequencies for
brevity.

The Fock space of EOM-EE-CCSD com-
prises Slater determinants Φρ , where ρ ∈
{reference, CV, OV, COVV, CCVV, OOVV} and C, O,
and V denote the core occupied, valence occupied, and
unoccupied orbitals, respectively. Upon inserting the identity
operator (1 = ∑ρ |Φρ〉〈Φρ |) in Eqs. (1) and (2), we obtain

M f←g
xy (ω1 + iε,−ω2− iε) =−∑

ρ(
〈D̃ f

y |Φρ〉〈Φρ |X g
x,ω1+iε〉+ 〈D̃

f
x |Φρ〉〈Φρ |X g

y,−ω2−iε〉
) (5)

and

Mg← f
xy (−ω1 + iε,ω2− iε) =−∑

ρ(
〈D̃g

x |Φρ〉〈Φρ |X f
y,ω1−iε〉+ 〈D̃

g
y |Φρ〉〈Φρ |X f

x,−ω2+iε〉
)
,

(6)

where the amplitudes of the intermediate D̃k
y and the first-

order response wave function X k
x,ω1+iε for state k are given

by24,39

〈D̃k
y |Φρ〉= 〈Φ0Lk|µ̄y|Φρ〉 (7)

and

〈Φρ |X k
x,ω+iε〉= ∑

n
〈Φρ |Rn

Φ0〉
〈Φ0Ln|µ̄x|RkΦ0〉
En−Eg− (ω + iε)

. (8)

The response wave function in Eq. (8) is complex and given
by a linear combination of all EOM-CCSD states. The ampli-
tudes of this response wave function, expressed in the basis
of Slater determinants, are solutions of the following response
equation:

∑
ρ

〈Φν |H̄−Eg−(ω + iε) |Φρ〉〈Φρ |Xk
x,ω+iε〉= 〈Φν |Dk

x〉, (9)

where the amplitudes of intermediate Dk
x are given by

〈Φν |Dk
x〉= 〈Φν |µ̄x|Rk

Φ0〉. (10)

Eq. (9) is a direct result of using the identity operator 1 =
∑n |RnΦ0〉〈Φ0Ln| and the following resolvent:

∑
n≥0

〈Φρ |RnΦ0〉〈Φ0Ln|Φν〉
En−Eg−ω− iε

= 〈Φρ |
(
H̄−Eg−ω− iε

)−1 |Φν〉.
(11)

In practice, response equations such as Eq. (9) are solved
iteratively, using standard procedures such as the Direct In-
version in the Iterative Subspace53 (DIIS) relying on diagonal
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preconditioners. In the X-ray regime, such response equa-
tions often diverge, due to three reasons39,40. First, owing
to its resonant nature, the RIXS response wave function in
Eq. (8) is often dominated by contributions from high-lying
core-excited states that are nearly resonant with the absorbed
photon’s energy. These high-lying states are embedded in-
side the valence ionization continuum and are Feshbach res-
onances that are metastable with respect to electron ejection.
Mathematically, these core-excited states (and consequently,
the response state) are strongly coupled to the continuum via
the doubly excited determinants, which leads to the oscilla-
tory behavior of these response amplitudes with large magni-
tudes in the course of the iterative procedure. Second, simi-
larly to the core-excited states, the valence resonances are also
strongly coupled to the continuum via the doubly excited de-
terminants, resulting in erratic behavior of the corresponding
purely valence doubly excited response amplitudes. Third,
whereas the coupling terms between valence doubly excited
determinants (off-diagonal terms of valence doubles–doubles
block of H̄) in EOM-CCSD and higher correlated methods
are important to create a high density of states of the valence
continuum, for high-energy photons, this leads to the diago-
nal preconditioner for the valence doubly excited amplitudes
to be no longer a good approximation to the valence doubles–
doubles block of H̄−Eg− (ω + iε).

We note that lower-level theories such as CIS54 and
TDDFT55–58 do not have valence double excitations in the ex-
citation manifold, so that the issue with the convergence of
response equations in the X-ray regime does not arise, simply
because there is no valence continuum. Similarly, this issue
does not arise for theories such as ADC(2)59,60 and CC2 in
which the doubly excited configurations are not coupled39,40

(valence doubles–doubles block is diagonal), so the high-
lying valence states are sufficiently discrete and the diagonal
preconditioner for the doubles–doubles block is exact.

The first practical solution for these convergence problems,
which plague higher-level many-body approaches, was intro-
duced in Refs. 39 and 40 and implemented within the CVS-
EOM-EE-CCSD framework. The target EOM states obtained
by diagonalizing the similarity-transformed CVS-EOM-EE-
CCSD Hamiltonian (H̄) are either purely valence excited or
purely core excited. Eq. (8) in terms of these CVS-EOM-EE-
CCSD states is given according to the following direct sum:

〈Φρ |X k
x,ω+iε〉 ≈ 〈Φξ |X

k,val
x,ω+iε〉⊕〈Φλ |X

k,core
x,ω+iε〉; (12)

〈Φξ |X
k,val
x,ω+iε〉=

val

∑
n
〈Φξ |Rn

Φ0〉
〈Φ0Ln|µ̄x|RkΦ0〉

En−Eg− (ω + iε)
; (13)

〈Φλ |X
k,core
x,ω+iε〉=

core

∑
n
〈Φλ |Rn

Φ0〉
〈Φ0Ln|µ̄x|RkΦ0〉

En−Eg− (ω + iε)
, (14)

where ξ spans the reference and the valence excitation
manifold (OV and OOVV configurations) and λ spans the
core excitation manifold (CV, COVV, and CCVV config-
urations). The L and R in the sum over core-excited
states are left and right CVS-EOM-CCSD operators for the
core-excited state n with energy En that diagonalize the
core CVS-EOM-EE-CCSD similarity-transformed Hamilto-

nian (H̄core = e−T HcoreeT ). T is the CCSD operator. Sim-
ilarly, the sum over valence states (including the reference
CCSD state with energy Eg) involves the EOM operators
that diagonalize the valence Hamiltonian (H̄val) with the core
states projected out. In terms of resolvents, the amplitudes of
the response state in Eq. (12) are given by

〈Φξ |X
k,val
x,ω+iε〉=

∑
ζ

〈Φξ |
(

H̄val−Eg−ω− iε
)−1
|Φζ 〉〈Φζ |Dk

x〉;
(15)

〈Φλ |X
k,core
x,ω+iε〉=

∑
κ

〈Φλ |(H̄core−Eg−ω− iε)−1 |Φκ〉〈Φκ |Dk
x〉,

(16)

where ζ spans the reference and the valence excitation mani-
fold and κ spans the core excitation manifold. The core resol-
vent is given according to

〈Φλ |(H̄core−Eg−ω− iε)−1 |Φκ〉

=
core

∑
n>0

〈Φλ |RnΦ0〉〈Φ0Ln|Φκ〉
En−Eg−ω− iε

= 〈Φχ |(H̄−Eg−ω− iε)−1 |Φτ〉

	 〈Φ0|Φ0〉〈Φ0 (1+Λκ) |Φτ〉
E0−Eg−ω− iε

,

(17)

where χ and τ span the reference and the core excitation
space39.

Second, in the approach presented in Ref. 39 (we call it the
CVS-0 approach here), the sum in Eq. (12) is truncated to
span over core-excited states only. This is justified as the con-
tributions of nearly resonant core-excited states to the RIXS
moments are dominant for most RIXS transitions, given the
resonant nature of RIXS. The numerical convergence of re-
sponse state, now approximated as

〈Φρ |X k
x,ω+iε〉 ≈ 〈Φλ |X

k,core
x,ω+iε〉, (18)

is smooth, given that the continuum has been projected out by
the CVS mechanism. The numeric benchmarks have shown
that for the systems for which the response equations could be
converged with the standard EOM-EE-CCSD resolvent, this
scheme results in the RIXS spectra that were very close to the
full, untruncated calculation39.

Whereas this approach for computing RIXS spectra within
the CVS-EOM-CCSD framework is justified for systems
with RIXS transitions characterized by contributions from
nearly resonant core-excited states, in Ref. 41, we have
shown counterexamples of push–pull chromophores such as
para-nitroaniline and 4-amino-4’-nitrostilbene for which off-
resonance valence states contribute to the RIXS moments.
The CVS-EOM-CCSD calculation with the CVS-0 resolvent
neglects these contributions and is insufficient for modeling
the RIXS spectra of such systems. Here, we provide a general
strategy for including the contributions from valence states to
the damped linear response in the X-ray regime, while pre-
venting the direct coupling of the response states with the
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continuum and thus, preserving robust convergence of the re-
sponse equations.

The response equation for Xk,val is given according to

∑
ξ

〈Φζ |H̄val−Eg− (ω + iε) |Φξ 〉〈Φξ |X
k,val
x,ω+iε〉

= 〈Φζ |Dk
x〉,

(19)

As explained above, the convergence of the above response
equation is compromised due to the coupling between the va-
lence resonances with the continuum and the use to diagonal
preconditioner for the OOVV –OOVV block of H̄val . The con-
tinuum can be projected out by omitting the singles–doubles
and doubles–singles blocks from the CVS-EOM-EE-CCSD
H̄val . By further ignoring the doubles–doubles block of H̄val ,
the corresponding preconditioner is no longer needed in the
iterative procedure. Indices ξ and ζ now span just the refer-
ence and the OV excited configurations, reducing the resol-
vent such that Xk,val is given as a linear combination of states
obtained by the action of EOM operators, R = r0 + R1 and
L = L1, on the CCSD reference. The response equation for
this CVS plus valence uncoupled singles approach (we call it
the CVS-uS approach), which effectively ignores the doubles
amplitudes of Xk,val , is given by

0,OV

∑
ξ

〈Φζ |H̄val−Eg− (ω + iε) |Φξ 〉〈Φξ |X
k,val
x,ω+iε〉=

〈Φζ |Dk
x〉

(20)

Note that omitting just the OOVV component from Dk
x in

Eq. (19) does not project out the valence resonances from
the continuum nor does it exclude the use of the problematic
doubles–doubles preconditioner. Therefore, any strategy to
include the valence contribution to the RIXS moments must
involve the response solution and the model Hamiltonian (or
the resolvent).

Another way to include the contributions from valence
states approximated by single excitations is to express the re-
sponse state in Eq. (13) in terms of the valence CVS-EOM-
EE-CCS intermediate states with the CCS reference. This
amounts to replacing the valence CVS-EOM-EE-CCSD resol-
vent in Eq. (13) by the valence CVS-EOM-EE-CCS resolvent
as follows:

〈Φρ |Xk,val
x,ω+iε〉 ≈ 〈Φλ |X

k,val
x,ω+iε〉; (21)

0,OV

∑
ξ

〈Φζ |H̄val−E0− (Eg−E0)− (ω + iε) |Φξ 〉

〈Φξ |X
k,val
x,ω+iε〉= 〈Φζ |Dk

x〉

(22)

where the H̄val is the CVS-EOM-EE-CCS similarity-
transformed Hamiltonian, E0 is the energy of CCS reference,
and Xk,val is the corresponding approximated Xk,val . Because
doubly excited configurations are not present in this low-level

CVS-EOM-EE-CCS Hamiltonian, its spectrum does not con-
tain continuum states, which, as discussed above, does not re-
sult in problematic convergence of RIXS response states. We
call this the CVS-CCS approach.

Yet another alternative entails replacing the valence CVS-
EOM-EE-CCSD resolvent by the valence resolvent from the
CVS-EOM-EE-CC2 model; we call this the CVS-CC2 ap-
proach. The CVS-EOM-EE-CC2 Hamiltonian has a diagonal
doubles–doubles block; therefore, it spans continuum states
that do not couple with each other via the doubly excited de-
terminants, yielding a rather discretized continuum. Similarly,
the valence resonances (and indeed, core resonances) do not
couple to the continuum via the doubly excited determinants.
In addition, the preconditioner used for OOVV amplitudes in
the iterative procedures for solving the response equations is
exact. Indeed, as noted in Refs. 39 and 40, the CC2 linear
response RIXS solutions do not diverge. We exploit this fea-
ture of CC2 to compute the valence response amplitudes in
Eq. (22). These new approaches—CVS-uS, CVS-CCS, and
CVS-CC2—are implemented in a development version of the
Q-Chem electronic structure package61,62.

In principle, the strategy of simply replacing the valence
CVS-EOM-EE-CCSD resolvent by a resolvent of lower-level
method that avoids the erratic convergence of RIXS response
solutions can also be extended to CIS, ADC(2), and DFT re-
solvents, for example. Note that both the core and valence
resolvents can be cherrypicked separately after enforcing the
CVS scheme. This “cherrypicking-of-resolvents” strategy ex-
ploits the better convergence of the X-ray response equations
within the framework of the lower-level method, while using
the better energies and wave functions of the initial and final
states computed at the higher EOM-CCSD level of theory.

We begin by comparing the RIXS spectra computed us-
ing different resolvents for a well behaved case, benzene; the
RIXS spectrum of benzene with the CVS-0 approach is dis-
cussed in detail in Ref. 39. Fig. 2 shows the spectra computed
for resonant excitation of two brightest XAS peaks, peak A
corresponding to a core→ π∗ transition and peak B corre-
sponding to a core→ Ry transition. As one can see, the CVS-0
approach captures all main features in the emission following
peak A excitation and inclusion of the valence block does not
have noticeable effect. For peak B, small differences appear
in minor peaks when compared to the CVS-0 results; the va-
lence contributions become somewhat important due to the
Rydberg character of the particle orbital and the smaller oscil-
lator strength for the peak-B core excitation. The CVS-CCS
and CVS-uS approaches give similar peak intensities and dif-
fer slightly from the CVS-CC2 results. Another example (wa-
ter) is given in the SI.

Fig. 3 compares the RIXS emission spectra for para-
nitroaniline using the CVS-EOM-EE-CCSD framework in
Ref. 39 for the different resolvents. Here, the incident photon
frequency is resonant with the lowest XA1→ B2 core excita-
tion at 285.88 eV, which corresponds to the dominant X-ray
absorption peak (see SI).

With the CVS-0 approach, we observe a few small inelastic
features in the RIXS spectrum. These features correspond to
the XA1 → 1B2, XA1 → 2A2, XA1 → 3B1, and XA1 → 4A2
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FIG. 2. RIXS emission spectra for benzene computed using different
resolvents within the CVS-EOM-EE-CCSD framework with (top)
pumping peak A (285.97 eV) and (bottom) pumping peak B (287.80
eV) for scattering angle θ = 0◦ and 6-311(2+,+)G**(uC) basis39,63.
The spectra are convoluted using normalized Gaussians (FWHM =
0.25 eV).

transitions at 4.68 eV, 5.91 eV, 6.42 eV, and 6.95 eV energy
loss, respectively; the XA1 → 1B2 being the most dominant
(see the SI for raw data).

For the CVS-uS and CVS-CCS approaches, the computed
RIXS spectra are similar. However, these two approaches give
different dominant features compared to the CVS-0 approach.
Although the dominant XA1 → 1B2 transition in the CVS-0
approach is still important in the RIXS spectra with these ap-
proaches, it is no longer the dominant feature. Rather, the two
dominant features arise from the XA1→ 3B1 and XA1→ 2B1
transitions at 6.46 eV and 5.96 eV, respectively. Other transi-
tions, such as the XA1→ 1B1 at 4.64 eV, XA1→ 4B2 at 6.79
eV, and XA1→ 5B2 at 7.21 eV, also give non-negligible con-
tribution to the RIXS spectra.

Next, we compare the spectra obtained with the CVS-0 and
CVS-CC2 approaches. Whereas the former spectrum is domi-
nated by the XA1→ 1B2 transition, the latter also shows other
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FIG. 3. RIXS emission spectra for para-nitroaniline for the incident
photon resonant with the lowest core excitation (XA1→ B2), scatter-
ing angle θ = 0◦, 6-311(2+,+)G**(uC) basis, and computed within
the CVS-EOM-EE-CCSD framework using different resolvents. The
spectra are convoluted using normalized Gaussian functions (FWHM
= 0.25 eV).

transitions such as XA1 → 1B1, XA1 → 2B1, XA1 → 4B2,
XA1 → 3A2 (at 6.85 eV), and XA1 → 5B2. We note that the
relative cross sections of these RIXS transitions are also dif-
ferent with the XA1→ 2B1 having the largest cross section.

The comparison of the RIXS spectra of para-nitroaniline
with CVS-0 and with valence resolvents highlights the signif-
icance of off-resonance contributions from the valence states
to the X-ray signal. The RIXS spectra computed with the
CVS-CC2 approach differs significantly from the CVS-CCS
and CVS-SDS approaches. This is not surprising as it is well
known from previous benchmarks64 that valence two-photon
absorption cross sections with CCS and CC2 response theory
show stark differences. The choice of the valence resolvent
within this framework, in addition to comparison with exper-
iments, is subject to the ability of the model valence Hamilto-
nian to provide a balanced description of the full spectrum of
states for the specific system.

In conclusion, we have presented a novel general strategy
for obtaining converged response states in the X-ray regime,
specifically in the context of RIXS, within the EOM-EE-
CCSD damped response theory framework. Whereas the it-
erative procedure for computing EOM-EE-CCSD response
states typically diverges in the X-ray regime due to the cou-
pling of response states with the continuum, our strategy mit-
igates this issue by exploiting the CVS scheme that decouples
the valence excitation block from the core-excitation block
of the EOM-EE-CCSD Hamiltonian, which facilitates com-
puting their contributions to the RIXS response separately.
Refs. 39 and 40 have previously presented a EOM-EE-CCSD
damped response theory approach that employs the damped
CVS-EOM-EE-CCSD resolvent for computing the contribu-
tion from the core-excited states; here, we introduced a more
general strategy to include the contributions from valence ex-
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cited states. This strategy involves the replacement of the
valence CVS-EOM-EE-CCSD resolvent in the expression of
the response state with a resolvent from a lower-level theory
(such as CVS-EOM-CCS or CVS-EOM-CC2) for which the
response equations do not diverge or by restricting the valence
CVS-EOM-EE-CCSD resolvent to the singly excited determi-
nant space. We demonstrated the significance of including this
off-resonance valence contribution to the RIXS cross section
by comparing the RIXS emission spectra of para-nitroaniline
computed with and without the different valence resolvents.

SUPPLEMENTARY MATERIAL
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