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Abstract:  The time-dependent Schrödinger equation can be rewritten so that its interpretation is no longer 

probabilistic. Two well-known and related reformulations are Bohmian mechanics and quantum 

hydrodynamics. In these formulations, quantum particles follow real, deterministic trajectories influenced 

by a quantum force. Generally, trajectory methods are not applied to electronic structure calculations, since 

they predict that the electrons in a ground state, real, molecular wavefunction are motionless. However, a 

spin-dependent momentum can be recovered from the non-relativistic limit of the Dirac equation. 

Therefore, we developed new, spin-dependent equations of motion for the quantum hydrodynamics of 

electrons in molecular orbitals. The equations are based on a Lagrange multiplier, which constrains each 

electron to an isosurface of its molecular orbital, as required by the spin-dependent momentum. Both the 

momentum and the Lagrange multiplier provide a unique perspective on the properties of electrons in 

molecules. 
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Introduction 

 Bohmian mechanics and quantum hydrodynamics[1]–[6] are trajectory based formulations 

of quantum mechanics[7], wherein quantum particles follow real, “classical-like” paths. In 

Bohmian mechanics, a quantum particle moves along a real trajectory and is influenced by a non-

local “quantum-force,” which is responsible for all quantum behavior (tunneling, zero-point 

energy, etc.). In quantum hydrodynamics (QHD), the wavefunction is reinterpreted as a probability 

fluid composed of particles that also follow real trajectories. Both one-particle QHD and Bohmian 

mechanics are formally equivalent to the time-dependent Schrödinger equation (TDSE) and 

therefore make identical predictions to the TDSE. However, they are useful as computational and 

interpretational tools and have subsequently been developed into a diverse set of methods. Some 

of these couple quantum and classical systems[8]–[13], construct wavefunctions [6], [14], and 

simulate reactive scattering[15]–[21], among other applications [22]–[30]. Bohm’s formalism has 

even seen a recent revival in experimental fluid mechanics. A set of experiments have shown how 

droplets on fluid surface act as classical analogs of Bohmian particles [31]–[37], although the 

analogy is imperfect [38]. Despite their popularity in other areas of chemical physics, trajectory 

methods have been largely (but not completely[39]–[44]) ignored in electronic structure theory. A 

likely reason for this lack of interest is that a goal of electronic structure theory is to solve for the 

ground state, electronic eigenfunction of a molecular Hamiltonian. Traditional Bohmian 
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mechanics and QHD predict that particles in real eigenfunctions of Hamiltonians (i.e. static 

stationary states) are motionless and it is difficult to interpret motionless electrons. However, it is 

possible to reformulate Bohmian mechanics and QHD to allow for motion even in static stationary 

states. One route is to allow the particles to move in the complex plane[45]–[55][56]. Another 

route is to include particle spin [57]–[60]. The second route has the advantage that the particle 

trajectories remain fully real. Thus, we have further developed the spin-dependent methods into a 

new technique suitable to describe electron trajectories in molecular orbitals. 

Discussion 

Formalism 

The first step in deriving the QHD and Bohmian equations of motion[5], [6] is to write the 

wavefunction in its polar form 

𝛹(𝒓, 𝑡) = 𝐴(𝒓, 𝑡)𝑒𝑖𝑆(𝒓,𝑡) ℏ⁄  

    Eq. (1) 

where A(𝐫, t)2 = 𝜌(𝐫, 𝑡) – the probability density, and A(𝐫, t) and 𝑆(𝐫, 𝑡) are purely real functions. 

The wavefunction is then plugged into the time-dependent Schrödinger equation (TDSE), 

𝑖ℏ
𝜕

𝜕𝑡
𝛹(𝒓, 𝑡) = �̂�𝛹(𝒓, 𝑡), 

   Eq. (2) 

and the real and imaginary parts are separated, resulting in two equations: 

−
𝜕𝑆

𝜕𝑡
=
(𝛻𝑆)2

2𝑚
+ 𝑉 −

ℏ2

2𝑚

𝛻2𝐴

𝐴
 

    Eq. (3) 

𝜕𝜌

𝜕𝑡
= −𝛻 ∙ (𝜌

𝛻𝑆

𝑚
) = −𝛻 ∙ 𝒥. 

    Eq. (4) 

(𝐫 and 𝑡 will be omitted for the remainder of this derivation.) Equation (4) is the probability 

continuity equation and 𝒥 =
−𝑖ℏ

2𝑚
(Ψ∗∇Ψ −Ψ∇Ψ∗) – the probability flux. As written, 𝒥 contains a 

gauge symmetry [61], [62] because adding a curl term to 𝒥 (i.e., �̃� = 𝒥 + ∇ × ℱ) will not affect 

Eq. (4); the divergence of a curl is identically zero. 

In hydrodynamics, the continuity equation describes the flow of an incompressible fluid, 

where 𝒥 = 𝜌𝐯, 𝜌 is the fluid density, and 𝐯 is the flow velocity. In QHD, 𝜌 is the density of the 

“probability fluid” and 𝛻𝑆 is the momentum of particles within that fluid. This ansatz also shows 

that Eq. (3) is a Hamilton-Jacobi equation and −
𝜕𝑆

𝜕𝑡
 is the total (kinetic plus potential) energy. 

However, Eq. (3) contains a non-classical term, −
ℏ2

2𝑚

𝛻2𝐴

𝐴
= −

ℏ2

2𝑚

𝛻2√ρ

√ρ
. This term is the “quantum 
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potential” and is responsible for all quantum effects (zero-point energy, tunneling, etc.). Finally, 

since 
𝑑

𝑑𝑡
=

𝜕

𝜕𝑡
+ 𝐯 ∙ ∇, the gradient of Eq. (3) is 

−𝛻(𝑉 −
ℏ2

2𝑚

𝛻2√𝜌

√𝜌
) = 𝐹𝐶𝑙 + 𝐹𝑄 = 𝑚𝒂, 

Eq. (5) 

a Newtonian-like equation of motion where 𝐚 is acceleration and 𝐹𝐶𝑙 and 𝐹𝑄 are classical and 

quantum forces. These equations allow quantum mechanics to be reinterpreted as a particle based 

theory (i.e., no wavefunction), where the particles are influenced by a non-local potential[3]–[5]. 

 Equations (3), (4) and (5) give counterintuitive results when the wavefunction is a static 

stationary state. In this case, the wavefunction is 

𝛹 = 𝜙𝑛(𝒓)𝑒
−𝑖𝐸𝑛𝑡 ℏ⁄  

     Eq. (6) 

where 𝐸𝑛 is the nth energy eigenvalue and 𝜙𝑛 is the nth energy eigenstate. By comparing Eq. (6) 

to Eq. (1), it is clear that 𝑆 = −𝐸𝑡 and 𝛻𝑆 = 𝐩 = 0. Thus, a particle in a real energy eigenstate is 

motionless. This feature disappears when spin is accounted for[57]. 

Spin-Dependent Quantum Hydrodynamics 

 Spin-dependent QHD (SD-QHD) [57]–[60] is based on the Dirac Equation, the 

fundamental equation for a spin-1/2 particle like an electron[63]: 

𝑖ℏ
𝜕

𝜕𝑡
(
𝜓
𝜒
) = −𝑖ℏ𝑐𝝈 ∙ 𝛻 (

𝜒
𝜓) + 𝑉 (

𝜓
𝜒
) +𝑚𝑐2 (

𝜓
−𝜒
) 

   Eq. (7) 

where, 𝝈 = 𝜎𝑥 �̂� + 𝜎𝑦𝒋̂ + 𝜎𝑧�̂� are the 2x2 Pauli spin matrices; �̂�, 𝒋̂, and �̂� are the unit vectors in the 

x, y and z-directions; c is the speed of light; and 𝜓 and 𝜒 are two-component spinors. (Equation 

(7) is written in the absence of an external electric field.) The Dirac equation also obeys a 

probability continuity equation[63]: 

𝜕

𝜕𝑡
𝑃 = −𝛻 ∙ 𝑐(𝜓†𝝈𝜒 +   𝜒†𝝈𝜓) = −𝛻 ∙ 𝒥𝐷 

   Eq. (8) 

where 𝑃 = (𝜓†   𝜒†) (
𝜓
𝜒
). In the non-relativistic limit[63], 

𝜒 ≃
−𝑖ℏ𝝈 ∙ 𝛻

2𝑚𝑐
𝜓 

      Eq. (9) 

and the expression for 𝒥𝐷 becomes 
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𝒥𝐷 =
−𝑖ℏ

2𝑚
(𝜓†𝛻𝜓 − (𝛻𝜓†)𝜓) +

ℏ

2𝑚
𝛻 × (𝜓†𝝈𝜓) 

    Eq. (10) 

If 𝜓 is an eigenstate of 𝜎𝑧 (i.e., a spin-up or spin-down electron), Eq. (10) reduces to[57], [61], 

[62] 

𝒥𝐷 =
−𝑖ℏ

2𝑚
(𝛹∗𝛻𝛹 − 𝛹𝛻𝛹∗) ±

ℏ

2𝑚
𝛻 × (𝜌�̂�) = 𝒥 ±

ℏ

2𝑚
𝛻 × (𝜌�̂�) 

  Eq. (11) 

which fixes the gauge symmetry of 𝒥 [61], [62]. Finally, using the hydrodynamic analogy, Eq. 

(11) can be rewritten as [57] 

𝒥𝐷 = 𝜌𝒗 = 𝜌(
𝛻𝑆

𝑚
±

ℏ

2𝑚

𝛻 × (𝜌�̂�)

𝜌
) = 𝜌 (

𝛻𝑆

𝑚
+
1

𝑚
𝛻 𝑙𝑜𝑔 𝜌 × 𝒔) 

  Eq. (12) 

where 𝐬 = ±
ℏ

2
�̂� is the spin vector in the z-direction. Therefore, the particle’s momentum 

becomes 𝐩 = 𝛻𝑆 + 𝛻 log 𝜌 × 𝐬, which is non-zero even in a static stationary state, in which case 

𝐩 = 𝛻 log 𝜌 × 𝐬 

Eq. (13) 

Geometric considerations show that the spin-dependent momentum is always perpendicular to the 

spin vector, 𝐬, and parallel to an isosurface of the probability density, 𝜌 (𝛻 log 𝜌 is perpendicular 

to the isosurfaces of 𝜌). Thus, an electron in a static stationary state travels along a level curve 

(contour) of 𝜌, and spin-up/spin-down (𝛼 and 𝛽) electrons orbit in opposite directions. 

Additionally, 𝐩 approaches infinity as the electron approaches wavefunction nodes. Since the 

direction of 𝛻 log 𝜌 flips on either side of a node (𝛻 log 𝜌 points towards increasing 𝜌), SD-QHD 

trajectories cannot cross nodes. They share this property with standard Bohmian mechanics. 

One-electron atoms: H 

 The SD-QHD has been extensively applied to the hydrogen atom in Refs. [57]–[59]. One 

of the main results is reproduced here. An electron in a 1𝑠-orbital has the following time-dependent 

wavefunction: 

𝛹(𝒓, 𝑡) =
1

√𝜋𝑎0
3
𝑒−𝒓/𝑎0𝑒−𝑖𝐸𝑡 = 𝐴(𝒓)𝑒−𝑖𝐸𝑡 

   Eq. (14) 
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where 𝑎0 is the Bohr radius. The electron’s momentum in spherical coordinates is: 

𝒑 = 𝛻 𝑙𝑜𝑔 𝜌 × 𝒔 =
ℏ

𝛹(𝒓, 𝑡)
𝛻𝛹(𝒓, 𝑡) × �̂� =

ℏ

𝑎0
𝑠𝑖𝑛 𝜃 �̂�𝜙 

     Eq. (15) 

where �̂�𝑟, �̂�𝜃, and �̂�𝜙 are the radial, polar and azimuthal unit vectors and the electrons is in a spin-

up state. Because the momentum has no radial or polar momentum, the electron travels in circles 

of fixed radius around the nucleus, except at the stationary points located at 𝜃 = 0, 𝜋. Figure 1 

illustrates this behavior.  

Equations of motion 

 SD-QHD as formulated above and in Refs [57]–[60] works well if the electron’s 

momentum and trajectory have closed form solutions. However, in order to push SD-QHD beyond 

atoms and use it to examine molecular orbitals (MOs) where such solutions do not exist, we have 

derived new equations of motion for SD-QHD which form the basis of a useful, numerical 

methodology. This is not trivial since the non-relativistic limit of the Dirac equation does not 

produce a spin-dependent force governing the time-dependence of the spin-dependent momentum. 

Therefore, we derive the equations-of-motion by constructing a free-particle Lagrangian (𝐹𝐶𝑙 +

𝐹𝑄 = 0) subject to the constraints placed upon the electron by its spin-dependent momentum, 

𝛻 log 𝜌 × 𝐬. These constraints are that (a) the particle never leaves the level surface of 𝜌 and (b) 

the particle’s momentum is always perpendicular to the spin vector, 𝐬. The constraints are enforced 

using Lagrange multipliers: 

ℒ =
1

2
𝑚𝒗 ∙ 𝒗 + 𝛬{𝜌(𝒓(𝑡 = 0)) − 𝜌(𝒓(𝑡))} + 𝜆{𝑧(𝑡 = 0) − 𝑧(𝑡)} 

  Eq. (16) 

Figure 1 Level curves of the 1s orbital density in the 𝑧 = 0 plane. The nucleus 

is at the origin and distances are in atomic units. The arrows represent the 

electron’s momentum vector field, 𝛻 𝑙𝑜𝑔 𝜌 × 𝒔, and have been scaled for clarity. 

The electron travels exclusively along level curves of 𝜌, which are circles 

centered around the nucleus. 
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(Note, we placed the spin vector parallel to the z-axis.)  

The subsequent Euler-Lagrange equations give 

𝑭 = 𝛬𝛻𝜌 + 𝜆�̂� = 𝑚𝒂. 
     Eq. (17) 

The multipliers Λ and λ can be solved by recalling that  

𝑑𝑧

𝑑𝑡
=
𝑑2𝑧

𝑑𝑡2
=
𝑑𝜌

𝑑𝑡
=
𝑑2𝜌

𝑑𝑡2
= 0 

    Eq. (18) 

The first two equalities in Eq. (18) combined with Eq. (17) give 

𝜆 = −𝛬
𝜕𝜌

𝜕𝑧
. 

     Eq. (19) 

𝜆 ensures that the velocity and the acceleration in the z-direction are zero. The second two 

equalities in Eq. (18) combined with Eq. (17) give:  

𝛬 = −𝑚
𝒗𝑇�̂�𝜌𝒗

(
𝜕𝜌
𝜕𝑥
)
2

+ (
𝜕𝜌
𝜕𝑦
)
2 

     Eq. (20) 

where 𝐯 is velocity and �̂�𝜌is the Hessian matrix of 𝜌. Λ ensures that the particle stays on an 

isosurface of 𝜌. Therefore, the SD-QHD equations of motion are 

𝑭 = −

{
 
 

 
 
1

𝑚

𝒑𝑇�̂�𝜌𝒑

(
𝜕𝜌
𝜕𝑥
)
2

+ (
𝜕𝜌
𝜕𝑦

2

)
}
 
 

 
 

{
𝜕𝜌

𝜕𝑥
�̂� +

𝜕𝜌

𝜕𝑦
𝒋̂} = 𝑚𝒂, 

 

   Eq. (21) 

where 𝐩 is the spin-dependent momentum. This force is unchanged if the Lagrange multiplier 

constrains the electron to the surface of log 𝜌 or 𝛹. We also note that the Lagrange multiplier in 

Eq. (20) is functionally similar to the curvature of the level curves of 𝜌, and the force in Eq. (21) 

points in the same direction as the curvature vector [64]. See the SI for more details. 

 Equation (21) presents a unique challenge for numerical integration techniques since (a), 

the equations of motion are not conservative (the force does not originate from the gradient of a 

potential energy) and (b), the force is velocity dependent. Thus, we use a modified version of the 

velocity-Verlet algorithm[65], [66]. We update the position with the standard expression, namely 
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𝒓𝑖+1 = 𝒓𝑖 + 𝒗𝑖∆𝑡 +
1

2𝑚
𝑭𝑖∆𝑡

2. 

Eq. (22) 

The velocity is updated using Eq. (13), 

𝐯𝑖+1 =
1

𝑚
∇ log 𝜌(𝐫𝑖+1) × 𝐬 

Eq. (23) 

This algorithm is benchmarked against the analytical trajectories of the hydrogen atom [57]. 

The error was quantified from two perspectives. First, we examined the error accumulated 

over one orbit calculated by: 

𝜎𝑝𝑟𝑜𝑝 =
1

𝑇
∫ ‖𝒓(𝑡)𝑒𝑥𝑎𝑐𝑡 − 𝒓(𝑡)𝑎𝑝𝑝𝑟𝑜𝑥‖2

𝑇

0

, 

Eq. (24) 

where ‖…‖2 is the L2 norm and T is the time for one orbit of the electron. Second, we measured 

the fluctuations of the orbital radius, δr = √〈𝑟2〉 − 〈𝑟〉2. The analytic solutions show that the 

orbital radius is constant. The electron was placed 0.5 bohr from the nucleus in in the 𝑧 = 0 plane. 

The quadratic dependence of the fluctuations of the electron’s orbital radius with ∆t indicates that 

our scheme is a third order technique, like standard velocity-Verlet[67].  

Figure 2 Error accumulated over one orbit using the numeric propagation scheme. The x-axis is 

in atomic time units, the left y-axis is the logarithm (base 10) of the error calculated by Eq. (24) 

(𝜎𝑝𝑟𝑜𝑝) and the right y-axis is the fluctuations in bohr of the electron’s orbital (𝛿𝑟). The blue line 

represents a quadratic function of the form 𝑎∆𝑡2. The electron starts 0.5 bohr from the nucleus. 
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One-electron molecule: H2
+  

As a first application, we compute trajectories in the molecular orbitals for the one-electron 

molecule, H2
+ – a system commonly studied in undergraduate physical chemistry[68]. 

Approximate solutions are generated by implementing the Born-Oppenheimer approximation and 

by assuming that the MOs are a linear combination of 1s orbitals centered on each nucleus, labeled 

A and B: 

𝛹± =
1

√2
(1𝑠𝐴 ± 1𝑠𝐵) 

    Eq. (25) 

The positive linear combination is the bonding MO and the negative linear combination is the anti-

bonding MO. Eq. (25) is not an exact solution to the H2
+ Schrödinger equation[69]–[72] so 𝛻𝑆 ≠

0. However, we use this simple approximation since its properties are similar to those of a more 

accurate wavefunction and since its spin-dependent momentum can be clearly derived. The 

derivation uses spherical coordinates (�̂�𝑟 , �̂�𝜃, �̂�𝜙 ) and places nucleus A at the origin. The molecular 

axis is parallel to the 𝑥-axis, the electron is spin-up, in the 𝑧 = 0 plane, and the spin vector is 

parallel to the 𝑧-axis: 

𝒔 = −
ℏ

2
�̂�𝜃 

     Eq. (26) 

 (see the SI for the definition of the coordinate system and a more detailed derivation). The spin-

dependent momentum for the H2
+ electron is: 

Figure 3 Contours of the H2
+ (A) bonding and (B) antibonding MO densities in the 𝑧 = 0 plane. The 

arrows represent 𝛻 𝑙𝑜𝑔 𝜌 × 𝒔, the momentum vector field of the electron. The momentum vectors are all 

scaled to the same length but are colored according to their magnitude. Red is larger, whereas blue is 

smaller. The thick, dotted line in B marks the wavefunction node. The nuclei are the black dots and are 

2.5 bohr apart, the energy minimum. The electron orbits along contours, none of which are circular. 

B A 
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𝒑± = 𝛻 𝑙𝑜𝑔 𝜌 × 𝒔 =
ℏ

𝛹±𝑎0√2
{∓
𝑅 𝑠𝑖𝑛 𝜙 

𝑟𝐵
1𝑠𝐵�̂�𝑟 + (1𝑠𝐴 ±

𝑟 − 𝑅 𝑐𝑜𝑠 𝜙 

𝑟𝐵
1𝑠𝐵) �̂�𝜙} 

Eq. (27) 

where 𝑅 is the distance between the nuclei, 𝑟𝐵 is the distance from nucleus B to the electron and 

𝑎0 is the Bohr radius. Unlike the 1𝑠 electron in the H atom, the H2
+ electron moves in the radial 

(�̂�𝑟) direction. Therefore, the orbits are not circular, as shown in Fig. 3. The presence of the 

additional nucleus in H2
+ compared to the H atom perturbs the orbit and allows for the formation 

of a covalent bond. In the bonding molecular orbital, there are trajectories where the electron orbits 

both nuclei, conforming to the common analogy that covalent bonds share electrons. There are 

also trajectories that orbit single nuclei, or maxima near the nuclei. In the antibonding MO, the 

electron never orbits both nuclei. It only orbits single maxima near each nucleus. (Although, the 

wavefunction maximum occurs at the nucleus in the H atom, the maxima shift slightly off the 

nucleus in the H2
+ molecule.) There is also a stationary point in the center between the nuclei for 

the bonding MO, where 𝑟 = 𝑟𝐵 =
𝑅

2
, 𝜙 = 0, and 1𝑠𝐴 = 1𝑠𝐵. This represents a saddle point in the 

MO. In the anti-bonding MO, there is a node bisecting the molecular axis which the electron cannot 

cross and where the momentum approaches infinity. 

 Next, we examine the Lagrange multiplier, Λ.  As previously noted, Λ {
∂ρ

∂x
�̂� +

∂ρ

∂y
𝒋̂ } is the 

force required to keep the electron on the contour of 𝜌. So, when Λ is positive, the force pushes 

“uphill” (increasing 𝜌) and, when Λ is negative, the force pushes downhill (decreasing 𝜌). Λ is also 

related to the curvature of the level curves of 𝜌. Therefore, if Λ changes sign along a contour of 𝜌, 

it signifies a changing orientation of the curvature vector and circle tangent to the curve. In other 

words, if Λ changes sign along a contour, the contour changes orientation. Figure 4 illustrates this 

observation.  

Figure 4 Contours of the H2
+ (A) bonding and (B) antibonding MO densities in the 𝑧 = 0 plane overlaid 

with a colormap of the Lagrange multiplier, 𝛬. The thick, dotted line in B marks the wavefunction node. 

The nuclei are the black dots and are 2.5 bohr apart. The colormap is blue in regions where 𝛬 is negative 

and is red where 𝛬 is positive. Only the bonding MO has negative values. These occur in regions of 

significant constructive overlap between the atomic orbitals on each atom. 

A B 
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Figure 4 shows that Λ is negative (blue) in regions of the bonding MO where the contours 

start to bend in. These indicate regions of significant, positive overlap between the atomic orbitals 

centered on the nuclei (1sA and 1s𝐵). In this example, Λ changes sign only along contours in 

regions where electron density is shared between the nuclei. Counter examples are shown in Fig. 

5 and Figs. S2 and S3 in the SI. However, in all cases, Λ changes sign along contours between 

nuclei only if electron density is shared. Therefore, Λ doesn’t change sign along contours in the 

MO in Fig 4B, since it has no constructive overlap or shared electron density. Finally, we highlight 

that the point in Fig. 4A between the nuclei where the two blue lobes meet, Λ = 0 and is a saddle 

point. This occurs only in the bonding orbital, since the anti-bonding orbital in Fig 4B has a node 

between the nuclei. 

General Molecular Orbital Trajectories 

A B 

C D 

Figure 5 The σg molecular orbital of F2 shown as (A) an isosurface, (B) randomly placed trajectories on 

the isosurface, (C) the momentum field with 𝜌 contours in the 𝑧 = 0 plane, and (D) 𝛬 with 𝜌 contours in 

the 𝑧 = 0 plane. The spheres in A and B and the dots in C and D represent the nuclei. The arrows in B and 

C represent the momentum vectors, which are normalized and scaled. In C, they are colored according to 

their magnitude (blue is slower and red is fast). The colormap in D blue in regions where 𝛬 is negative 

and is red where 𝛬 is positive. The radial nodes are close to the nucleus and are covered by the dots in C 

and D. 
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As a first step towards a general method of electron trajectories in molecular orbitals of 

multi-electron systems, we start with the Hartree-Fock (HF) approximation. HF theory is a useful 

starting point since the eigenstates of the HF Hamiltonian are canonical MOs [73]. In other words, 

the canonical MOs can be used to construct any solution to the TDSE in which the HF Hamiltonian 

is appropriate. Therefore, we use the equations-of-motion in Eq. (21) and the numerical integration 

scheme in Eqs. (22) and (23) to generate electron trajectories for eigenfunctions of the HF 

Hamiltonian. Finally, we note that this formalism works for Kohn-Sham DFT and semiempirical 

methods, since their MOs are the eigenfunctions of the Kohn-Sham and semiempirical 

Hamiltonian. 

F2 and Benzene 

 As illustrative calculations, we examine the trajectories of electrons in the MOs of 

molecular fluorine and benzene. The F2 MOs are generated using the HF/aug-cc-pvqz level of 

theory and the benzene MOs are calculated using HF/cc-pvtz. Both are calculated with the 

Figure 6 The 2σg molecular orbital of F2 shown as (A) an isosurface, (B) randomly placed trajectories on 

the isosurface, (C) the momentum field with 𝜌 contours in the 𝑧 = 0 plane, and (D) 𝛬 with 𝜌 contours in 

the 𝑧 = 0 plane. The spheres in A and B and the dots in C and D represent the nuclei. The arrows in B and 

C represent the momentum vectors, which are normalized and scaled. In C, they are colored according to 

their magnitude (blue is slower and red is fast). The dotted lines in C and D indicate the node. The colormap 

in D is blue in regions where 𝛬 is negative and is red where 𝛬 is positive. 

A B 

C D 
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Gaussian09 suite of programs[74] and the wavefunction is printed out in the AIMAll WFX 

format[75] after the molecular geometry is optimized. In each case, we assume the wavefunction 

is exact and the electron only has spin-dependent momentum. This approximation improves as the 

basis set size increases. The trajectories are then generated using our freely-available, SD-QHD 

code[76]. Input files for this code are included in the SI. In the case of fluorine, the molecular axis 

is parallel to the x-axis and the benzene is in the 𝑧 = 0 plane. The spin vector is parallel to the z-

axis and only 𝛼 electrons are considered. We used the code to generate contours of the MO 

probability density, the spin-dependent momentum field, trajectories randomly placed on an 

isosurface, and color maps of Λ. The MO contours, momentum fields, and Λ colormaps 

Figure 7 The a2u molecular orbital of benzene shown as (A) an isosurface, (B) randomly placed 

trajectories on the isosurface, (C)  the momentum field with 𝜌 contours in the 𝑧 = 1 plane, and (D) 𝛬 and 

𝜌 contours in the 𝑧 = 1 plane. The spheres in A and B and the dots in C and D represent the nuclei. The 

arrows in B and C represent the momentum vectors, which are normalized and scaled. In C, they are 

colored according to their magnitude (blue is slower and red is fast). The colormap in D is blue in regions 

where 𝛬 is negative and is red where 𝛬 is positive. 

A 

C D 

B 
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calculations were performed on 200×200×100 Cartesian grids that extended 5 bohr beyond the 

nuclei. 

 Figures 5 through 8 illustrate how the standard picture of molecular orbitals changes when 

represented using SD-QHD. In Figs. 5 and 6, the σg and 2σg MOs of the F2 molecule are examined. 

Both are bonding MOs and display behavior like what may be predicted from the model H2
+ 

calculation. Specifically, the momentum field in Fig. 5C shows some electron trajectories orbiting 

both nuclei and some orbiting one local maximum near one of the nuclei. Since σg has radial nodes 

there are also some orbits around local maxima between the nuclei (see red contour in Fig 5C). 

Figure 8 One of the degenerate e1g molecular orbitals of benzene shown as (A) an isosurface, (B) randomly 

placed trajectories on the isosurface,(C) the momentum field with 𝜌 contours in the 𝑧 = 1 plane, and (D) 

𝛬 with 𝜌 contours in the 𝑧 = 1 plane. The spheres in A and B and the dots in C and D represent the nuclei. 

The arrows in B and C represent the momentum vectors, which are normalized and scaled. In C, they are 

colored according to their magnitude (blue is slower and red is fast). The dotted lines in C and D indicate 

the node. The colormap in D is blue in regions where 𝛬 is negative and is red where 𝛬 is positive. 

A 

C D 

B 
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 The momentum field in the 2σg orbital in Fig. 6C shows slightly different behavior 

since there are nodes near the nuclear positions, preventing trajectories from orbiting any nuclei. 

Here, the trajectories swirl around four maxima, none of which are centered on the nuclei. Two 

maxima are on either side of the nuclei and two maxima are between the nuclei. 

Λ behaves similarly in both Figs. 5D and 6D. Specifically, both MOs have regions of 

positive overlap between atomic orbitals centered on each nucleus. Therefore, Λ changes sign 

along MO contours and the sign change occurs between the nuclei. Λ also changes sign along 

contours close to the nuclei. This is due to the presence of the nodes. Finally, Λ has a stationary 

point between the nuclei that occurs at a saddle point in the MO density in both the σg and 2σg 

MOs.  

 Figures 7 and 8 show the a2u and e1g 𝜋-bonding MOs in benzene using the SD-QHD 

formalism. These MOs are both bonding both have trajectories that orbit multiple nuclei. In Fig. 

7C, trajectories orbit maxima near each of the carbon nuclei, whereas in Fig. 8C, some carbon 

nuclei are not orbited. This is due to the presence of the node bisecting the benzene ring. Finally, 

there are trajectories in Fig. 7C that orbit the local minimum in the center of the ring. Since these 

are bonding MOs, Figs. 7D and 8D show that Λ changes sign along contours between the carbon 

atoms. Again, this occurs because wavefunction density is shared between the nuclei. Λ also has a 

saddle point between nuclei that share electron density. Interestingly, the saddle points only occur 

between the carbon atoms, since it is the carbon 𝑝𝑧 orbitals that form the bonds. 

Conclusions 

 Trajectory methods have proven to be useful tools in chemical physics. However, they are 

rarely applied to multi-electron, stationary state, molecular wavefunctions. Here, we have built 

upon a spin-dependent formulation of quantum hydrodynamics (SD-QHD)[57]–[60] and 

developed a method that calculates electron trajectories in molecular orbitals. These calculations 

rely on a numerical integration scheme that uses equations of motion based on constraints enforced 

by a Lagrange multiplier, Λ. The trajectories and Λ have may interesting features that warrant 

further examination. 

 Specifically, trajectories in bonding MOs share the property that they all have stationary 

points between bonded nuclei. At these points, the electron is motionless because the MO density 

has a local maximum or a saddle point. Local maxima occur if the overlap between the atomic 

orbitals is strong. For example, if two p-atomic orbitals form a 𝜎-bond and overlap such that the 

maxima of their lobes coincide, the corresponding MO density will have a local maximum, instead 

of a saddle point (see Fig S3 in the SI). Saddle points occur when the MO density retains the 

distinct maxima of the corresponding atomic orbitals. The presence of these stationary points 

between nuclei is reminiscent of the atoms-in-molecules (AIM) approach that assigns bonds in an 

electron-density map by connecting local maxima in the total electron density (atoms) to saddle 

points, which typically occur between atoms[77], [78]. 

 The Lagrange multiplier, Λ, also has intriguing properties. When Λ changes sign along a 

contour, it signals that the contour changes orientation, which occurs between atoms only if MO 

density is shared between two nuclei. (There is an exception if there is very strong overlap.) 
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Interestingly, if the MO density has a saddle point between two nuclei, then Λ also has a saddle 

point. Furthermore, Λ  equals zero at these points, meaning the MO contour has no curvature and 

there is no force on the electron. Again, the location of this unique point in Λ echoes the atoms-in-

molecules approach to identifying covalent bonds[77], [78]. 

 Finally, SD-QHD offers a different perspective on the description of electrons in 

molecules. Instead of an electron cloud, the SD-QHD pictures imagines electrons traveling along 

real trajectories in a “fluid” governed by the quantum continuity equation. In bonding MOs, the 

electron travels along paths formed by combining atomic orbitals. The effect is that the new paths 

are “shared” by the atoms. In anti-bonding MOs, the electron trajectories are not shared between 

atoms due to the presence of MO nodes, which the electrons cannot cross. Based on these initial 

observations, further studies of electron trajectories may provide unique insights into the nature of 

the chemical bond. 
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