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Abstract
Quantum mechanics/molecular mechanics (QM/MM)
methods partition the system into active and en-
vironmental regions and treat them with different
levels of theory, achieving accuracy and efficien-
cy at the same time. Adaptive-partitioning (AP)
QM/MM methods allow on-the-fly changes to the
QM/MM partitioning of the system. Many of
the available energy-based AP-QM/MM method-
s partition the system according to distances to
pre-chosen centers of active regions. For such AP-
QM/MM methods, I develop an adaptive-center
(AC) method that allows on-the-fly determination
of the centers of active regions according to gen-
eral geometrical or potential-related criteria, ex-
tending the range of application of energy-based
AP-QM/MM methods to systems where active re-
gions may occur or vanish during the simulation.

1 Introduction
Quantum mechanics/molecular mechanics (QM/MM)
methods1–7 partition the system into regions
around active sites (active regions) and the en-
vironment.Atoms in the active regions and the
environment are treated with higher-level (QM)
and lower-level (MM) theories respectively, and
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the two parts of the system are coupled togeth-
er,2,8–11 so that the key physics of the system can
be correctly described in an inexpensive simula-
tion. Adaptive-partitioning (AP)6,7,12–21 methods
enhances QM/MM by allowing the partition of
the atoms to change during a molecular dynamics
(MD) simulation, and they have been successfully
applied to a variety of systems including solids,
solutions, and biological systems.22–30

AP-QM/MM methods introduce buffer region-
s in between active regions and the environmen-
t, and atoms in buffer regions (buffer atoms) are
treated in both the QM and MM calculations.
Force-based AP-QM/MM methods12,14,31,32 mix-
es the QM and MM forces to yield forces on buffer
atoms, while energy-based AP-QM/MM method-
s15,16,18,19 mixes QM and MM potential energies
of subsystems with different number of buffer
atoms to obtain the total potential energy. Force-
based methods are generally more efficient but are
not energy-conserving, while energy-based meth-
ods have a continuous potential energy surface
(PES) and can be used in microcanonical (NVE)
MD simulations.

Although there are many different ways for AP-
QM/MM methods to determine the partition of
the system, a large number of AP-QM/MM meth-
ods carry out the partition according to distances
to centers of active regions.12–16,18,19,31,32 These
centers can be determined on-the-fly as well as
the partition in force-based AP-QM/MM meth-
ods,14,23,33–35 but the existing energy-based AP-
QM/MM methods require the centers to be chosen
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beforehand. This limits the range of application of
energy-based methods, since these centers may oc-
cur, vanish, or move to unpredictable places during
many processes, such as in the displacement cas-
cade,36 diffusion of self-interstitials,37 cracking of
solid,23 growth of pores,38 catalytic reactions with
poisoning and reactivation,39 enzymatic reactions
with cofactors,40 and so on. A method that can de-
termine centers of active regions on the fly while
keeping the PES continuous would enable the use
of AP-QM/MM on such applications.

In this paper, I present an adaptive-center (AC)
AP method for energy-based AP-QM/MM meth-
ods, allowing the centers of active regions to be
determined on the fly. Any atomic property that is
continuous and solely depends on the geometry of
the system can be used as the criterion. The AC-
AP method is compatible with all QM/MM meth-
ods that partition the system by distance to centers,
and is applicable with any choice of QM and MM
methods. I demonstrate the AC-AP method with t-
wo examples using different properties as criteria.

2 Method

2.1 Adaptive partitioning with fixed
and adaptive centers

In the following, I use QM and MM regions as
synonyms of the active and environmental region-
s, even for MM/MM simulations. There are a vari-
ety of schemes that partition the system into QM,
buffer and MM regions,15–19,21,41–44 and the most
common choice is to partition by the distance to
active region centers.15–19 The centers can be ei-
ther an arbitrary point or fixed on an atom15 or on
a pseudoatom.45 In this paper, I only discuss the
case where the centers are fixed on certain atoms.

A center ζ has an associated radius of the
QM region RQM

ζ
and an associated thickness of

the buffer region W buf
ζ

. The QM region of ζ

is the spherical region centered at ζ with radius
RQM

ζ
, and the buffer region of ζ is the concen-

tric spherical-shell region outside the QM region
with thickness W buf

ζ
. The region outside the QM

and buffer region of any center is the MM re-
gion. Throughout this paper, I denote atoms in the

QM, buffer, or MM regions as QM, buffer, or M-
M atoms, and I denote the atoms chosen as active
region centers as center atoms.

Each atom is assigned a weight, which represent
its percentage of QM character. For an atom α ,
one way to define its QM character with respect to
center ζ is15

λ̃α,ζ =


1 Rα,ζ ≤ RQM

ζ
,

1−
Rα,ζ−RQM

ζ

W buf
ζ

Rα,ζ ∈
(

RQM
ζ

,RQM
ζ

+W buf
ζ

)
,

0 Rα,ζ ≥ RQM
ζ

+W buf
ζ

,

(1)
where Rα,ζ =

∣∣∣~Rα −~Rζ

∣∣∣ is the distance between
atom α and center ζ . As atom α moves from the
QM region of center ζ to the MM region, its QM
character goes from 1 to 0 continuously. To avoid
possible problems due to the discontinuous deriva-
tive of Eq. (1), the weight with respect to center ζ

can be defined by applying a smoothing function15

to Eq. (1):

λα,ζ = 10λ̃
3
α,ζ −15λ̃

4
α,ζ +6λ̃

5
α,ζ . (2)

The QM and buffer regions belonging to different
centers may overlap, and the total weight of atom
α is given by15

λα = 1−
Centers

∏
ζ

(1−λα,ζ ). (3)

Fig. 1 illustrates the partition of the bulk Si system
by distances to centers.

The choice of active region centers are held fixed
in existing energy-based AP-QM/MM methods. I
describe in the following a new partition scheme
which allows the centers to occur or vanish during
the simulation. I denote these two types of par-
tition schemes as fixed-center (FC) and adaptive-
center (AC) throughout this paper. The PES of FC-
AP would be discontinuous if the centers occur or
vanish during the simulation, since the weights of
the center atoms are always 1, and RQM

ζ
and W buf

ζ

are fixed. In the AC-AP method described in the
following, I deal with the occurring or vanishing
of a center by allowing the weight of a center atom
to be smaller than 1, and allowing variable RQM

ζ
.

I choose the centers on-the-fly according to a cri-
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Figure 1: Illustration of the partition by distance
scheme. The example has 3 QM centers, and the
buffer regions of center A and B overlap with each
other. The color coding shows the weight of Eq.
(3), with red being λ = 1, white being λ = 0.5
and blue being λ = 0. The contours also show the
weight. The black and white dotted circles marks
out RQM and RQM +W buf of each center.

terion property, which can be any atomic property
that varies continuously with respect to the geom-
etry. Without loss of generality, I denote the crite-
rion property of atom α as ξα . There are four pa-
rameters for the AC-AP method that need to be set
before the simulation: ξ semi

min , ξ
QM
min , ξ

QM
max and RQM

max,
which satisfy ξ semi

min < ξ
QM
min < ξ

QM
max and RQM

max > 0.
An atom ζ is considered as an active region center
if ξζ > ξ

QM
min , and I want its associated RQM

ζ
to grow

from 0 to the maximum RQM
max as ξζ grows from

ξ
QM
min to ξ

QM
max . When ξζ = ξ

QM
min , center ζ would

have no associated QM region, and its associated
buffer region would become spherical with radius
W buf

ζ
.

I introduce semi-centers to ensure a continuous
PES when active regions occur or vanish, which
correspond to ξζ ∈ [ξ semi

min ,ξ QM
min ). As ξζ grows

from ξ semi
min to ξ

QM
min , the radius of the associated

buffer region should grow from 0 to W buf
ζ

, and the
maximum λα,ζ should grow from 0 to 1. All these
goals are achieved by defining RQM

ζ
as a function

of ξζ as the following:

RQM
ζ

= RQM
max

{
θ(ξζ −ξ

QM
max)+θ(ξ QM

max−ξζ )

×
[
θ(ξζ −ξ

semi
min ) f (ξζ )+θ(ξ semi

min −ξζ ) f (ξ semi
min )

]}
,

(4)

where θ is the Heaviside step function, and f is a
monotonically increasing smoothing function that
satisfies f (ξ QM

min ) = 0 and f (ξ QM
max) = 1. The func-

tional form of f is in Appendix A.
Eq. (4) allows RQM

ζ
to be negative. For a semi-

center, its radius of the associated buffer region
is RQM

ζ
+W buf

ζ
, which should vanish when ξζ =

ξ semi
min . W buf for all centers is therefore determined

by
W buf =− RQM

ζ

∣∣∣
ξζ=ξ semi

min

, (5)

unlike in FC-AP methods where W buf can be cho-
sen freely as a parameter.

Fig. 2 shows how RQM
ζ

changes with ζ . The

values of the curves at ξ = 0 are equal to −W buf

according to Eq. (5), which depends on all 4 parti-
tion parameters. I have W buf = 0 in the special case
of ξ semi

min = ξ
QM
min , which correspond to the ‘abrup-
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Figure 2: RQM
ζ

versus ξζ curves with different sets
of partition parameters. Panel (a) is plotted with
ξ semi

min = 2, ξ
QM
min = 4, ξ

QM
max = 6. Panel (b) is plotted

with RQM
max = 5, ξ semi

min = 2, ξ
QM
min = 4. Panel (c) is

plotted with RQM
max = 5, ξ semi

min = 2, ξ
QM
max = 6. Panel

(d) is plotted with RQM
max = 5, ξ

QM
min = 4, ξ

QM
max = 6.

t’5,6 AP-QM/MM calculation with discontinuous
PES.

Eqs. (1), (2), and (3) remain the same in the
AC-AP method. Fig. 3 illustrates λα,ζ of E-
q. (2). The ranges of Rα,ζ where λα,ζ = 1 and
λα,ζ ∈ (0,1) correspond to the QM and buffer
regions of ζ , respectively. For ξζ < ξ semi

min , the
curve is 0 for R ≥ 0, indicating that ζ is not an
active region center. In this case, the curve has
no influence on both λζ and λα according to E-
q. (3). For ξ ∈ [ξ semi

min ,ξ QM
min ), the curve is above

0 in the region Rα,ζ ∈ [0,RQM
ζ

+W buf), indicat-
ing that ζ is a semi-center with a spherical buffer
region. For ξ ≥ ξ

QM
min , the curve is 1 in the re-

gion [0,RQM
ζ

] and in between 0 and 1 in the region

[RQM
ζ

,RQM
ζ

+W buf], indicating that ζ is a center
with a spherical QM region and a spherical-shell
shaped buffer region. The values of the curves at
R = 0 are the maximum weights with respect to
center ζ , and the weight of a semi-center with re-
spect to itself is below 1. As ξζ increase from s-
maller than ξ semi

min to larger than ξ
QM
max , the atom ζ

changes from regular atom to semi-center and then

to center smoothly. Active region centers as well
as their QM and buffer regions occur or vanish s-
moothly during the AC-AP simulation.

 0
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Figure 3: Weight of atom α with respect to cen-
ter ζ as in Eq. (2) in the AC-AP method. I set
RQM

max = 2, ξ semi
min = 0.2, ξ

QM
min = 0.6, and ξ

QM
max = 1

for Fig. 3, which are all in arbitrary units. Only the
R≥ 0 parts of the curves are meaningful in the cal-
culation. The curves at Rα,ζ = 0 show the weight
of the center with respect to itself.

I demonstrate that the partition changes contin-
uously when centers occur/vanish with Fig. 4.
Atom B is inside the QM region of center A in
Fig. 4(a)(b), and is inside the buffer region of cen-
ter A in Fig. 4(c)(d). I compare the case in which
ξB ∈ [ξ semi

min ,ξ QM
min ) [Fig. 4(a)(c)] with the case in

which ξB > ξ
QM
min [Fig. 4(b)(d)]. For Fig. 4(a)(c),

RQM
B is smaller than 0, and there is no associat-

ed QM region for semi-center B. The white dot-
ted circles in Fig. 4(a)(c) shows the radius of the
buffer region of B, which is smaller than W buf. For
Fig. 4(b)(d), RQM of center B is greater than 0 s-
ince ξB > ξ

QM
min , and the thickness of the buffer re-

gion equals W buf. B is a semi-center in Fig. 4(a),
but it is a QM atom with λB = 1 according to Eq.
(3), despite λB,B of Eq. (2) is below 1.

The PES of AP-QM/MM is a mixture of the
PESs of the QM method and of the MM method,
with the weights of Eq. (3) as mixing parameters.
The dependence of the PES on the weights leads
to artificial transition forces in the form of

~F trans
α =−∑

β

∂E
∂λβ

∇~Rα
λβ , (6)

which signifies the difference between the QM and
MM methods. These forces are needed for ener-
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Figure 4: Illustration of the change in partition
and weights as a new semi-center/center occurs.
The partition parameters are RQM

max = 5, ξ semi
min = 2,

ξ
QM
min = 4, ξ

QM
max = 6. W buf = 5 according to Eq. (5).

gy conservation, though it has been found that the
transition forces may lead to geometry distortion-
s.16,45,46 In the AC-AP method, the weight of an
atom not only depends on the distances between
the atom and its associated QM centers, but also
depends on the values of the criterion property of
the QM centers, so the transition forces would con-
tain an additional term:

~F trans
α =−∑

β

[
∂E
∂λβ

(
∇~Rα

λβ +∑
γ

∂λβ

∂ξγ

∇~Rα
ξγ

)]
.

(7)
Most of the existing AP-QM/MM methods car-

ry out multiple QM/MM calculations per time
step.15,16,18 In these methods, part of the buffer
atoms are included in the QM calculations, and
the others are included in the MM calculations.
AP-QM/MM method with only one QM and M-
M calculations per time step has been proposed as
well,19,47 which involves calculations with scaled
interactions. Since the partition scheme only de-
fines the QM, buffer and MM regions and does
not interfere with how this information is used in
QM/MM calculations, the AC-AP method is com-
patible with all the existing partition-by-distance

AP-QM/MM methods.
The AC-AP method is not without flaws, how-

ever. First, the size of the buffer region (W buf) is
fixed by the partition parameters and cannot be set
freely, which may lead to suboptimal situations s-
ince the computational cost usually increases very
fast with the number of buffer atoms. Second, the
QM calculations may encounter numerical insta-
bilities due to nearly isolated atoms, which may
be present during the occurring or vanishing of ac-
tive regions. Third, the criterion property itself
need to be continuous with respect to atomic po-
sitions, so some widely used properties (such as
the common neighbor analysis,48,49 central sym-
metry parameter,50 and so on) cannot be directly
employed as the criterion. These problems mostly
do not exist for force-based AP-QM/MM such as
the LOTF method, and only arise in energy-based
AP-QM/MM due to the requirement of a continu-
ous PES.

3 Results
I demonstrate the AC-AP method with two exam-
ples in bulk Si, one being the displacement cas-
cade process,36 the other being the diffusion of
the self-interstitial.37 These two examples are cho-
sen to showcase the AC-AP method with different
properties as the criterion: I use a potential-related
atomic property as the criterion in the first exam-
ple, and a geometrical property as the criterion in
the second.

The purpose of these MD simulations is only
to validate the AC-AP method, and they are not
supposed to be proper studies of the correspond-
ing processes. The actual QM or MM method
used in the AC-AP-QM/MM simulation is irrele-
vant to the AC-AP method. I therefore simply car-
ry out AC-AP-MM/MM simulations to minimize
the computational cost, instead of using a proper
QM method as the higher-level method. I keep
the notation “QM regions” and “QM atoms” for
these AC-AP-MM/MM simulations for consisten-
cy, and I continue to refer to the MM potential-
s employed for “QM regions” and “MM region-
s” as the “higher-level” and “lower-level” meth-
ods respectively. For simplicity, I use the mod-
SISPA19,47 AP-QM/MM algorithm in the exam-
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ples, but any energy-based AP-QM/MM method
that partition by distance would be compatible as
well.

3.1 Displacement cascade in Silicon
During the irradiation of solids with energetic
particles, the incident particles deposit part of
their energy to the material, lead to dislodge-
ment of atoms and displacement cascades.36,51,52

For semiconductor devices, displacement cas-
cades may happen during the ion implantation
process53–55 in the fabrication, and in radiation
environments such as the space, nuclear reac-
tors and particle accelerators.52,56,57 Displacement
cascades are difficult to observe experimentally as
they happen fast inside the material,36 so atomistic
simulations57,58 are essential for their study.

3.1.1 The virial contribution to the per-atom
stress as AC-AP criterion

The structures of the collision cascades generated
by fast-moving atoms are far from the equilibri-
um structure,36 and the fast-moving atoms disturb
the local electronic structure strongly, leading to
the electronic stopping power.51,59 It is therefore
meaningful to treat the regions around the fast-
moving atoms with a higher-level method, so that
both the the electronic effect and forces on atoms
can be accurately described.

The speed of an atom cannot be used as a cri-
terion here, since the Hamiltonian of the sys-
tem would no longer equal to the total energy,60

and the usual velocity-Verlet time-integration61,62

would be unapplicable. As an alternative, I find
the pre-atom virial contribution to the stress tensor
a good indicator of the active sites, since it iden-
tifies the local structure distortions caused by col-
lision of atoms. The criterion of this example is
therefore calculated as the following.

The per-atom stress tensor of atom α (
↔
σα ) is giv-

en by63–66

↔
σα =

1
Vα

Sα

=
1

Vα

(↔
SK,α +

↔

SV,α

)
,

(8)

where Vα is the atomic volume of α , and the ki-

netic contribution
↔

SK,α and virial contribution
↔

SV,α

are
↔

SK,α = mα~vα ⊗~vα , (9)
↔

SV,α =~rα ⊗~Fα , (10)

with ⊗ representing tensorial direct product, Vα

being the volume of atom α , mα ,~rα ,~vα , ~Fα being
the mass, position, velocity and force of α respec-
tively. Since Vα is not a well-defined quantity, I
work with

↔

Sα instead of
↔
σα in the following.

↔

SK,α depends on the velocity, so using the ful-
l per-atom stress tensor as the criterion proper-
ty would lead to a PES that depends on both the
geometry of the system and the velocities of the
atoms. The Hamiltonian of such a system is no
longer equal to the total energy,60 so both the e-
quation of motion (EOM) and time-integration al-
gorithm are different from those of regular MD. To
avoid such complications,

↔

SV,α instead of
↔

Sα is a
more favorable choice as the criterion property for
AC-AP.↔

Sα depends on both the geometry and the force
on atom α . The forces on QM or MM atoms
in AP-QM/MM are determined completely by the
geometry of the system, but the forces on buffer
atoms also depend on the weights of Eq. (3).
The weights depend on the partition of the sys-
tem, which in turn is determined by the values
of the criterion property of atoms. To avoid the
extra computational cost associated with the self-
consistent determination of

↔

Sα when using it as
the criterion property, I choose to simply evaluate
↔

Sα with another MM potential, so that the forces
can be obtained directly from the geometry. For
simplicity, I evaluate

↔

Sα with the shifted Lennard-
Jones (LJ) potential

ELJ = ∑
α,β>α

ELJ
αβ

, (11)

and the pairwise LJ interaction energy between
atom α and β is

ELJ
αβ

=

 4εαβ

[(
σαβ

Rαβ

)12
−
(

σαβ

Rαβ

)6
]
+ sαβ Rαβ ≤ Rc,

0 Rαβ > Rc,
(12)
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where Rαβ =
∣∣∣~Rα −~Rβ

∣∣∣ is the distance between
atom α and β , Rc is a cutoff distance, εαβ and σαβ

are LJ parameters and sαβ is a shift that ensures
ELJ

αβ
= 0 when Rαβ = Rc.

In tests with the DD process in bulk Si, I find
that the LJ

↔

SV changes rapidly over many orders
of magnitude. In order to achieve a smooth tran-
sition as QM centers occur and vanish, I use the
following criterion property for the following dis-
placement cascade simulation:

ξα = log10

∣∣∣Sxx
V,α +Syy

V,α +Szz
V,α

∣∣∣ . (13)

3.1.2 Displacement cascade with AC-AP

I carry out microcanonical (NVE) MD simula-
tions of the displacement cascade of bulk Si with
a 15× 15× 20 supercell (36000 atoms), starting
from the state equilibrated at 300K in the NVT
ensemble. One Si atom is chosen as the primary
knock-on atom (PKA) before the simulations, and
its velocity is set to 5 keV along the positive z ax-
is. I use the following partition parameters for AC-
AP: RQM

max = 4Å, ξ semi
min = 8, ξ

QM
min = 9, ξ

QM
max = 10.

The simulations are run for 0.05 ps with a 10−6 p-
s time step. The purpose of the examples is only
to validate the AC-AP method, as a proper simula-
tion of the displacement cascade would involve a
much larger supercell and much longer simulation
time.36,58,67–70

I use the NVE ensemble to check energy conser-
vation, but I also notice that proper simulations for
displacement cascades36,58,68–70 are carried out in
the NVE ensemble as well, only with an addition-
al surrounding temperature control layer. I omit
the temperature control layer since I find its effec-
t on the examples being very small, probably due
to the simulation time being too short for the local
heating effect of the cascade to propagate to the
boundary.

I carry out an AC-AP-MM/MM simulation us-
ing the Tersoff potential71 modified with the
Ziegler-Biersack-Littmark (ZBL) short-range in-
teraction72 as the “higher-level” method, and the
charge optimized many-body (COMB)73–75 po-
tential as the “lower-level” method. The AC-AP
MM/MM calculation with these potentials is de-
noted as (Tersoff/ZBL)/COMB in the following.

All the simulations have the same initial state pre-
pared with Tersoff/ZBL, so that the results can
be compared directly. I do not assign charges to
atoms for COMB, since charge equilibration (QE-
q)73,76 methods are incompatible with the mod-
SISPA19,47 algorithm.

I use the LJ parameters of the OpenKIM
project77–80 to evaluate the criterion. I implement
the AC-AP method and the mod-SISPA algorithm
in the LAMMPS81,82 code. I use the OVITO83

software for the visualization of the MD results.
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Figure 5: Curves of the total energy, the potential
energy and the maximum speed of atoms for MD
simulations of the displacement cascade in bulk Si.
The energy curves are shifted and aligned at t = 0
for easier comparison.

The upper panel of Fig. 5 plots the total ener-
gies with respect to the simulation time. The small
variations in the total energies are due to numeri-
cal errors in the time integration, since the magni-
tudes of these variations decrease with the size of
the time step in tests. The size of the numerical
variation in the total energy of AC-AP (0.01 eV)
is similar to those of the MM methods (COMB:
0.03 eV, Tersoff/ZBL: 0.01 eV). These total energy
variations happen when atoms collide, as indicat-
ed by large changes in the potential energy (middle
panel of Fig. 5). A variable time step36,84 can ef-
fectively remove this numerical artifact.

As atoms collide, LJ forces of the colliding
atoms change rapidly, so are the values of the AC-
AP criterion property according to Eqs. (10) and
(13). This is reflected by the change of the num-
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Figure 6: Numbers of “QM” atoms, buffer atoms
and active region centers (both with and without
semi-centers) plotted against the simulation time.
The setup of the simulation is the same as in Fig.
5.

ber of active region centers plotted in Fig. 6. S-
ince RQM is different for each center, the num-
ber of “QM” and buffer atoms do not necessari-
ly follow the same trend as the number of centers.
Fig. 6 shows that the partition of the system un-
dergoes rapid changes during the simulation, with
both active region centers occuring/vanishing and
“QM”/buffer regions enlarging/shrinking. Despite
this, the total energy of the AC-AP simulation re-
main conserved, demonstrating the validity of the
method.

COMB Tersoff/ZBL AC-AP
(Tersoff/ZBL)/COMB

Figure 7: Front view (xz plane) of the Wigner-
Seitz defect analysis83 of snapshots of MD simu-
lations at 0.05 ps, with red representing interstitial
defects and blue representing vacancies.

The AC-AP curves of the potential energy and
the speed of the PKA (middle and lower panel of
Fig. 5) closely follows the corresponding curves of
the “higher-level” Tersoff/ZBL for the first half of
the simulations, showing that the AC-AP method

correctly uses the “higher-level” interaction to de-
scribe the collision processes. The deviation of
the curves in the second half of the simulations
shows the influence of the “lower-level” COMB
potential in the MM/MM simulation, and suggests
that Eq. (13) may not be the perfect choice of the
criterion for the simulation of displacement cas-
cades. Nevertheless, Fig. 7 shows that the overall
shape of the AC-AP cascade is still very close to
that of the “higher-level” Tersoff/ZBL, where cas-
cades branch early and sub-cascades develop; in
the “lower-level” COMB simulation, the cascade
develops along an almost straight path.

t = 0 t = 0.01 ps t = 0.02 ps

t = 0.03 ps t = 0.04 ps t = 0.05 ps

Figure 8: Front view snapshots of the AC-AP sim-
ulation with (Tersoff/ZBL)/COMB, showing the
criterion property ξ of Eq. (13). Only atoms with
ξ > ξ semi

min are shown. The color coding represents
ξ , with red being ξ = ξ

QM
max , white being ξ = ξ

QM
min ,

and blue being ξ = ξ semi
min .

For a more quantitative comparison, I list sever-
al properties of the displacement cascade simula-
tions36 in Table 1, including the number of inter-
stitials (Nint), number of atoms displaced by more
than half the nearest neighbor distance (Ndispl), the
mean square displacement of all atoms (MSD), the
root-mean-square distance of interstitials to the in-
terstitial center of mass (〈dRint〉), the root-mean-
square differences of the x, y and z coordinates
between the interstitials and the interstitial center
of mass (〈dxint〉, 〈dyint〉, and 〈dzint〉), and the max
speed of all atoms (vmax). All the properties cal-
culated according to the geometry of the system at
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the end of the simulations (0.05 ps). These values
can be compared directly since all the simulation-
s start from exactly the same initial state. Aside
from 〈dRint〉, the values of the properties of AC-
AP with (Tersoff/ZBL)/COMB are always in be-
tween those of the two MM simulations as expect-
ed. Most of the AC-AP values of the properties
are closer to the “higher-level” Tersoff/ZBL values
than to the “lower-level” COMB values, showing
the validity of Eq. (13) as the criterion in identi-
fying the active sites. 〈dRint〉 apparently does not
follow this trend, but this is due to 〈dRint〉 not dis-
tinguishing directions. 〈dxint〉, 〈dyint〉, and 〈dzint〉
are better quantities to describe the spread of the
cascade in this case.

To provide a clear picture of the inner work of
the AC-AP method during the simulation, I show
the snapshots of the AC-AP (Tersoff/ZBL)/COMB
simulation in Figs. 8, 9, and 10. Corresponding
animations are available as supplemental material-
s85 of this paper. Fig. 8 shows the active region
centers determined by the AC-AP method, and the
values of the criterion property ξ is indicated by
the color coding.

t = 0 t = 0.01 ps t = 0.02 ps

t = 0.03 ps t = 0.04 ps t = 0.05 ps

Figure 9: Front view snapshots of the AC-AP sim-
ulation with (Tersoff/ZBL)/COMB, showing the
weights of atoms. Only atoms with λ > 0 are
shown. The color coding represents the weight-
s, with red being λ = 1, white being λ = 0.5 and
blue being λ = 0.

I find that the centers are generated at places
where atoms are very close to each other. As a

result, centers always appear in pairs or in cluster-
s and never appear alone. As the clustered cen-
ters are very close to each other, their “QM” and
buffer regions mostly overlap, so the clustered cen-
ters usually do not lead to an increase in the com-
putational cost. This is verified with Fig. 9 which
shows the “QM” and buffer atoms. Fig. 9 clearly
shows that the “QM” and buffer regions of differ-
ent centers have different radii. In the t = 0.05
ps panel of Fig. 9, there are centers that just oc-
cur/almost vanish with ξ close to ξ semi

min . The buffer
regions of these centers have very small radii and
does not contain any other atoms. When using a
QM method as the higher-level method, these n-
early isolated atoms may lead to stability problem-
s, and this is a flaw of the AC-AP method of this
work. In tests with the density-functional tight-
binding (DFTB) method,86–88 I find that the prob-
lems caused by nearly isolated atoms can be solved
by using fractional occupation numbers according
to the Fermi-Dirac distribution at a finite temper-
ature, but there is no guarantee that this would al-
ways work.

t = 0 t = 0.01 ps t = 0.02 ps

t = 0.03 ps t = 0.04 ps t = 0.05 ps

Figure 10: Front view of the Wigner-Seitz defect
analysis83 of snapshots of the AC-AP simulation
with (Tersoff/ZBL)/COMB. The color coding is
the same as in Fig. 7.

Fig. 10 shows the development of the displace
cascade in AC-AP. Since the simulation time is
very small, annealing of defects is not observed.
By comparing Figs. 8 and 10, I find that the de-
velopment of active region centers follow that of
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Table 1: Various properties of the displacement cascade MD simulations at t = 0.05 ps.

Method Nint Ndispl MSD (Å2) 〈dRint〉 (Å) 〈dxint〉 (Å) 〈dyint〉 (Å) 〈dzint〉 (Å) vmax (Å/ps)
COMB 10 21 0.2494 26.28 2.579 7.220 25.14 1694

Tersoff/ZBL 24 51 0.1660 25.30 12.95 19.94 8.628 847.0
AC-AP 17 41 0.1820 23.34 11.02 18.60 8.79 1028

sub-cascades, that new active region centers occur
at the places around which new defects are gen-
erated, and old active region centers vanish as old
defects stabilize. In an AC-AP QM/MM simula-
tion, the generation of defects would be treated
with a QM method, so that the electronic effect-
s51,59 could be included to yield a more accurate
result.

3.2 Diffusion of self-interstitial in Sil-
icon

The electrical properties of semiconductor mate-
rials can be modified significantly by defects and
impurities.89 The diffusion process of defects and
impurities in Silicon has been thoroughly stud-
ied37 to provide a better understanding of the per-
formance drift of Si-based devices. The diffu-
sivity of the various defects and impurities are
key to the simulation of the technological pro-
cesses.90 The diffusion of the self-defects in bulk
Si has been used in the validation of the ‘Learn-
on-the-fly’14,34 (LOTF) force-based AP-QM/MM
method, where the QM region is centered on the
defect. I perform similar simulations for the diffu-
sion of the self-interstitial in bulk Si with the AC-
AP method, and choose the criterion property so
that the interstitial can be identified as the center
of the active region.

3.2.1 Generalized coordination number as the
AC-AP criterion

The self-interstitial atom is not always well de-
fined. The equilibrium structure has a dumbbell
shape,91 in which the two Si atoms of the dumb-
bell are equivalent. The migration process happens
as one atom in the dumbbell moves to the tetra-
hedral interstitial site and then forms a dumbbell
structure with another atom. It is therefore impos-
sible to fix the center of the active region on an

atom chosen beforehand, and an AC method has
to be used for an AP-QM/MM method.

I use the coordination number (CN) to identify
the Si self-interstitial in the following simulations.
The CN is defined as the number of nearest neigh-
bors of an atom. Most of the atoms in bulk Si has
a CN of 4. I find that the CNs of the interstitial and
some of its neighboring atoms are generally larger
and can have the value of 5 or 6. The CN is not
the perfect choice since in some cases the inter-
stitial atom labeled out by the Wigner-Seitz defect
analysis83 has CN=4 as well.

Since the CN is an integer, it does not change
continuously, so it cannot be used as the criterion
for the AC-AP method directly. To generalize the
CN for its use as the criterion, I first write CN of
an atom α as

CNα = ∑
ζ 6=α

θ(R1−Rα,ζ ), (14)

where R1 is a cutoff radius. When the tempera-
ture is below the melting point, I can choose R1
so that Eq. (14) is equal to the number of nearest
neighbors of α for bulk Si without defects. I find
that the self-interstitial can be identified as having
a CN larger than 4 in most configurations.

I generalize the CN defined in Eq. (14) by re-
placing the step function with a continuous func-
tion as

GCNα = ∑
ζ 6=α

θ(R1−Rα,ζ )

+θ(Rα,ζ −R1)θ(R2−Rα,ζ )g
(

Rα,ζ −R2

R1−R2

)
,

(15)

where GCN stands for generalized coordination
number, R2 is another cutoff greater than R1, and

g(x) = 10x3−15x4 +6x5 (16)

is a smoothing function. I choose to use the same
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form as Eq. (2) for the smoothing function g. I
use the GCN of Eq. (15) as the criterion ξα for the
following diffusion simulation.

3.2.2 Diffusion of self-interstitial with AC-AP

I calculate the diffusivity of the a single self-
interstitial in bulk Si with a 6× 6× 6 supercel-
l (1729 atoms) in the NVE ensemble, following
the practice of Tang et al.37 Since the exact trajec-
tory of the self-interstitial is not as important as in
the displacement cascade simulation, I do not need
to start from the same initial state for all the sim-
ulations. Instead, I start from equilibrated initial
states with optimized lattice constants of the corre-
sponding MD potential, so that the temperatures of
the NVE simulations oscillates around that of the
initial states, which ensures the reliability of the d-
iffusivity calculations. I use the following param-
eters for AC-AP: R1 = 3Å, R2 = 3.5Å, RQM

max = 4Å,
ξ semi

min = 6, ξ
QM
min = 6.35, ξ

QM
max = 6.7. I simulate the

system for 200 ps with a time step of 5× 10−5 p-
s, and the diffusivities are obtained by fitting the
MSD of the last 150 ps. I use the same potentials
and softwares as in Sec. 3.1.2.

I show snapshots of the AC-AP simulation with
(Tersoff/ZBL)/COMB in Fig. 11. There are al-
ways two interstitial atoms in Fig. 11(a), which
agrees with the dumbbell structure91 of the self-
interstitial in Silicon. Fig. 11(b) shows that the
GCN may not be the ideal choice of the criteri-
on: it only identifies one interstital atom in many
situations, and unrelated atoms may be chosen as
active region centers; furthermore, during the mi-
gration of the interstitial to another site, GCN may
fail to identify any atom as the active region cen-
ter. Despite these problems, I choose GCN as the
criterion property of this example instead of more
sophisticated methods92 for its simplicity in im-
plementation, which suffices for the demonstration
of the AC-AP method.

Fig. 12 is the Arrhenius plot of the diffusivity of
the self-interstitial in Silicon. To demonstrate the
effect of the AC-AP parameters on the result, I also
plot in Fig. 12 the AC-AP result with an alternative
set of parameters (ξ semi

min = 5,ξ QM
min = 6,ξ QM

max = 7).
The slopes and intercepts of the interpolation lines
determine the migration energy and the diffusivi-
ty prefactor.37 Since the GCN may fail to identify

t=0 t=120ps t=180ps

t=0 t=120ps t=180ps

t=0 t=120ps t=180ps

(a)

(b)

(c)

Figure 11: Front view of the snapshots of the (Ter-
soff/ZBL)/COMB simulation of the diffusion of
the self-interstitial in bulk Si, showing (a) the posi-
tion of the self-interstitial obtained by the Wigner-
Seitz defect analysis,83 (b) the value of the crite-
rion property, and (c) the weights of atoms. The
average temperature of the NVE simulation is
2052K. The color coding is the same as Figs. 8,
9, and 10.
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Figure 12: Temperature-dependent diffusivities
for a single self-interstitial in bulk Si. The line la-
beled ‘AC-AP w/ alter. param.’ shows the data of
the AC-AP (Tersoff/ZBL)/COMB simulation with
an alternative set of parameters (ξ semi

min = 5,ξ QM
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any atom as the active region center in certain cir-
cumstances, the evolution of the system are com-
pletely determined by the “lower-level” COMB
potential at times. Due to this problem of the GC-
N, the error in the AC-AP diffusivity (obtained by
fitting MSD data) is larger, which is evident in Fig.
12.

This problem of the GCN as criterion is also con-
sistent with the two AC-AP lines in Fig. 12 lying
in between the interpolation lines of the two com-
ponent methods of the MM/MM. A better criterion
that is able to identify the interstitial atom at all cir-
cumstances would yield an interpolation line clos-
er to the line of the “higher-level” Tersoff/ZBL po-
tential. This can be checked with a smaller ξ semi

min :
the interstitial atom would be more likely to be i-
dentified as active region center, so the migration
process would be less affected by the “lower-level”
COMB potential. The AC-AP line with the alter-
native set of parameters in Fig. 12 demonstrates
this point.

4 Conclusion
In this paper, I generalize energy-based AP-
QM/MM methods by presenting an AC-AP
method that is able to determine active region
centers on-the-fly, enabling easy application of
energy-based AP-QM/MM methods on systems
where active regions may occur or vanish, or on
systems where it is impossible to fix the active
region centers on atoms chosen beforehand. The
AC-AP method replaces hand-picking active re-
gion centers by choosing an atomic property as
the criterion. The only restriction on the criterion
property is that it has to be fully determined by
the geometry of the system, so that the dynamics
of the system remain Lagrangian. Only four par-
tition parameters (RQM

max, ξ semi
min , ξ

QM
min , ξ

QM
max) need

to be set before the simulation. Since the AC-AP
method only determine the partition of the system
and the weights of atoms, it is compatible with
all energy-based AP-QM/MM methods that par-
tition the system according to distances to active
region centers, and it can be easily incorporated
into existing simulation codes.

The AC-AP method ensures a continuous PES
by allowing the radius of the QM and buffer re-

gions associated with active region cores to change
with the values of the criterion property. I treat
the occurring and vanishing of active regions by
introducing semi-centers which has only associat-
ed buffer region but no QM region. As an active
region occur in the simulation, the radius of the
buffer region of the semi-center grows from 0 to
W buf of Eq. (5), and the maximum atomic weight
with respect to the semi-center grows from 0 to 1;
the reverse is true for the vanishing of an active
region.

I demonstrate the AC-AP method with two ex-
amples in bulk Si using different properties as cri-
teria. Since the main purpose of these examples
is to validate the AC-AP method instead of prop-
er studies of the corresponding problems, I use
MM/MM simulations with AC-AP for simplici-
ty. Total energies are conserved for AC-AP sim-
ulations in the NVE ensemble. Values of typical
properties of the AC-AP MM/MM simulations are
found to be in between the corresponding values
of the two MM simulations. The partition param-
eters have a large impact on AC-AP results, and
can be adjusted for the AC-AP results to be closer
to those of the higher-level method.
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A Smoothing function of the
QM region radius

f (ξ ) in Eq. (4) is a monotonically increasing
continuous function that satisfies f (ξ QM

max) = 1 and
f (ξ QM

min ) = 0. In practice, I only need to evalu-
ate f (ξ ) for ξ ∈ [ξ semi

min ,ξ QM
max ]. I obtain a smoothly

changing f (ξ ) as the following. Define τ ′(τ) as

τ
′(τ) =

τ− τsemi
min

1− τsemi
min

, (17)
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where τ(ξ ) = (ξ − ξ
QM
min )/(ξ

QM
max − ξ

QM
min ), and

τsemi
min = τ(ξ semi

min ). I write f (ξ ) as f (ξ ) =
g(τ ′(τ(ξ ))), and g needs to satisfy the follow-
ing conditions so that the first and second order
derivatives of Eq. (4) are continuous:

g(τ ′(0)) = 0, g(1) = 1,
dg(τ ′)

dτ ′

∣∣∣
τ ′=0

= 0, dg(τ ′)
dτ ′

∣∣∣
τ ′=1

= 0,
d2g(τ ′)

dτ ′2

∣∣∣
τ ′=0

= 0, d2g(τ ′)
dτ ′2

∣∣∣
τ ′=1

= 0.

(18)

Assuming g(τ ′) has the following functional form

g(τ ′) = aτ
′5 +bτ

′4 + cτ
′3 +dτ

′2 + eτ
′+ f , (19)

the parameters satisfying Eq. (18) are

a =
6

[1− τ ′(0)]3[1+3τ ′(0)+6τ ′(0)2]
,

b =
15

[τ ′(0)−1]3[1+3τ ′(0)+6τ ′(0)2]
,

c =
10

[1− τ ′(0)]3[1+3τ ′(0)+6τ ′(0)2]
,

d = 0, e = 0,

f =
τ ′(0)3[10−15τ ′(0)+6τ ′(0)2]

[τ ′(0)−1]3[1+3τ ′(0)+6τ ′(0)2]
.

(20)
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