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I. INTRODUCTION

Response theory offers a framework to derive and compute a multitude of molecular properties.1,2

Through its general formulation it can be applied to both density functional theory (DFT) and

ab-initio methods. Within the algebraic-diagrammatic construction scheme for the polarization

propagator (ADC),3 such response properties can elegantly and easily be derived owing to its

Hermitian formulation using the formalism of the intermediate state representation (ISR).4,5 The

latter offers direct access to excited state wave functions and operators, which makes it straightfor-

ward to implement method-independent spectral representations of molecular response functions.

This strategy has been successfully employed to evaluate several response properties with ADC,

e.g., static and frequency-dependent polarizabilities of the electronic ground state,5–7 two-photon

absorption,8 and resonant inelastic X-ray scattering cross sections.9 As a matter of fact, only minor

programming effort is needed once the required building blocks of the ISR are in place. Here,

we expand upon previous work by addressing frequency-dependent electric dipole polarizabilities

for electronically excited states within the ADC/ISR framework. These can be evaluated from

either the excited state linear response function or the double residue of the ground state cubic

response function.10–12 Following the former route via damped response theory2 offers access to

one-photon absorption cross-sections as well as C6 dispersion coefficients. We have implemented

a protocol for the calculation of these properties through third order of perturbation theory in our

recently published Python-driven toolkit for ADC method development, adcc,13 which made the

implementation particularly straightforward.

Over the last decades, numerous quantum chemical methods have been employed for the cal-

culation of frequency-dependent excited state polarizabilities, including wave function methods

such as Hartree–Fock,10,14–16 coupled-cluster,11,12,17–21 and multi-reference approaches,15,16,18,22

as well as DFT methods.20,23–25 Calculations of excited state C6 dispersion coefficients are more

scarce24 and this property is also difficult to determine experimentally. Generally, two possible

approaches to calculate molecular properties exist: either by derivatives of the energy, or through

expectation values. A comparative analysis of these approaches has recently been conducted

for ADC methods.26 For excited state polarizabilities, both approaches have been reported for

equation-of-motion coupled-cluster with singles and doubles (EOM-CCSD).12,21,27,28 The ISR-

based ansatz described in this work is comparable to the expectation-value coupled-cluster ap-

proach to molecular properties, and both methods will be analyzed and compared to experimental
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data where available.

The remainder of this paper is structured as follows. First, we briefly outline the theoretical

derivation and implementation. Second, the employed computational methodology is presented,

followed by the results of test calculations on s-tetrazine, pyrimidine, formaldehyde, naphtha-

lene, uracil, and p-nitroaniline. Finally, a brief outlook for future applications using the presented

methodology is given.

II. THEORETICAL DERIVATION AND IMPLEMENTATION

The theoretical background of ADC and the ISR formalism has already been presented in great

detail.3,4,29,30 Here, we will just briefly outline the necessary building blocks for our approach to

excited state polarizabilities. Most important is the Hermitian eigenvalue problem MY = YΩ,

involving the ADC matrix M, the matrix of eigenvectors Y = {yn}, and the matrix Ω with exci-

tation energies ωn on the diagonal. The ADC matrix corresponds to the matrix representation of

the shifted Hamiltonian, MIJ = 〈Ψ̃I|Ĥ−E0|Ψ̃J〉, in the basis of intermediate states {|Ψ̃J〉}. A key

feature, which we can exploit for the derivation of molecular response properties, is the IS expan-

sion of an excited state wave function, given by |Ψn〉= ∑J YJn|Ψ̃J〉. This IS formalism also allows

one to express other operators in the same basis. For example, a general one-particle operator,

d̂ = ∑pq dpqc†
pcq can be represented in the IS basis as

BIJ = 〈Ψ̃I|d̂|Ψ̃J〉−δIJ 〈Ψ0|d̂|Ψ0〉 , (1)

where the matrix is again shifted by the ground state expectation value on the diagonal. With the

same “recipe”, the so-called modified transition moments from ground to excited states can be

formulated as FJ(d̂) = 〈Ψ̃J|d̂ |Ψ0〉. Further details and discussion of these ISR equations can be

found in Ref. 4. The quantities introduced above suffice to conveniently express various ground-

state response functions in the ADC/ISR formalism. To extend this approach to the excited state,

we introduce the modified quantities: M f = M−1ω f −ω f y f y†
f , which shifts the diagonal by ω f

and projects the f -th eigenstate out of the matrix M, and the analogously modified ISR operator

matrix B f = B−ω f y f y†
f , which replace the original ADC matrix M and operator matrix B in the

corresponding excited state response function.

From time-dependent perturbation theory, the electric dipole polarizability of an electronic state
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|ΨN〉 can be obtained as a frequency-dependent response function5

α
N
AB(ω) =−〈ΨN |µ̂A

(
h̄ω− Ĥ +EN

)−1
µ̂B|ΨN〉

+ 〈ΨN |µ̂B
(
h̄ω + Ĥ−EN

)−1
µ̂A|ΨN〉 , (2)

with the dipole operator µ̂ and the respective Cartesian component A or B. This expression is valid

both for the electronic ground state |0〉 and for electronically excited states | f 〉. Equation (2) can

be recast to the so-called sum-over-states (SOS) expression or spectral representation to yield the

polarizability of an excited state f as

α
f

AB(ω) =
1
h̄ ∑

n6= f

[
〈 f |µ̂A|n〉〈n|µ̂B| f 〉
ωn−ω f −ω− iγn

+
〈 f |µ̂B|n〉〈n|µ̂A| f 〉
ωn−ω f +ω + iγn

]
. (3)

The response function from eq (2) was further made resonant-convergent by introducing γn, which

is related to the inverse, finite life time of excited state |n〉. We have used a common damping

parameter γn = γ for every state,9 but it could easily be made state-specific in the implementation.

Note that the prefactor 1
h̄ is omitted in the following. To arrive at a programmable expression, we

substitute the transition moments with their corresponding ISR form

α
f

AB(ω) = ∑
n6= f ,
n6=0

[
y†

f BA
f yny†

nBB
f y f

ωn−ω f −ω− iγ
+

y†
f BB

f y f y†
f BA

f y f

ωn−ω f +ω + iγ

]

+
y†

f FAFB†y f

−ω f −ω− iγ
+

y†
f FBFA†y f

−ω f +ω + iγ
. (4)

This equation contains the modified ISR matrix B f , which does not couple to state f . The last

two terms describe the coupling to the electronic ground state which is not accounted for in the B f

matrix. Finally, we replace the summation over n with the ISR as well5 and find

α
f

AB(ω) = y†
f BA

f (M f −ω− iγ)−1BB
f y f +y†

f BB
f (M f +ω + iγ)−1BA

f y f

+
y†

f FAFB†y f

−ω f −ω− iγ
+

y†
f FBFA†y f

−ω f +ω + iγ
. (5)

Instead of full matrix inversion, a system of linear equations is solved, which for the first term

corresponds to

(M f −ω− iγ)x f = B f y f , (6)
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yielding the response vector x f . Subsequently, the polarizability can be evaluated as

α
f

AB(ω) = y†
f BA

f xB
f +y†

f BB
f xA

f

+
y†

f FAFB†y f

−ω f −ω− iγ
+

y†
f FBFA†y f

−ω f +ω + iγ
. (7)

From the complex, frequency-dependent polarizability, C6 dispersion coefficients can be obtained

as described in Ref. 6.

A. Implementation

Complex algebra is avoided by recasting the equation to a double-dimensional formM f −1ω 1γ

1γ −M f +1ω

xR

xI

=

B f y f

0

 , (8)

where the solution vector contains a real and an imaginary block xR and xI , respectively. The

right-hand side is treated in the same manner, where the imaginary part is zero for real-valued

operators.

Only the matrix-vector products of the un-shifted ADC/ISR matrices with a trial vector r are

available in our code and the modified matrices M f and B f are implemented by projecting out all

components along the eigenvector x f after the matrix multiplication, i.e.,

M f r = Mr−ω f r−x f
x†

f Mr

x†
f x f

. (9)

We employ a conjugate gradient (CG) algorithm31 with a Jacobi preconditioner to solve eq (8) for

a given right-hand side. For the static polarizability, the problem in eq (8) reduces to

M f xR = B f y f , (10)

which we solve using a standard Jacobi algorithm including Anderson mixing (sometimes called

DIIS mixing).32 The implementation was achieved using our recently published adcc toolkit.13

All additional working equations (e.g., the B matrix) were implemented on the C++ layer and are

conveniently exposed to the Python layer. Since only the full matrix representation for B is given

in Ref. 4, the necessary matrix-vector product was derived and the programmable expressions

are shown in Appendix A. Iterative solvers and evaluation of the final polarizability expressions
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are written entirely in Python. For completeness, complex frequency-dependent polarizabilities

were implemented as well.6 To test our implementation, eq (3) was evaluated for small test sys-

tems (H2O/6-31G, LiH/STO-3G), where a full ADC(2) matrix diagonalization is easily achievable.

The results from evaluating the SOS expression were then compared to the result from the linear

solvers, and were found to agree, which confirmed the validity of our implementation (data not

shown).

III. COMPUTATIONAL DETAILS

Geometries for s-tetrazine, pyrimidine, uracil and p-nitroaniline (PNA) were obtained from

Ref. 12. For s-tetrazine, static polarizabilities of the ground state and the 11B1u excited state were

computed using the Sadlej-pVTZ basis set33 and the geometry of the corresponding electronic

state, as described in Ref. 12. Results were obtained using ADC(2), ADC(2)-x, and ADC(3), as

now implemented in adcc. SCF results were obtained using pyscf.34,35 In all ADC calculations,

the second-order ISR was employed.4,6,26 In combination with third-order ADC, this results in

the ADC(3/2) approximation which is referred to as ADC(3) throughout this paper. For consis-

tency, the calculations using the EOM-CCSD derivative and expectation-value approaches were

repeated from Ref. 12, employing the Q-Chem 5.2 program package.36 The same methods were

employed to compute static polarizabilities of the pyrimidine ground state and the 11B2 excited

state. Formaldehyde and naphthalene were optimized at the MP(2)/cc-pVTZ level of theory using

Q-Chem 5.2,36 where the former was placed in the xz-plane and the latter in the xy-plane. For

formaldehyde, the polarizabilities of the ground state and the 11B1 excited state were computed,

whereas the ground state and 11B3u state polarizabilities were obtained for naphthalene, using all

three ADC methods and CCSD with the aug-cc-pVDZ basis set. For uracil and PNA, the aug-cc-

pVDZ basis set was employed to compute the polarizabilities of the ground state and 11A′′ and

21A′, as well as 21A1 excited states, respectively. C6 dispersion coefficients of all states were

computed according to the procedure outlined in Ref. 6, using all ADC methods for s-tetrazine

and pyrimidine, and ADC(2) only for uracil and PNA. Results were analyzed using cclib37,

pandas38,39, and plotted using matplotlib40 and seaborn.41
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IV. NUMERICAL CASE STUDIES

To illustrate our implementation of excited state polarizabilities and C6 coefficients, we have

computed these properties for s-tetrazine, pyrimidine, uracil, and PNA. The static polarizabili-

ties of these molecules were previously investigated using EOM-CCSD.12 We compare our ADC

results with this study, analysing the ADC/ISR results at different levels of perturbation theory,

contrasted to EOM-CCSD results using a derivative or expectation-value scheme. In addition,

static polarizabilities of formaldehyde and naphthalene are compared to experimental data and

among the employed methodologies. Anticipated trends for excited state polarizabilities have

been thoroughly discussed in Ref. 12: In brief, states with a large exciton size tend to have

larger polarizabilities than the electronic ground state (e.g., Rydberg states), whereas the oppo-

site should be the case for excited states with a large permanent dipole moment, e.g., charge-

transfer (CT) states. From the SOS expression of the polarizability (eq (3)), it also becomes clear

that low-lying dipole-allowed excited states should possess larger polarizabilities than the elec-

tronic ground state due to coupling to the ground state and to higher-lying excited states.12 To

discuss the different computational methods, we use absolute differences of isotropic polarizabil-

ities (αiso = 1
3(αxx +αyy +αzz)). Since derivative-based CCSD (CCSD Der.) is most different

from all other methods, which are expectation-value-based, we use its results as a reference and

compute the deviation as δDer. = |αiso(CCSD Der.)−αiso(expectation-value method)|.

A. s-Tetrazine and Pyrimidine

Table I shows the Cartesian components of the static polarizabilities for the ground and 11B1u

states of s-tetrazine, as obtained using ADC and CCSD methods.12 As previously stated, most

CCSD results discussed herein have already been reported,12 and have only been amended by

CCSD expectation-value (E.V.) results for completeness.

For the ground state static polarizabilities, all methods yield similar results, with differences

δDer. of 3.78, 6.86, 2.53, and 1.61 au for ADC(2), ADC(2)-x, ADC(3), and CCSD E.V., respec-

tively. For excited state polarizabilities the differences are larger, with a decreasing discrepancy

trend for the ADC hierarchy of 14.91 au for ADC(2), 8.58 au for ADC(2)-x, and 6.64 au for

ADC(3). By comparison, the deviation for CCSD E.V. is 11.32 au. As such, we note that ADC(3)

is in closest agreement with the derivative-based EOM-CCSD result. An experimental result for
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TABLE I. Static polarizabilities of the s-tetrazine ground and excited 11B1u states.a

State ground state 11B1u

(αxx, αyy, αzz) αiso (αxx, αyy, αzz) αiso Eexc

ADC(2) (66.08, 61.26, 33.50) 53.61 (39.06, 78.55, 15.71) 44.44 2.20

ADC(2)-x (69.38, 64.96, 35.72) 56.69 (50.64, 80.08, 21.60) 50.77 1.31

ADC(3) (64.10, 59.57, 33.41) 52.36 (57.28, 74.94, 25.90) 52.70 2.18

CCSD Der. (60.73, 56.02, 32.73) 49.83 (66.03, 80.09, 31.93) 59.35 2.39

CCSD E.V. (62.82, 58.01, 33.48) 51.44 (49.28, 71.75, 23.05) 48.03 2.39

aPolarizability components (αAA, αiso) in au, excitation energies (Eexc) in eV.

the anisotropy of the polarizability (∆α = 1
2(αyy +αxx)−αzz ) is reported as 5.4 and 45.2 au for

the ground state and the lowest singlet state, respectively.42 All computational methods overshoot

the anisotropy for the electronic ground state (30.2, 31.5, 28.4, 25.6, and 26.9 au for ADC(2),

ADC(2)-x, ADC(3), CCSD Der., and CCSD E.V. respectively). However, the anisotropy of the

lowest singlet state static polarizability match the experimental result resonably well (43.1, 43.8,

40.2, 41.1, and 37.5 au for ADC(2), ADC(2)-x, ADC(3), CCSD Der., and CCSD E.V. respec-

tively).

TABLE II. Static polarizabilities of the pyrimidine ground state and 11B2.a

State ground state 11B2

(αxx, αyy, αzz) αiso (αxx, αyy, αzz) αiso Eexc

ADC(2) (73.48, 38.69, 76.22) 62.80 (118.89, 26.65, 38.79) 61.45 4.32

ADC(2)-x (77.21, 39.99, 79.97) 65.72 (114.28, 31.22, 51.10) 65.53 3.44

ADC(3) (71.24, 38.27, 73.61) 61.04 (104.45, 33.64, 57.48) 65.19 4.50

CCSD Der. (67.79, 37.50, 70.18) 58.49 (111.76, 42.13, 71.38) 75.09 4.59

CCSD E.V. (70.05, 38.25, 72.52) 60.27 (102.93, 33.16, 51.14) 62.41 4.59

aPolarizability components (αAA, αiso) in au, excitation energies (Eexc) in eV.

For the pyrimidine molecule, a similar trend is observed for the agreement between computa-

tional results, which are shown in Table II. Here, we find small discrepancies δDer. for ground state
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polarizabilities of 4.31, 7.23, 2.55, and 1.78 au for for ADC(2), ADC(2)-x, ADC(3), and CCSD

E.V., respectively. Deviations for the excited state (here 11B2) to CCSD Der. are decreasing from

ADC(2) (13.65 au), ADC(3) (9.90 au), to ADC(2)-x (9.56 au) and the difference to CCSD E.V.

lies between ADC(3) and ADC(2) (12.68 au). Both excited states are of n→ π∗ character, and the

largest increase in polarizability is found for in-plane components. This is consistent for all ADC

methods in comparison to EOM-CCSD.12 While all methods based on ISR/expectation values are

capable of predicting these trends for s-tetrazine and pyrimidine correctly, one notices that trends

for out-of-plane components (αzz and αyy for s-tetrazine and pyrimidine, respectively), are not in

agreement with the EOM-CCSD derivative approach. However, this observation is made for ADC

and CCSD E.V., thus, the effect is solely related to the ansatz to compute the polarizability, and not

to the method itself. Note that coupling to the electronic ground state is negligible for the reported

polarizabilities, since the n→ π∗ states are dipole-forbidden. Another observation that requires

discussion is the reduced discrepancy to CCSD Der. results with increasing order of perturbation

theory from ADC(2) toward ADC(3). In a recent study, it has been demonstrated that ADC(3)

yields orbital relaxation effects for p−h excited states through higher order of perturbation theory

by including 2p−2h states.26 This explains the trends observed for the employed ADC schemes.

Our numerical results thus yield the anticipated behavior of the respective ADC schemes, and

provide values comparable to the related CCSD E.V. approach.

B. Formaldehyde and Naphthalene

TABLE III. Static polarizabilities of the formaldehyde ground state and 11B1.a

State ground state 11B1

(αxx, αyy, αzz) αiso (αxx, αyy, αzz) αiso Eexc

ADC(2) (17.94, 12.88, 24.90) 18.57 (712.91, 243.79, 310.03) 422.25 6.27

ADC(2)-x (18.40, 13.20, 25.65) 19.09 (641.26, 250.44, 314.84) 402.18 5.98

ADC(3) (17.31, 12.68, 23.47) 17.82 (678.81, 281.39, 432.19) 464.13 7.57

CCSD Der. (17.23, 12.50, 22.58) 17.44 (680.32, 272.78, 384.16) 445.75 7.05

CCSD E.V. (17.39, 12.66, 22.98) 17.67 (688.15, 272.27, 388.23) 449.55 7.05

aPolarizability components (αAA, αiso) in au, excitation energies (Eexc) in eV.

9



Complex Excited State Polarizabilities using ADC

Two more molecules for which experimental data for excited state polarizabilities are avail-

able are presented in the following. First, we examine formaldehyde, for which the computational

results are displayed in Table III. For all methods, a rather small ground state polarizability is

found, which largely increases when the molecules is in the 11B1 excited state. An approximately

20-fold increase in isotropic polarizability is present for all computational methods. This is con-

sistent with the experiment, which reports an isotropic polarizability for the ground state as 18.9

au and that of 11B1 as approximately 410± 180 au.15,43 As such, all computational result are well

within the range of the experimentally obtained values. The large increase in polarizability can be

rationalized from the Rydberg-type excitation of the state at hand which possesses a large exciton

size. This also explains why all components of the polarizability tensor are larger compared to the

electronic ground state.

TABLE IV. Static polarizabilities of the naphthalene ground and 11B3u states.a

State ground state 11B3u

(αxx, αyy, αzz) αiso (αxx, αyy, αzz) αiso Eexc

ADC(2) (182.04, 133.68, 69.29) 128.34 (178.48, 73.79, 44.13) 98.80 4.45

ADC(2)-x (194.22, 140.69, 71.34) 135.42 (164.97, 88.51, 50.91) 101.47 3.46

ADC(3) (177.81, 129.95, 68.62) 125.46 (170.71, 98.76, 56.14) 108.53 4.16

CCSD Der. (166.78, 123.14, 66.67) 118.86 (195.12, 121.47, 70.32) 128.97 4.41

CCSD E.V. (173.89, 128.11, 68.22) 123.41 (164.30, 88.58, 54.89) 102.59 4.41

Experimentb (162.0 , 119.5 , 70.9 ) 117.4 (186.9 , 120.1, 76.9 ) 128.0 4.02

aPolarizability components (αAA, αiso) in au, excitation energies (Eexc) in eV.

bReferences 44 and 14.

Next, we consider the ground state and 11B3u polarizability of naphthalene. The corresponding

results from computations and experiment are shown in Table IV. The percentaged deviations

from experimental values are depicted in Figure 1. The performance of the computational meth-

ods compared to experiment is rather heterogeneous for the ground state polarizability. The largest

overestimation for in-plane components αxx and αyy is found for ADC(2)-x with approximately

20%, whereas CCSD Der. agrees best with the experimental results for these components. Devia-

tions from the experimental αzz result are below 5%, except for CCSD Der. which underestimates
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FIG. 1. Deviations of computed polarizability components from the experimental value in percent for the

ground and 11B3u states of naphthalene.

the component by approximately 6%. As such, all employed methods except for ADC(2)-x yield

reliable static polarizabilities for the electronic ground state of naphthalene. In the experiment,

a small increase was observed for the static polarizability components of the 11B3u state com-

pared to the ground state, the largest of which is found for αxx. For the polarizabilities based on

expectation values, this trend could not be observed in the computational results. Especially the

αyy and αzz components are largely underestimated by expectation-value-based methods, the most

extreme being ADC(2) with more than -40% deviation for αzz. On the contrary, derivative-based

EOM-CCSD is capable of describing the trend of small increases in the components correctly.

Here, the deviations are below 5% for αxx and αyy, and approximately -9% for αzz. Thus, one can

conclude that in this case amplitude relaxation effects seem to be especially important to model

the polarizabilities correctly.

C. Uracil and p-Nitroaniline

As another example, the ground state and lowest singlet n→ π∗ (11A′′) and π→ π∗ (11A′) states

of uracil are considered, with results presented in Table V. For the electronic ground state, all five

methods again yield comparable results. Similar to s-tetrazine and pyrimidine, the n→ π∗ states

have slightly increased polarizabilities for in-plane components αxx and αyy, when derivative-
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TABLE V. Static polarizabilities of the uracil ground state, 11A′′, and 21A′.a

State ground state 11A′′ 21A′

(αxx, αyy, αzz) αiso (αxx, αyy, αzz) αiso Eexc (αxx, αyy, αzz) αiso Eexc

ADC(2) (105.23, 80.00,

43.37)

76.20 (86.44, 67.30,

27.08)

60.28 4.73 (138.88, 81.77,

35.46)

85.37 5.32

ADC(2)-x (110.75, 83.17,

44.48)

79.47 (85.17, 73.16,

33.17)

63.83 3.97 (147.08, 87.72,

38.37)

91.06 4.61

ADC(3) ( 98.47, 76.27,

42.30)

72.35 (74.72, 70.74,

36.03)

60.50 5.36 (105.12, 86.93,

42.27)

78.11 5.38

CCSD Der. ( 95.82, 74.62,

41.59)

70.67 (98.08, 88.29,

45.19)

77.19 5.22 (133.94, 102.78,

51.69)

96.14 5.58

CCSD E.V. ( 98.75, 76.41,

42.42)

72.53 (71.49, 69.43,

34.55)

58.49 5.22 (112.82, 85.86,

42.97)

80.55 5.58

aPolarizability components (αAA, αiso) in au, excitation energies (Eexc) in eV.

based EOM-CCSD is used. This is not the case for the expectation-value methods. In fact, all

ADC and the EOM-CCSD E.V. results show a noticeable drop in polarizability for this state of

uracil. Surprisingly, this discrepancy is not reduced when employing ADC(3), but instead becomes

even larger. EOM-CCSD E.V. here yields values similar to ADC(3). For the π → π∗ transition,

both dipole moments and polarizabilities show a large increase.12 For this state the αxx component

of the polarizability increases the most, due to the large coupling matrix element to the ground

state. Again, ADC(3) and EOM-CCSD E.V. show a much smaller increase for this component

than EOM-CCSD Der.

Results for PNA are depicted in Table VI, including polarizability components of the electronic

ground state and the lowest singlet excited π → π∗ state (21A1). Ground state polarizabilities are

again similar. The probed singlet state corresponds to a strong intramolecular charge-transfer

(CT) excitation.12 As such, the corresponding dipole moment increases upon excitation, yielding

a species with more ionic character than in the ground state. The excitation still shows a large

oscillator strength, i.e., transition dipole moment along the z-axis. Therefore, the polarizability

of the 11A1 largely increases in the αzz component for all presented methods – particularly using

12
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TABLE VI. Static polarizabilities of the PNA ground state and 21A1.a

State ground state 21A1

(αxx, αyy, αzz) αiso (αxx, αyy, αzz) αiso Eexc

ADC(2) (118.84, 58.94, 168.68) 115.49 (68.26, 49.52, 196.97) 104.92 4.30

ADC(2)-x (125.29, 60.62, 183.45) 123.12 (82.44, 50.60, 176.49) 103.18 3.56

ADC(3) (112.76, 58.02, 162.94) 111.24 (86.53, 59.25, 204.37) 116.72 4.23

CCSD Der. (106.38, 56.95, 152.90) 105.41 (109.60, 83.60, 239.08) 144.09 4.62

CCSD E.V. (110.76, 58.20, 157.68) 108.88 (74.95, 69.30, 200.89) 115.05 4.62

aPolarizability components (αAA, αiso) in au, excitation energies (Eexc) in eV.

CCSD Der. ADC(3) and EOM-CCSD E.V. behave similarly for the excited state, with a deviation

δDer. to EOM-CCSD Der. of 27.37 au and 29.04 au, respectively. Discrepancies of ADC(2) and

ADC(2)-x are larger by approximately 10 au, amounting to 39.17 au and 40.91 au, respectively.

Hence, the π → π∗ intramolecular CT state shows the largest differences between derivative- and

expectation-value-based methods studied here. The effects of full amplitude response in case of

a CT excitation seem to have a large impact on the excited state polarizability of the respective

state. As such, care should be taken in these cases. Nevertheless, ADC methods are capable to

capture the trend of an increasing αzz component for CT excitations correctly, whereas methods

like time-dependent DFT tend to fail in this case.45,46

To summarize this brief study of static excited state polarizabilities, our presented findings both

match the expected trends and previously published results, suggesting that our implementation

is comparable to related methodologies using an expectation-value-based ansatz. We have shown

that the agreement between methods solely depends on the approach to evaluate the polarizability,

and not whether ADC or CC is chosen as underlying quantum chemical method. Hence, it would

also be interesting to see how derivative-based ADC excited state polarizabilities would compare

to derivative-based EOM-CCSD. In this case, amplitude-relaxed second derivatives of the ADC

excited state energy would need to be derived and implemented, which is beyond the scope of

this work. In addition, note that the ISR-based ansatz requires much less computational effort,

yielding excited state polarizabilities for the price of ground state polarizabilities, once the excited

states are determined. In a derivative-based approach, however, more response equations need to

13
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be solved.12

D. C6 Dispersion Coefficients for Excited States

Until now, we have only considered static polarizabilities of excited states, which do not require

solutions of the complex response function. For C6 dispersion coefficients, however, the isotropic

average of the molecular dipole polarizability as a function of purely imaginary frequencies is

needed to compute the interaction between two systems through the so-called Casimir–Polder

potential.6,47 With the Python function to solve eq (8) in place, the required Gauss–Legendre in-

tegration can be easily carried out using built-in NumPy functions,48 as shown in the code snippet

below (Fig. 2). This code example shows again how well adcc integrates with the Python ecosys-

1 def compute_c6_dispersion_coefficient_excited_state(state, state_of_interest):

2 # set up points and weights

3 points, weights = np.polynomial.legendre.leggauss(12)

4 w0 = 0.3

5 freqs = w0 * (1 - points) / (1 + points)

6 alphas_iso = np.zeros_like(freqs)

7 for i, w in enumerate(freqs):

8 # request polarizability

9 re, im = compute_complex_polarizability_excited_state(

10 state, state_of_interest=state_of_interest, omega=0.0, gamma=w

11 )

12 # compute isotropic average

13 alphas_iso[i] = 1.0 / 3.0 * (re[0, 0] + re[0, 3] + re[0, 5])

14 derivative = w0 * 2 / (1 + points)**2

15 integral = np.sum(alphas_iso * alphas_iso * weights * derivative)

16 return 3.0 * integral / np.pi

FIG. 2. Python function to compute the C6 dispersion coefficients with adcc.

tem, making it possible to quickly implement new features with only minor effort. In addition, the

rich feature set of NumPy makes it possible to write code that strongly resembles the text book

equations.

To illustrate the above routine, we computed C6 dispersion coefficients for the excited states

of our previously studied molecules, using ADC(2), ADC(2)-x, and ADC(3) for s-tetrazine and

pyrimidine, and ADC(2) only for uracil and PNA. The results are shown in Table VII. Since no

experimental or computational results from a similar method are, to the best of our knowledge,

available for excited state dispersion coefficients, our here presented discussion of the computed

values unfortunately remains scarce, and can only serve as a proof of principle. Nonetheless, we

14
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TABLE VII. C6 dispersion coefficients of electronic ground and excited states employing ADC

System State C6 dispersion coefficient [au]

ADC(2) ADC(2)-x ADC(3)

s-tetrazine ground state 1161.05 1197.54 1129.03

11B1u 642.85 795.37 910.02

pyrimidine ground state 1510.36 1555.60 1468.87

11B2 889.05 1044.24 1160.84

uracil ground state 2237.45 . . . . . .

11A′′ 1099.27 . . . . . .

21A′ 1355.94 . . . . . .

PNA ground state 4396.76 . . . . . .

21A1 2334.71 . . . . . .

emphasize the methodological and implementation aspect of our work, which makes it possible

to easily evaluate complex response functions of electronically excited states. Our Python-driven

toolkit adcc offers the ideal platform to experiment with such more “exotic” response properties.

V. CONCLUSIONS

We have presented the first derivation and implementation of complex, frequency-dependent

excited state polarizabilities for ADC using an ISR-based ansatz. The derivation elegantly illus-

trates how ADC/ISR response properties for excited state can be treated in general. The pre-

sented derivation further demonstrates how the ADC/ISR framework, in combination with the

adcc toolkit, can be used to perform rapid prototyping of new response property functionalities.

Given the fact that only ground state response properties were derived with ADC so far, our pre-

sented theoretical methodology serves as a blueprint paving the way for arbitrary response func-

tions with ADC/ISR. The shown derivation will for example serve as a guideline to implement

more excited state response properties, for example the process of resonant two-photon absorp-

tion. To verify that the implemented methodology is consistent with similar methodologies, we

have presented calculations of static excited state polarizabilities in comparison with EOM-CCSD.

The general formulation and implementation in adcc also allows to evaluate the respective re-
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sponse property for open-shell molecules on top of an unrestricted Hartree–Fock reference, or for

systems with few-reference character using the spin-flip ADC ansatz.49 From a practical point of

view, our method could serve as a low-cost ab-initio method to benchmark excited state polariz-

abilities and dispersion coefficients obtained from DFT-based methologies. These are for example

needed to parametrize force fields for classical molecular dynamics simulations of excited states.50

Performing atomistic decompositions of our derived properties is, however, beyond the scope of

this article. We hope that our presented methodology will serve as a useful template for similar

response properties in future work.
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Appendix A: Matrix-Vector Product of a second-order ISR One-Particle Operator

Based on the original equations from Trofimov and Schirmer4, we derived the matrix-vector

product of the ISR one-particle operator with a vector v through second order in perturbation

theory, i.e., Bv = r. The B matrix possesses a block structure similar to that of the ADC matrix,4

such that the vectors v and r contain a singles and a doubles block. In the following, the indices

i, j,k, l,m,n refer to occupied molecular orbitals, a,b,c,d,e, f refer to virtual ones, and p,q,r,s are

general molecular orbital indices. Within the equations, anti-symmetrized two-electron integrals
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〈pq||rq〉 occur, together with the T2-amplitudes defined as

tab
i j =

〈i j‖ab〉
εa + εb− εi− ε j

,

where εp denotes the energy of HF orbital p. Furthermore, the MP(2) density matrix contribution51

is defined as

ρ
(2)
ia =− 1

2(εa− εi)

[
∑
jbc

tbc
i j 〈 ja‖bc〉+∑

jkb
tab

jk 〈 jk‖ib〉

]
.

The permutation operator P̂pr,qs permutes the index pairs (p,q) and (r,s). Collecting all terms,

one finds the result for the singles block of the matrix-vector product as

rai =∑
c

dacvci−∑
k

dikvak−∑
c

vci

(
∑

j
ρ
(2)
ja dc j +ρ

(2)
jc da j

)
−∑

k
vak

(
∑
b

ρ
(2)
ib dbk +ρ

(2)
kb dbi

)

− 1
4 ∑

c
vci

(
∑

e f mn
te f
mn

(
ta f
mndec + tc f

mndea

))
+∑

c
vci

(
−1

2 ∑
e f mn

tce
mnta f

mnde f + ∑
f mn j

tc f
mnta f

jn d jm

)

+
1
4 ∑

k
vak

(
∑

e f mn
te f
mn

(
te f
in dkm + te f

kn dim

))
+∑

k
vak

(
− ∑

ed f n
te f
kn td f

in ded +
1
2 ∑

e f mn
te f
kn te f

im dmn

)

+
1
2 ∑

ck
vck

((
1+ P̂ai,ck

)(
∑
e f n

te f
kn ta f

in dec−∑
f mn

tc f
mnta f

in dkm

))
+∑

ck
vck

(
−∑

f mn
tc f
kn ta f

im dmn +∑
e f n

tce
knta f

in de f

)

−2∑
dl

vadil

(
dld−∑

f n
td f
ln d f n

)
+2∑

cl
vcail

(
dlc−∑

f n
tc f
ln d f n

)
−2∑

dkl
vadkl ∑

e
ted
kl dei−2∑

cdl
vcdil ∑

n
tcd
nl dan.

The doubles part of the vector is given by

rabi j =− vai

(
d jb−∑

f n
tb f

jn d f n

)
+ va j

(
dib−∑

f n
tb f
in d f n

)
+ vbi

(
d ja−∑

f n
ta f

jn d f n

)
− vb j

(
dia−∑

f n
ta f
in d f n

)
−∑

k
vak ∑

e
teb
i j dek +∑

k
vbk ∑

e
tea
i j dek−∑

c
vci ∑

n
tab
n j dcn +∑

c
vc j ∑

n
tab
ni dcn

+2∑
c

dacvcbi j−dbcvcai j−2∑
k

dkivabk j−dk jvabki.
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