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Increasing shares of variable renewable electricity (VRE) generation are necessary for achieving high
renewable shares in all energy sectors. This results in increased excess renewable electricity (ERE)
at times when supply exceeds demand. ERE can be utilized as a low-emission energy source for
sector coupling through hydrogen production via electrolysis, which can be used directly or combined
with a carbon source to produce electrofuels. Such fuels are crucial for the transport sector, where
renewable alternatives are scarce. However, while ERE increases with raising VRE shares, carbon
emissions decrease and may become a limited resource with several usage options, including carbon
storage (CCS). These counteracting effects for the electrofuel production have not been analysed
before. Here we perform a model based analysis for the German case until 2050, with a general
analysis for regions with a high VRE reliance. Results indicate that ERE-based electrofuels can
achieve a greenhouse gas (GHG) abatement of 74 Mt CO2eq yearly (46% of current German transport
emissions) by displacing fossil fuels, at high fuel-cell electric vehicle (FCEV) shares, at a cost of 250-
320 € t CO2eq−1. The capital expenditure of electrolysers was found not to be crucial for the cost,
despite low capacity factors due to variable ERE patterns. Carbon will likely become a limiting factor
when aiming for stringent climate targets and renewable electricity-based hydrocarbon electrofuels
replacing fossil fuels achieve up to 70% more GHG abatement than CCS. Given (1) an unsaturated
demand for renewable hydrocarbon fuels, (2) a saturated renewable hydrogen demand and (3) unused
ERE capacities which would otherwise be curtailed, we find that carbon is better used for renewable
fuel production than being stored.
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1 Introduction
To achieve climate targets of well below 2°C compared to pre-
industrial levels1, a global switch to renewable energy and es-
pecially the variable renewable energy (VRE) options wind and
solar photovoltaic power is necessary2. VRE is in most world re-
gions necessary to decarbonise electricity generation and also to
supply other sectors, such as the transport sector, through sector
coupling2,3. The transport share of global greenhouse gas (GHG)
emissions is at 25% and increasing4, and the sector shows large
challenges for a renewable transition compared to other sectors2.

Electrification of transport is a key element for reaching cli-
mate targets2,5. Direct electrification and battery electric vehicles
(BEV) are important in some transport sectors such as in road pas-
senger transport, with renewable gaseous and liquid fuels serving
as bridging and complementary solutions6,7. In heavy freight8

and maritime9 transport as well as aviation10, electrification is
challenging and thus combustion engines requiring fuels are still
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considered as long-term options.
Two main renewable fuel options exist: biofuels and electro-

fuels. Biofuels are produced from agricultural crops or biomass
residues and are the most common option today. However, the
resource base is limited11,12 and, if produced from energy crops,
they could lead to potential negative environmental effects13,14

such as land use change15,16 and competition for arable land with
food production17,18. This limits biomass potentials for energetic
use19,20 and complicates the sustainability assessment with sub-
stantial uncertainty and risk21,22.

Electrofuels are derived from hydrogen produced through elec-
trolysis. The hydrogen can be used directly as a fuel or option-
ally be combined with a carbon source to produce hydrocarbon
fuels (also called Power-to-Gas, PtG, or Power-to-Liquid, PtL23),
which can be used in present internal combustion engine vehi-
cles (ICEV). Electrofuels based on VRE do not necessarily rely on
arable land, and if the carbon source is also renewable they are
largely GHG neutral.

With increasing VRE shares in the power grid, the potential
supply will at times exceed demand (and therefore be curtailed
unless the demand adapts), thus making increasing amounts of
low cost and low emission excess renewable electricity (ERE)
available. However, many studies come to the conclusion that
this may happen only at very high VRE shares24–26. At the same
time, anthropogenic CO2 emissions have to decrease in order to
fulfill climate targets, thus reducing the resource base of the CO2
required to produce hydrocarbon fuels. These two counteract-
ing effects limit the potential for hydrocarbon electrofuels, unless
carbon captured from the atmosphere is used.

Thus, both biofuels and electrofuels are limited in scope and
their respective roles within a renewable transition is yet unclear.
For both fuel types, the analysis is rather complex with many fac-
tors involved, requiring a systems perspective and modelling27,28.

For biofuels, the number of systems-modelling studies is lim-
ited and information on biomass is often highly aggregated29.
For Germany, these aspects were analysed with the BENSIM30

and BENOPT31 models, with detailed questions on the competi-
tion between biofuels assessed. One finding from the models is
that the merit order of the fuels changes over time and strongly
depends on the functional unit (e.g. costs per energy unit32,33,
costs per GHG reduction unit34 or GHG reduction per agricul-
tural land unit7), so that a methodological breadth of approaches
is required to investigate the complexities35.

For electrofuels, the field of systems assessment is relatively
new23, but growing. There are scientific studies on electrofuels
regarding potential36, costs37–39, GHG emissions40 and techni-
cal comparisons with fossil fuels41. Only a few system studies
have been published so far6,42, whereby a new challenge in this
area is to couple the previously separate electricity and transport
sectors43–45.

Analyses for Germany containing both biofuels and electrofu-
els have been performed for singular years by Hansen et al. 46 .
However, extensive system modelling studies focusing on a trans-
port transition over time with a high level of detail on both biofu-
els and electrofuels as well as including both GHG emissions and
costs are not known to exist to the authors.

In this paper, scenarios of parameters affecting electrofuel and
biofuel usage in transport are assessed, in order to answer the
research questions:

• How may VRE generation and carbon availability limit the pro-
duction of electrofuels?

• What is the cost and GHG abatement potential of electrofuels
in transport under high VRE expansion scenarios?

The assessment is performed under German conditions, with
the analysis applicable to regions with a high VRE reliance.

2 Materials and methods
In this section, the modelling framework is first introduced, fol-
lowed by the data and assumptions. Finally the assessed scenarios
are described.

2.1 Modelling

VRE and ERE developments and subsequent resource allocation
modelling is presented here, in the given order.

2.1.1 Variable Renewable Energy developments

For the VRE generation, i.e. on- and offshore wind and solar
photovoltaic (PV), hourly generation time series as well power
load for Germany for the years 2016-18 were used47. The hourly
resolution ensures that the diurnal pattern of PV generation is
depicted in sufficient detail, so that for example mid-day peaks
in power demand and power production from solar PV are suffi-
ciently captured.

The future development of (a) power demand as well as (b)
on- and offshore wind and solar PV capacities, and (c) capacity
factors (Cf , the ratio of actual output to the maximum possible
output of a power plant, over a period of time) were assumed for
5-year time steps from 2020 until 2050 according to the defined
scenario conditions (Section 2.3).

The generation time series data were normalized and
scaled25,48 according to the assumed capacity expansions and
their capacity factor developments. The power load time series
were likewise scaled to comply with the assumed development of
total annual power demand.

Electricity generation from river hydro power was modelled as
a fixed feed-in to the production time series, with an invariable
electricity generation (MW) totalling the projected energy gener-
ation volume (TWh) in the respective year.

The resulting time series for VRE and hydro power produc-
tion were then subtracted from the power load time series on
an hourly basis for each 5 year time step from 2020 until 2050,
resulting in hourly time series for the residual load that model
the development of electricity generation and consumption from
2020 until 2050. Power storage was assumed according to Sec-
tion 2.2.3 and used to redistribute power from times of VRE over-
supply to times of VRE undersupply (technical dispatch).

The residual load data was then sorted, resulting in residual
load duration curves (RLDC) for every 5 years. These were then
interpolated to obtain RLDCs for each year between 2020-2050.
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2.1.2 Renewable energy carrier allocation in transport

The modelling of biomass and power based motorised transport
is performed in an extended version of the previously published
model BENOPT (BioENergy OPTimisation model)7,31.

BENOPT is a fully deterministic, bottom-up, perfect foresight,
linear optimisation model for modelling cost-optimal and/or GHG
abatement optimal allocation of renewable energy carriers and
materials across power, heat and transport sectors. The sectors
are further divided into sub-sectors. The model has an up to
hourly resolution, which can be aggregated depending on the
task.

In this work, focus lies on the transport sectors in Germany. An
optimal resource allocation without requiring sub-sectoral renew-
able fuel targets is enabled through a two-stage modelling. First,
the total possible GHG abatement under the given restrictions is
maximised (Equation 1):

εtot =
∑
i,t

(εsub ·ωi−εi,t) ·πi,t (1)

with εtot being the total GHG abatement, given by the avoided
reference fossil fuel emissions εsub,t multiplied by the Tank-To-
Wheel (TTW) relative fuel economy (compared to the sector spe-
cific reference vehicle) ωi of the fuel type i, minus the production
emissions εi,t, multiplied by the production of the renewable fuel
πi,t, at time point t. The factor ωi ensures that the fuel econ-
omy for a given transport service is being compared, and thus a
Well-to-Wheel (WTW) analysis is performed.

Second, the resulting maximal total GHG abatement is set as
a boundary condition, which is step-wise reduced in runs where
the costs are minimised (Equation 2):

Ctot =
∑
i,t

Ci,t ·πi,t (2)

with the total cost Ctot being the sum of the cost Ci,t for each
option multiplied by the production at each time-point.

The temporally high resolution RLDC data are aggregated in or-
der to reduce the computational time, and here divided into ĵ=50
slices (j ∈ {1,2,3,...,ĵ}) within each year, similar to methodolo-
gies described by Ueckerdt et al. 49 and Lehtveer et al. 50 . Excess
electrical energy (ERE) production (cumulated negative residual
load) is assumed as an input for electrofuels.

Processes based on energy crops, biomass residues as well as
electricity-based fuel options (electrofuels) are included. In or-
der to capture the complexities involved in a sufficient detail, an
intra-annual temporal resolution is required. The electrolyser ca-
pacities are endogenously adapted in order to capture the cost
trade-off between electrolyser standing production capacity and
their achievable capacity factor which is determined by the aggre-
gated ERE curve:

Êj,t >
∑
i

Ei,j,t (3)

where Êj is the ERE limit at slice j in year t, and Ei,j,t is the
ERE used by technology i at the same time point. The capacity

restriction is given by:

κi,t
8760
ĵ

3.6
1000 > ηi,t ·Ei,j,t (4)

where the available production capacity κi,t [GW] of technol-
ogy i is multiplied by the hours per slice (hours per year divided
by the set number of intra-year slices ĵ), which cannot be sur-
passed by the production at slice j, given by the conversion effi-
ciency ηi,t of technology i in year t, multiplied by the ERE used
by technology i at the same time point, Ei,j,t [PJ].

2.2 Data and assumptions

2.2.1 Renewable fuel options

The biofuel options included are biomethane (BME, based on
anaerobic digestion), Synthetic Natural Gas (SNG, based on gasi-
fication and methanation), bioethanol (EtOH), biodiesel (Fatty-
acid methyl ester, FAME), Fischer-Tropsch-diesel (FT), and lique-
fied methane (LCH4). For each process, one or several biomass
types can be used, including both crops and residues. These are
combined with different conversion efficiencies, as summarized
in Table 5. The biofuel options are further elaborated in Millinger
et al. 32 .

The electrofuel options included are Power-to-Gas (PtG-CH4),
Power-to-Liquid (PtL, diesel or otto fuel) and Hydrogen (PtG-H2).
The basis for the options is water electrolysis with electricity as
input, producing H2. For PtG and PtL, the H2 is combined with
CO2 to produce hydrocarbons. Cost and input data are based on
Meisel et al. 51 and Brynolf et al. 37 , where a thorough review and
discussion on these options can be found.

Additionally, three mixed options, using both biomass and re-
newable hydrogen are included from Thrän et al. 52 , and here
denoted electrobiofuels. Power-to-Biomass-to-Liquid (PBtL) is an
option where additional hydrogen is added to the FT process,
increasing the conversion rate of carbon to diesel and thus the
overall output. In the Power-to-Methane via biological methana-
tion (PBME) option, hydrogen is added to the anaerobic digestion
process, likewise increasing carbon conversion. In Hydrotreated
Vegetable Oil (HVO), hydrogen is added to vegetable oils and fats
to produce a high quality diesel fuel.

Stoichiometric theoretical limits for the CO2 input requirement
were derived based on Formulae 5 (Sabatier reaction to produce
CH4) and 6 (stylized reaction for producing -CH2- chains such as
diesel) and Table 1:

CO2 + 4H2←−→ CH4 + 2H2O (5)

CO2 + 3H2 −−→−CH2−+ 2H2O (6)

CO2 capture costs differ between sources, of between below 20
C t CO−1

2 for bioethanol production and biogas upgrading, 10-
150 C t CO−1

2 for industrial point sources and 20-950 C t CO−1
2

for direct air capture37. Here, a gate price of 50 C t CO−1
2 is

assumed. The CO2 usage is discussed and compared to potentials
of possible sources ex-post.

For hydrogen fuelling stations, an infrastructure CAPEX of 4000
C kW−1 with Cf=0.74 was assumed for 2020, linearly decreas-
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Table 1 Molar masses, energy densities and theoretical CO2 and H2 input
for producing CH4 and CH2-chains (equivalent to liquid hydrocarbon
fuels).
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CH2 14 44 44/14 6/14 71 10

ing to 2300 C kW−1 with Cf=0.8 (calculated based on Melaina
and Penev 53 , summarized in Table 7 under FCEV), which with a
5% discount rate translates into 6.5-12.1 C GJ−1. For the other
fuels, data from Cazzola et al. 54 for transport and logistics were
adopted (Table 2).

For transport costs to the fuelling station, either the hydrogen
is produced centrally and delivered by truck or pipeline, or the
hydrogen is produced on-site by electrolysis55. Here, the latter is
assumed and transport costs are therefore omitted.

Table 2 Transport and storage & fuelling costs for the different fuel types
ethanol (EtOH), diesel, methane (CH4) and hydrogen (H2). The lower
bound for CH4 are data for mature technology and the upper bound is the
average of current and mature technology according to Cazzola et al. 54 .
For hydrogen, the cost was derived based on Melaina and Penev 53 for
early commercial and larger stations with a discount rate of 5% and life-
time of 25 years. The lower bound applies for the start year and the
upper bound for the end year, with a linear interpolation in between.

C GJ−1 EtOH Diesel CH4 H2

Transport 2.9 1.4 1.2-1.9 0
Storage & fuelling 0.1 0.1 1.1-1.2 6.5-12.1

The process options are shown in Fig. 1, with key data sum-
marised in Table 7.

2.2.2 Life-cycle GHG emissions

A WTW life cycle assessment (LCA) of the energy carriers used in
transport is performed. The main contributing parameters are in-
cluded, whereas parameters contributing little to the overall GHG
emissions34, as well as emissions from vehicle manufacturing and
infrastructure are not included. The fuel combustion is assumed
to be carbon neutral, as the carbon absorbed during plant growth
or carbon capture is emitted, thus closing the short life-cycle.

F P1 P2 E

𝑚̇𝑚𝑘𝑘

𝛼𝛼1 𝛼𝛼2
T1 T2

𝑚̇𝑚𝑏𝑏𝑏𝑏

S

CO2

CCS

Fig. 2 System boundaries of the WTW assessment from feedstock to transport
service for each pathway, shown by the dashed line S. F=feedstock (ERE, biomass
residues or crop cultivation); T= transport; P1= process one; P2= process two;
E=end use; ṁk= process inputs (including e.g. electricity, heat and input CO2);
ṁby= process by-products; α = allocation factor, based on which the preceding
greenhouse gas emissions are allocated to the main product, weighted based on the
energy content of the different process outputs. Carbon capture and storage (CCS)
is not within the system boundary and is treated as a reference case for the process
input CO2 in some scenarios.

Detailed input-output data of all fuel production processes
that are included in this study lay the foundation for calculat-
ing detailed cost and GHG emissions developments as well as for
analysing uncertainties and sensitivities to important parameters.
GHG emissions are calculated according to Millinger et al. 34 , with
inputs multiplied by their respective emission factors (EF). For
each process step along the pathway, emissions are allocated to
main and by-products according to their relative energy content,
if applicable. Biomass feedstock cultivation, transport, process-
ing and vehicle fuel economy is included, and thus all energy
carrier emissions and losses from Well-to-Wheel are considered
(Fig. 2), while direct and indirect land use change emissions are
not. Biomass residues are assumed to carry zero emissions in ac-
cordance with RED II56, while transport emissions are assumed
according to Millinger et al. 34 .

For the life-cycle analysis of the CO2 inputs, two reference sys-
tems are assessed (Fig. 3):
1 the status quo without the option of carbon capture and stor-

age, i.e. the carbon dioxide would be directly emitted to the
atmosphere instead of being emitted at combustion in the ve-
hicle, and thus in this comparison the usage of the CO2 can be
seen as carbon neutral (0 kg CO2eq kg CO−1

2 ), regardless of
the CO2-source.

2 carbon capture and storage assumed as a reference usage of
the input carbon. The carbon would in this case be assumed
to be stored long-term if it is not used for fuel production, in
which case the reference is -1 kg CO2eq kg CO−1

2 .
Renewable fuels are assumed to replace fossil fuels, with an

emission factor of 94.1 kg CO2eq GJ−1
fuel. Thus, in reference case

(2), using the carbon for storage would mean that an equivalent
amount of hydrocarbon electrofuels cannot be produced and in-
stead fossil fuels would have to be deployed (unless other renew-
able fuels which do not require additional CO2 suffice to com-
pletely displace fossil fuels). Hence, the optimal carbon usage
comes down to which option results in the least total GHG emis-
sions: CCS or electrofuels replacing fossil fuels. Carbon storage is
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Fig. 1 Fuel and feedstock combinations considered in this paper.

not explicitly modelled, but only used as a reference for the LCA,
and thus does not show up in the total GHG abatement results.

CO2

Atmosphere

Electrofuels Fossil fuels

CO2

CCS

Atmosphere

CCS

Fossil fuels

0 g CO2

-1 g CO2 CCU

Fig. 3 For electrofuels, two reference cases are used: with or without carbon
capture and storage (CCS). If CCS is assumed as the reference pathway of the
carbon, a negative credit of -1 kg CO2eq kg CO−1

2 is given. If instead the reference
carbon pathway is emission to the atmosphere (no carbon capture), the option
carbon capture and usage can be seen as carbon neutral, i.e. the credit is 0 kg
CO2eq kg CO−1

2 .

2.2.3 Power system assumptions

The VRE capacity and annual full-load hour (FLH) development
assumptions are summarised in Table 3, with linear interpolation
between 2020 and 2050. The capacity factor Cf is derived by
dividing the FLH by the number of hours in a year.

The net power demand was assumed to increase linearly from
513 TWh in 202063 to 700 TWh in 2050 (cf. Fraunhofer
IWES 64), thus allowing for increased power demand due to sec-
tor coupling.

A standing capacity of 9 GW electric energy storage in 2020
(storage capacity 66 GWh), increasing linearly to 30 GW (100
GWh) in 2050 (cf. Schill 24), with a conversion efficiency of

Table 3 Solar photovoltaic 57 and wind 58,59 power plant installed capac-
ities (GW = Gigawatt) and full load hour (FLH, kWh kWp−1) 60 devel-
opment assumptions for the start and end 61,62 years of this work.

Solar PV Wind Onshore Wind Offshore

GW2020 49 54 7.5
GW2050 200 170 54
FLH2020 935 2000 4091
FLH2050 951 2295 4290

ηel=0.9 was assumed. Through this option, some excess electric-
ity is stored and fed back at times when demand exceeds supply,
thus reducing the ERE that can be used for sector coupling.

For the power mix, average emission values are assumed for
the future German power mix, starting from 474 g CO2 kWh−1

in 201865, decreasing linearly with a target of 175 Mt CO2eq in
total for electricity generation in 203066 and 575 TWh net power
demand (Section 2.2.3), giving 304 g CO2eq kWh−1. For 2050,
10 g CO2eq kWh−1 is set as an ambitious target.

The ERE is assumed to carry negligible GHG emissions and the
price is assumed to be zero.

2.2.4 Biomass residues and crops

Biomass residues available for transport fuel production and cor-
responding conversion efficiencies as well as price assumptions
are listed in Table 5. The residue types are each sub-divided
into three groups of equal potential amounts, with prices for each
group in the low, medium and upper range, as described in Thrän
et al. 52 . GHG emissions are assumed to be zero for the biomass
resource itself, whereas additions for transport, logistics and con-
version are added according to Millinger et al. 34 .
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The biomass crop costs were calculated according to a method
elaborated by Millinger and Thrän 33 , with an annual reference
feedstock price increase of 4%. The available land is varied be-
tween 0-1 Mha in the scenarios (Section 2.3), slightly less than
what was used for German biofuels in recent years7. The crops
grown on the available land is decided endogenously within the
model.

2.2.5 Transport sector developments

Passenger road, freight land and maritime transport as well as
aviation are included as separate sectors. The sectors differ in
terms of demand developments and restrictions for eligible fuel
types.

For the passenger road transport sector, extensive data on the
historic vehicle park developments in Germany are available67.
The historic development of vehicle types in the passenger vehicle
sector is used as a basis for different fuel demands.

48 million passenger cars were registered as of 202068, with
3.4 million new registrations in 201867. A constant vehicle fleet
is assumed, with a 14 year average vehicle life time. The total
amount of person-kilometres was assumed to remain constant in
this sector. The required vehicle-kilometres were derived with an
average of 1.5 persons per vehicle and used as a constraint.

A baseline vehicle was assumed to increase its fuel economy
by 40% in 2050 compared to today (through smaller vehicles, as
well as weight and wind resistance reduction), i.e. the baseline
vehicle would reduce its fuel economy from 6.1 to 3.7 l petrol 100
km−1. Diesel engines were assumed to be 20% more efficient
than spark-ignition Otto cycle engines, while FCEV were assumed
to be twice as efficient (based on data for Toyota Mirai), and BEV
3.5 times as efficient over the whole time period.

The historic BEV park increase was relatively constant at
around 50% annually in Germany between 2014-2018, and even
slightly higher in the EU (own calculation based on data from
ICCT 67). BEV developments for passenger vehicles are taken
from Millinger et al. 7 , with an increase of the BEV stock of 50%
each year until the number of sold vehicles each year is reached.
From this point in time only BEVs are deployed as new vehicles
in the passenger road transport sector.

The fuel demand of the freight land transport sector is as-
sumed to decrease linearly to half of the demand in 2020 by 2050,
through a combination of modal shift to rail transport, electrifica-
tion and transport and logistics efficiency improvements, in line
with IPCC 69 . Allowed fuels are diesel, liquefied methane and
hydrogen, in line with expectations for heavy freight transport,
which is more challenging to electrify than e.g. light-duty vehi-
cles5. LCH4 is assumed to be on par with diesel in terms of fuel
efficiency70, while FCEV are assumed to be twice as efficient. The
upper hydrogen and methane shares are set to linearly increase
from zero in 2020 to the maximum values set in the scenarios
(Section 2.3) in 2050, but do not have to be achieved.

The German share of total international maritime fuel demand
was estimated by weighting the global maritime fuel demand
with the gross domestic product (GDP). Germany has a share of
global GDP of 4.6% (own calculation based on data from The
World Bank 71 for 2018). The annual total global maritime fuel

consumption has been estimated at 298 Mt72. Weighting by GDP
results in 13.7 Mtfuel for Germany, with a lower heating value
(LHV) for diesel fuel of 43 MJ kg−1

fuel resulting in a current annual
demand of 589 PJ. This demand is assumed to decrease linearly
to 70% of current demand by 2050, through partial electrification
and modal shift. Allowed biofuels are diesel, liquefied methane
and hydrogen. FCEV vessels were assumed to be twice as efficient
as diesel and LCH4 driven vessels.

The fuel demand for the aviation sector is expected to increase
considerably or at best remain at the same level, despite efficiency
improvements10,69,73, and is here conservatively assumed to in-
crease by a third until 2050. The initial fuel demand is based
on an estimated 22.2 Mton CO2 emissions for flights departing
in Germany, with 3.16 t CO2 t−1

fuel
74 and an energy density of

42.8 GJ t−1
fuel, resulting in a fuel demand of 300 PJ. FCEV were

assumed to be as efficient as kerosene propelled aircraft, due to
counteracting effects of hydrogen aircraft75.

Vehicle costs for passenger vehicles are assumed to decline with
increasing economies of scale and the total cost of ownership for
different drivelines is expected to converge75. Quantifying the
costs of vehicles using alternative fuels in aviation and maritime
transport is challenging and out of the scope of this work. As a
consistent data basis for all vehicle types would be necessary for
an overall analysis, vehicle costs are omitted for all sectors in this
paper.

2.3 Scenarios

In the scenarios, three main parameters are varied: the upper
demand limit for hydrogen demand, the availability of arable
land for producing biofuels, and the CO2 reference. These vari-
ations highlight important and mutually independent boundary
conditions with an impact on the achievable renewable shares in
transport. Six scenarios are assessed. In all scenarios, the same
progressive VRE generation development is assumed, as stated in
Section 2.2.3.

In the base scenario, the conditions stated thus far apply. The
hydrogen upper demand limit in the maritime and freight sectors
is increased in scenarios 2 and 5. The stated limits apply for the
year 2050, with a linear increase from 0 in 2020 in each case.
The arable land available for biofuel production is decreased to 0
Mha in 2050 in scenarios 3 and 6, with a linear decrease from 1
Mha in 2020. Two sets of LCA CO2 references are applied (Sec-
tion 2.2.2): either CO2 neutral (Scenarios 1-3) or with a CCS
reference (Scenarios 4-6). The variations are summarised in Ta-
ble 4. As CCS is not explicitly included as an option in this work,
the overall resulting CO2-emissions differ between the scenarios.
The results shown are the cost-optimal developments at 99% of
the maximal GHG abatement, as over-capacities which tweak the
costs are reduced compared to the GHG abatement maximal case.

3 Results

3.1 Excess renewable electricity development

The resulting renewable share in the power sector including stor-
age limitations at the given conditions increases from 41% in
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Table 4 Scenarios assessed in this work. A neutral CO2 reference means
that the carbon would be emitted to the atmosphere in the reference case
as well, and a carbon capture and storage (CCS) reference means that the
carbon would be stored and thus not emitted to the atmosphere in the
reference case (i.e. -1 kg CO2eq kg CO−1

2 ). The hydrogen (H2) demands
are upper energetic shares of the total fuel demand in the respective
sectors, which cannot be surpassed but do not have to be met.
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6 CCSNoLand
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2020 (slightly higher than 2019 shares of VRE + Hydro power at
37.2%76, mainly due to the lack of transmission grid limitations,
somewhat lower VRE capacities and differing weather patterns)
to 82% in 2050, whereas the renewable power production includ-
ing ERE would cover 118% of the demand in 2050. The renew-
able share stabilises at around 80% after 2040, as the demand
increases while the marginal benefit of additional renewable ca-
pacities decreases.

The resulting ERE increases with increasing VRE shares (Fig.
4), while also the peak (positive) residual load increases. At the
progressive VRE capacity expansion scenarios assessed here, 231
TWh (832 PJ) of ERE is observed for 2050, or 33% of the assumed
electricity demand. At the same time, a positive residual load of
94 TWh remains, which needs to be covered by other means.

3.2 Fuel deployment
The ERE in 2050 can be used to produce 582 PJ (162 TWh) hy-
drogen, which can be further combined with CO2 and processed
to 530 PJ PtG-CH4 or 402 PJ PtL. The total transport fuel demand
in the scenarios assessed here ends at 813-945 PJ in 2050. This
span depends on the amount of hydrogen deployed, which has a
superior fuel economy and thus half of the fuel is required for the
same transport service compared to hydrocarbon fuels in ICEVs.

In this section, first the developments in Scenario 1 (Base) are
elaborated for each sector, followed briefly by the differences in
the other scenarios.

Initially, the passenger land transport sector is the by far largest
one in terms of fuel requirement. However, through the deploy-
ment of BEVs, the overall fuel demand decreases steadily towards
zero in the mid-2040s, when the whole sector is assumed electri-
fied. From 2030 onwards, all new vehicles are BEVs and thus
no new ICEVs are deployed. Therefore, mainly the current diesel
and Otto fuels are deployed, with only small shares of methane
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Fig. 4 Residual load duration curves for selected key years, with negative residual
load = excess renewable electricity (ERE). The horizontal lines show the points
where power storage balance the supply and demand, thereby reducing both positive
and negative residual load.

and hydrogen. Sugar beet based ethanol is the main biofuel in
this sector.

In the freight land transport sector, a substantially larger share
of hydrogen can in the medium term be reasonably expected com-
pared to in other sectors, which is also fulfilled. Methane in both
gaseous and liquefied form achieves large shares, and a small rest
is supplied by PtL.

In maritime transport, rather large quantities of liquefied CH4
are used. Hydrogen is deployed up to the given hydrogen limit,
and several fuels achieve marginal shares. PtL may be used
in freight land transport, maritime transport and aviation, with
equal GHG abatement. Therefore the quantities of PtL used can
equally effectively be used in the other sectors.

In aviation, hydrogen is supplied up to the given limit, and
complemented by BtL and PtL. Aviation is only supplied partly
with renewables towards 2050, whereas passenger land transport
is completely renewable by 2038, freight land transport by 2045
and maritime transport by 2050.

If the hydrogen demand is increased (Scenario 2, MoreH2),
more hydrogen is deployed at the cost of PtL (S2 in Fig. 5).
Thanks to the superior fuel economy of FCEV and thereby a re-
duced energy demand for the same transport service, almost the
whole fuel demand can be covered renewably in this scenario.

If arable land for crops for biofuel production decreases to zero
in 2050 (Scenario 3, NoLand), the hydrogen demand from ERE
is first fulfilled and then PtCH4 is produced and used directly as
a gaseous fuel until the demand is saturated. Then, CH4 is sup-
plied in liquefied form (LCH4) until that demand is saturated. As
a last option, PtL is produced. This is determined by the GHG
abatement cost and also reflects the order of conversion efficien-
cies (Table 7), which has a double effect on both the fuel GHG
emissions as well as on the fuel costs.

If carbon capture and storage (CCS) is assumed to be a large
scale option and in an LCA serves as a reference case for the CO2
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Fig. 5 Cost-optimal fuel deployment at 99% of the maximal GHG abatement in the scenarios. Abbreviations: PtL=Power-to-Liquid, FCEV=Fuel-cell electric vehicle (with
hydrogen as fuel), CH4=methane, LCH4=Liquefied methane, PBtL=Power-to-Biomass-to-Liquid, BtL=Biomass-to-Liquid, LignoMeOH=Lignocellulose-based methanol,
LignoEtOH=Lignocellulose-based ethanol, HVO=Hydrotreated vegetable oil, FAME=Fatty-acid methyl ester, StarchEtOH=Starch-based ethanol, BeetEtOH=Sugar beet
based ethanol. The areas show the deployment in Petajoule (PJ) of the different options over time, and the dotted line shows the total fuel demand (which is outside of
the graph until ca 2040.) The demands differ between scenarios due to differing fuel economies of the deployed fuels, while keeping the transport service constant across
scenarios.

used in PtL and PtCH4 processes (Scenario 4, CCSBase), the op-
tion of adding hydrogen to the FT-process emerges as a lower-cost
option than PtL. Thereby, the carbon contained in the feedstock
supplied to the FT-process is better utilised.

If on top of this, the hydrogen upper demand is increased (Sce-
nario 5, CCSMoreH2), hydrogen is deployed at the cost of PBtL.

If arable land for crops for biofuel production decreases to zero
in 2050 (Scenario 6, CCSnoLand), some shares of both PtL and
PBtL are deployed.

The dominating crops grown for biofuel production are sugar
beet for the medium term until ethanol is no longer demanded in
the passenger road sector, followed by poplar mainly for BtL and
PBtL production and some maize silage for BME production.

3.3 GHG abatement potential and cost of electrofuels

The GHG emissions of electrofuels based on the electricity mix
break even with fossil fuels at below 200 g CO2 kWh−1, which
is set to be reached by 2038 with the given emission reduction
targets (Fig. 6). Prior to 2038, hydrocarbon electrofuels based on
the electricity mix lead to more GHG emissions than fossil fuels,
based on the electricity emissions alone. In contrast, hydrogen
from the electricity mix does provide a slight climate benefit even

in the short term.

The GHG emissions of ERE are negligible, why this source is
superior to the electricity mix until it is fully renewable.

In 2050, a peak of 136 GW of ERE would be theoretically avail-
able (Fig. 4). In the assessed scenarios, at most 88 GW elec-
trolyser capacity is used for hydrogen production, and thus the
highest peaks (7% of the total electric energy) are left untapped.

Under the ERE curve a decreasing capacity factor can be ob-
served at increased capacities (Fig. 8a). The marginal benefit
of adding additional electrolyzer capacities decreases, especially
around 80 GW and upwards, where additional capacities increase
the ERE capture only slightly (Fig. 8b). This is also reflected in a
strongly increasing marginal CAPEX cost of hydrogen, starting at
5 C GJ−1 and reaching up to 16 C GJ−1 at full usage of the ERE,
at a CAPEX of 800 C kWcap in 2050, with most of the increase
above 200 TWh (Fig. 8c).

Fuelling station infrastructure contributes to 6.4-12.1 C GJ−1,
whereas hydrogen was assumed to be produced on-site, and thus
transport costs were omitted.

At a price of 50 C t CO−1
2 , the CO2 input for hydrocarbon elec-

trofuels results in an additional cost of around 3 C GJ−1. ERE was
assumed to carry no costs. If an ERE price of 40 C MWh−1 (4 ct
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fuel
56, with European Union (EU) targets for 2015 and 2021 shown 77.
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Fig. 7 Total greenhouse gas abatement of deployed renewable fuels in the scenarios
in 2050, with and without carbon capture and storage (CCS).

kWh−1, at the lower range of current levelized cost of electricity
(LCOE) from wind and solar PV power in Germany78) were as-
sumed, the price of hydrogen would increase by 18 C GJ−1. The
cost of different parameters on the overall costs are shown in Fig.
9.

In comparison, the average price of passenger cars sold in Ger-
many in 2018 was 33.5 tC, which with a discount rate of 5%,
a life time of 14 years and 14 tkm driven yearly results in 24 ct
vehicle-km−1. Thus, the vehicle price has a larger effect than the
fuel costs given here (excluding taxes), which amount to between
0.7-10 ct vehicle-km−1 for the given options.

The GHG abatement of the ERE-based hydrocarbon electrofuels
results in around 90 kg CO2eq GJ−1

fuel (with the reference of 94.1

kg CO2eq GJ−1
fuel

56). With the CO2 inputs stated in Table 1, this

results in 1.3 and 1.7 kg CO2eq kg CO−1
2,in for PtL and PtG-CH4,

respectively, which is superior to the CCS reference case of 1 kg
CO2eq kg CO−1

2,in.

The resulting GHG abatement costs are at around 250 C
Mt CO2eq−1 for hydrogen, higher than for BME at 200 C Mt
CO2eq−1 (Fig. 10). PtL costs about 320 C Mt CO2eq−1, whereas
PtG-CH4 is not deployed as the CH4 demand is supplied by bio-
fuels in the main scenario. Liquid fuels are generally the most
expensive ones, and would thus be dropped first at more modest
GHG targets.

Combining biofuels and electrofuels based on ERE, the total re-
newable fuels share across the transport sectors reaches 67-92%,
while the total GHG abatement of renewable fuel deployment in-
creases from 3 Mt CO2eq−1 in 2020 to between 50-89 Mt CO2eq
in 2050 (Fig. 7), of which biofuels contribute 10-22 Mt CO2eq
and electrofuels up to 74 Mt CO2eq. In the CCS scenarios, com-
bined electrobiofuels contribute between 20-46 Mt CO2eq. The
maximum GHG abatement is achieved when arable land is used
and hydrogen usage is high; if there were no limits for hydro-
gen usage, over 100 Mt CO2eq could be abated, when convert-
ing all ERE to hydrogen and replacing ICEVs run on fossil fuels.
FCEVs run on renewable hydrogen are more resource-efficient
than ICEVs run on PtG/PtL, both in terms of fuel production ef-
ficiency as well as in the vehicle, resulting in a lower energy de-
mand for the same transport service. The availability of CCS es-
pecially affects the scenarios with lower hydrogen demand, by
reducing the GHG abatement achieved through fuels.

4 Discussion
4.1 Usage of carbon for electrofuel vs. CCS

In this paper, the results indicate that using CO2 for producing
electrofuels is beneficial compared to CCS given three conditions,
namely (1) if the options of using hydrogen directly or in combi-
nation with biofuel processes are saturated, (2) as long as there
is still a demand for hydrocarbon fuels for which otherwise fossil
fuels would be used, and (3) there is unused ERE, i.e. VRE is
curtailed. The renewable electricity-based hydrocarbon electro-
fuels replacing fossil fuels abate up to 70% more GHG than if the
carbon would instead be stored (CCS).

The RED II fossil fuel reference emission factor of 94.1 kg
CO2eq GJ−1

fuel used here is higher than average combustion-
related emission factor values used for German national report-
ing for gasoline (73.1), diesel (74.0) and natural gas (55.9)79, as
the national reporting allocates the substantial upstream, refinery
and distribution emissions80,81 to other sectors. When replacing
fossil fuels it is reasonable to assume that the whole production
chain is replaced, and thus the here used emission factor is valid.
Compared to current practise, it can be argued that the renewable
fuels compete with liquid fossil fuels on the margin, and thus the
same fossil reference applies for gaseous fuels. Using shale oil or
gas82 as a reference on the margin would increase the emission
factor of the fossil reference83,84, and thus also the benefit com-
pared to CCS. However, an almost GHG-emission free electricity
source is required in order for it to be beneficial to use carbon for
electrofuels instead of carbon storage, and fossil fuel upstream
emission reductions (UER) would decrease the benefit compared
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to CCS.

As a comparison to this study, Sternberg and Bardow 85 per-
formed a present-day assessment of electrofuels, comparing CO2-
utilization for electrofuels with the reference cases with and with-
out carbon storage, as in this study. Their results suggest that CO2
utilization for electrofuels would abate less emissions than CCS.
Similarly, Lehtveer et al. 42 assess the long-term role of electrofu-
els in road and ocean transportation, concluding that at a limited
carbon budget, it is more economical to store carbon than to use
it for electrofuels. In both cases, these differences appear to come
down to differing system boundaries.

Sternberg and Bardow 85 compares different usages of ERE, in-
cluding heat storage and heat pumps, dispatchable power, BEVs
and chemicals. A direct comparison of using ERE for these op-
tions results in the prioritisation of heat pumps, BEV as well as
power storage and feed-in.

In this paper, power storage and feed-in was assumed as a
priority, before allowing ERE for other usages (Fig. 4). Heat
pumps perform a climate benefit already with the German power
mix86,87, thanks to a high conversion efficiency from Power-to-
Heat (coefficient of performance, COP88). However, there are
also other options for heat provision, such as solar and geother-
mal86, which have a larger exergetic efficiency89 and do not rely
on high exergy sources such as electricity90. Such alternative op-
tions do not exist for fuel production. Seasonal variations reduce
the benefit of using ERE for heat pumps in the summer, while
in the winter it may be a necessity. Thus, the relative benefits
of different ERE usage options need to be analysed as part of a
system.

Likewise, BEV are superior to the fossil reference already with
the present power mix87, which is not the case for hydrocarbon
electrofuels (Fig. 6). Therefore, these options are not necessar-
ily direct competitors of surplus power for achieving ambitious
GHG targets, as long as hydrocarbon fuels are demanded. Chem-
icals and industrial hydrogen usage on the other hand are strong
competitors due to the lack of renewable alternatives and the cur-
rent practise of producing hydrogen from natural gas. Classical
life-cycle assessments of singular pathways cannot capture these
aforementioned issues, and a systems perspective is necessary.

Lehtveer et al. 42 analyse global transitions with details on all
energy sectors, at given global carbon budgets. Most scenarios
assume CCS and nuclear power. This keeps the VRE share rel-
atively low, as fossil sources combined with CCS can be used to
meet the targets. In scenarios without CCS, larger shares of VRE
are required to meet targets, which also allows for more ERE and
thus more electrofuels. In scenarios without nuclear and large-
scale CCS, VRE is the most important option for achieving the
GHG targets, whereby ERE may increase substantially.

It would be sensible to allow for the maximal use of this re-
source base, and minimize curtailment. Unless hydrogen and
BEV fully displace the demand for hydrocarbon fuels, this also
means that carbon is better used for this purpose, instead of be-
ing stored. Instead, fossil fuels can stay stored in the ground,
which by definition are proven as a long-term storage, and issues
of e.g. acceptance of carbon storage42 are avoided.

4.2 The benefit of BEV and FCEV

Using hydrogen directly in transport would decrease the need for
carbon while also achieving higher conversion efficiencies across
all steps in the WTW pathway compared to hydrocarbon electro-
fuels. However, issues of presently low hydrogen demand, costly
infrastructure and vehicles as well as safety concerns regarding
hydrogen transport and storage are challenges which inhibit a
large-scale deployment to date. BEVs are an even more efficient
transportation option which likewise do not require CO2, and
without which a renewable transport transition will be very chal-
lenging. A focus on hydrogen and BEVs reduces the demand for
hydrocarbon fuels and thus enables the use of the scarce CO2 for
other sectors or carbon storage.

4.3 Carbon sources and contraints

Renewable carbon can be derived through bioenergy with carbon
capture (BECC) or direct air carbon capture (DACC) powered by
renewable energy, with the former being limited by the same con-
cerns as for biofuels, whereas the latter is still a technology in its
infancy and likewise would depend on the limited ERE availabil-
ity (and thus possibly low capacity factors).
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Fig. 11 Resulting total input CO2 usage for hydrocarbon electrofuels.

In this paper, up to 22 Mt CO2 would be required by 2050 as
carbon source for electrofuel production in Germany (Fig. 11).
A long-term recovery potential of between 5 (UBA 91) and 8-11
(Billig et al. 92) Mt CO2 has been estimated from future scenarios
of biogas production. This could cover up to half of the long-term
CO2 demand in the cases that have been assessed here. There-
fore, CO2 capture at industrial point sources is likely to be needed
as an alternative renewable carbon source, for which estimates
for 2050 range from 14 to 73 Mt CO2

91,93. However, depending
on future decarbonization pathways for the industry sector, their
potential CO2 supply might diminish over time. Thus, DACC may
be required in order to cover the CO2 demand given in this paper.

In the scenarios, there is a residual load gap of 94 TWh (337
PJ) in 2050 which is not fulfilled by VRE (Fig. 4). If this gap
would be fully fulfilled by methane combustion, with a conver-
sion efficiency ηel=60% and CO2 emissions according to Table 1,
31 Mt CO2 would be available for capture. This would serve as an
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upper limit for the CO2 source from electricity generation. How-
ever, many other options for decreasing the residual load gap are
available, as discussed below.

Due to national land scarcity, nature conservation and accep-
tance constraints for VRE capacity expansion, electrofuel imports
will likely be needed to achieve high renewable targets in mobil-
ity. Strategies for electrofuel production in areas of ample sur-
plus renewable electricity or specially dedicated renewable parks
with little land use trade-offs have been suggested94, but are also
complicated by geo-political challenges95. For ease of transporta-
tion, carbon may be needed to bind the hydrogen96, and thus
the renewable fuel parks would need to be coupled with a carbon
source such as through DACC or BECC97,98.

4.4 Uncertainties and limitations

Several uncertain factors apart from the ones explicitly addressed
affect the developments assessed here, which need to be high-
lighted.

In this study, competing usages of ERE have been omitted, such
as seasonal and daily variations of heat generation and storage
(Power-to-Heat) as well as hydrogen production for the chemi-
cal sector (Power-to-Chemicals). Some electricity storage was in-
cluded, which was converted back and fed into the grid in times
of low renewable production (Power-to-Power). In addition, the
charging pattern of EVs, other demand adaptations and the ex-
pansion of system-friendly wind and solar power or a grid expan-
sion may decrease the available ERE48,99. As a 100% renewable
share is not achieved under the given settings, despite high avail-
able electricity storage capacities, some of the ERE may be needed
for Power-to-Power instead of being used as transport fuels. Al-
though the electricity load was scaled to take a higher demand
through sector coupling into account, a more holistic analysis of
this needs to be performed in future work. A market for ERE-
usage will likely result in above zero ERE prices, which requires
further research.

A German copper plate approach has been used, without power
transmission restrictions. In order to capture real curtailment sit-
uations, transmission limitations would need to be highlighted.
This is - ceteris paribus - likely to result in a higher potential
for ERE, depending on future transmission grid capacity assump-
tions44. However, at low transmission capacities, higher VRE ca-
pacities would be required to achieve renewable targets in the
power sector and the positive residual load would increase. In or-
der to use the ERE for hydrogen production, more infrastructure
(electrolysers, hydrogen grids, storage) would be needed, which
would achieve lower capacity factors and thus increase costs sub-
stantially.

Therefore, investments in transmission capacities are to a large
extent a necessary and more cost-effective measure to match de-
mand and supply100, and thus a copper plate focus without grid
constraints as used in this study should not be too far off real
optimal developments, consistent with the progressive scenarios
assessed here.

The achievable GHG abatement of different carbon usage path-
ways depends on conversion efficiencies and losses. Here, the

processes were assumed to be without losses for both hydrocar-
bon electrofuels and for carbon storage, whereas in both cases
imperfect processes and losses are likely. The exact impact of such
losses and possible countermeasures such as recycling of process
surplus carbon needs to be further highlighted. Similarly, the rel-
ative benefits of conversion pathways leading to the same end
product, such as BtL, PBtL and PtL, are linked to uncertainties
regarding e.g. conversion efficiencies and require a stronger re-
search focus.

All of these factors combined with sensitivity analyses should
be covered in future research.

5 Conclusions
In high VRE capacity scenarios, large quantities of ERE for hy-

drogen production may become available. In this study, 231 TWh
ERE could be observed for 2050, equivalent to 33% of the as-
sumed power demand. This energy could run electrolysers for
producing 582 PJ (162 TWh) hydrogen, which could be further
combined with CO2 and processed to 530 PJ PtG-CH4 or 402 PJ
PtL.

CO2 usage for producing hydrocarbon electrofuels is limited
by decreasing anthropogenic CO2-emissions. Bioenergy carbon
capture and emissions from industry may cover a substantial de-
mand, but direct air capture may become an important additional
source of carbon.

A first priority for renewable transport is the deployment of
BEVs, and as a second priority FCEVs, which are both substan-
tially more efficient than producing hydrocarbon electrofuels for
combustion in ICEVs. However, given (1) an unsaturated demand
for renewable hydrocarbon fuels, (2) a saturated renewable hy-
drogen demand and (3) unused ERE capacities which would oth-
erwise be curtailed, carbon is better used for fuel production than
being stored. Carbon used for producing hydrocarbon electrofu-
els which replace fossil fuels achieve an up to 70% higher GHG
abatement than if it were used for storage. Instead, fossil fuels
can stay in the ground and issues such as acceptance of carbon
storage are avoided.

Producing hydrogen from ERE alone results in low capacity fac-
tors of the electrolysers. An increasing ERE utilization results
in a decreasing capacity factor, leading to a strongly decreasing
marginal benefit of increased electrolyser capacities. When using
large shares of the ERE for hydrogen production, GHG abatement
costs of 250-320 C t CO2eq−1 for hydrogen and PtL respectively
are achieved, which is competitive with biofuels when assuming
high biomass price increases. An above zero price of ERE would
increase the cost, while the price of input CO2 may increase due
to scarcity. Furthermore, costly transport infrastructure is neces-
sary in cases when on-site electrolysis is not viable.

Nevertheless, electrofuels are a necessary resource for achiev-
ing high GHG emission reduction targets, even when assuming
a high share of BEVs and substantial amounts of biofuels. Due
to various limitations of the different renewable transport path-
ways, a variety of renewable options are necessary for achieving
high renewable shares in transport. A key issue is to what extent
they can be produced sustainably.

Electrofuels based on ERE under the VRE expansion scenar-
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ios were found to be able to mitigate 59 Mt CO2eq in 2050, or
about 40% of current German transport emissions. Future indus-
trial usage of hydrogen would decrease the potential available
for transport. Biofuels added a GHG abatement of 22 Mt CO2eq,
despite assuming only a small share of the biomass residue po-
tential available for transport. The achieved renewable share in
transport was 67-92%, depending on the level of hydrogen usage
in FCEV, arable land available for biofuel production and whether
the carbon can be stored instead of used for fuel production. Con-
sidering also heat and industrial demand, a substantial gap of re-
newable hydrogen and electrofuels may need to be supplied by
imports for achieving 100% renewable shares, unless the trans-
port fuel demand is further reduced.
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Table 5 Feedstock fit to the processes, including biomass specific conversion efficiencies. The energetic biofuel output per input of the main biomass
feedstock is stated according to ηlow=ėout,main ė−1

in,main, why above unity is possible through the addition of hydrogen as a secondary feedstock.
The assumed maximum potential for biofuel production in this paper is stated, not the overall potential. Wood residues are here assumed to be used
in other sectors, such as e.g. for heating, chemicals and materials. The crop prices were calculated based on Millinger and Thrän 33 .

Fuel CH4/SNG EtOH MeOH FAME HVO FT PBtL PBME

Crops

Rape seed 0.59-0.62 0.6
Maize silage 0.56-0.7 1.12-1.4
Grains 0.48-0.53
Short rotation coppice (poplar) 0.58-0.73 0.3-0.45 0.42 0.35-0.45 1.05-1.35
Sugar beet 0.56-0.7 0.53-0.58

Residues PJ C GJ−1 2020

Straw 0.5 0.3-0.45 1-1.2 57 12.8-16.9
Manure/slurry 1 2 83 0
Used cooking oil 0.93-0.96 0.94-0.96 14 16
Household biowaste 0.82-0.86 1.64 10 0

Table 6 Input data for cultivation of included biomass crops.
Rape Seed Maize Silage Wheat Poplar Sugar Beet

Dry matter (DM) content frac 0.91 0.35 0.86 0.45 0.23
Energy density,DM GJ tDM−1 26.5 17 17 17.6 17
Yield,fresh matter (FM) tFM ha−1 3.5 45-55 7.9 18-27 65
Labour h ha−1 5.5 10.8 5.4 0.3 7.8
Diesel l ha−1 73 112 73 2.1 111
Machine cost,fix C ha−1 176 292 164 5.4 318
Machine cost,variable C ha−1 148 248 146 7.1 291
Service cost C ha−1 0 0 0 564 0
Direct cost C ha−1 520 406 508 87 600
Arable land use 2017 ha 798300 891300 404500 6000 46400
Seeds kg (ha · a)−1 6 25 120 0 6
N2O (incl. N2O field emissions) kgN2O (ha · a)−1 3.1 4.66 1.81 1.28 3.27
N kg (ha · a)−1 137.4 63.2 109.3 0 119.7
Diesel l (ha · a)−1 73 112 73 2.1 111
Seeds Emission Factor kg CO2eq kg−1 0.73 0.32 0.81 0 3.54
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ė

o
u

t
,1
ė
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