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Abstract 

This study presents theoretical underpinnings for how the dynamic range of a lateral flow 

immunoassay (LFIA) may be expanded by real-time imaging. The dynamic range of a 

sandwich LFIA is limited by the ‘hook effect’, according to which, test line signal intensities 

reduce with increasing analyte concentration beyond a threshold analyte concentration. Rey et 

al. (Anal Chem, 2017, 89(9)) have shown experimentally that the hook effect in sandwich 

LFIAs may be mitigated by real-time imaging of test and control line, but theoretical 

understanding of the transport phenomena that govern this phenomenon is lacking. In fact, 

transport phenomena at the control line of an LFIA have never been modelled. In this paper, 

we use a transport-reaction model to understand how the kinetics of signal generation at the 

test and control lines of an LFIA relate to analyte concentration. Using this model, we 

developed a method for determination of analyte concentration accurately over a much larger 

range than the traditional end-point detection method. The model was validated using a 

commercially available lateral flow assay (home pregnancy test) on which real time imaging 

was conducted using a time-lapse app on a smartphone; there was a strong agreement between 

the predictions of our model and experiments results. The newly developed readout method 

increased the dynamic range for the detection of human chorionic gonadotropin (hCG) to 3 

orders of magnitude (compared to ~1.5 orders of magnitude achieved by traditional end-point 

detection), without any modification to the test strip. 

 

 

 

 

 

 

 



Introduction 

The lateral flow immunoassay (LFIA) is the one of most successful rapid diagnostic test (RDT) 

for point-of-care testing. Although improving sensitivity and quantification remain the major 

areas of focus of the LFIA research community, widening the dynamic range to capture the 

entire clinically relevant range of an analyte is equally important. The concentrations of 

diagnostically important analytes such as carcinoembryonic antigen (CEA), calcitonin, 

prolactin and C-reactive protein (CRP) can vary over a wide range and have different clinical 

implications depending on their concentration range (1–4). 

 

The dynamic range of LFIAs based on the sandwich format roughly spans 1.5 orders of 

magnitude (5–7) and is limited by the ‘hook effect’, according to which test line signal 

intensities reduce with increasing analyte concentration beyond a threshold analyte 

concentration (8, 9). The reduction in test line intensity is a result of the need for a bivalent 

interaction between a single antigen molecule and two antibody molecules (capture and 

detection antibodies) for the signal to develop. Above a threshold antigen concentration, the 

probability of such a bivalent interaction decreases because the available capture and detection 

antibodies are more likely to bind with different antigen molecules. The ‘hook effect’ may lead 

to either false negative results or underestimation of the concentration of the analyte being 

detected. The threshold analyte concentration at which the ‘hook effect’ sets in can be changed 

by adjusting antibody concentrations (10, 11), but this simply shifts the dynamic range of the 

LFIA as opposed to expanding it. Attempts been made to mitigate the ‘hook effect’ and expand 

the dynamic range of LFIAs include serial dilution of test samples(12), increasing the number 

of test lines(13), addition of unlabelled capture and detection antibodies to the sample at higher 

analyte concentrations(14), and sequentially delivering the antigen and conjugated detection 

antibody to the test zone by incorporating certain design changes into the LFIA(3). Recently, 



Gasperino et al., showed that the graded ladder bar format could be a useful tool for applications 

requiring quantification of sample concentrations over a wide range(7). Except serial sample 

dilution (which increases the number of user steps), none of the above methods can be used 

with off-the-shelf commercially available LFIAs.  

 

A method for expanding the dynamic range of LFIAs employing time-lapse imaging of the test 

and control lines was recently demonstrated by Rey et al.(15). They showed that the real-time 

progression of the ratios of test line to control line intensities (T/C ratio) reported the analyte 

concentration over a wider range compared to end point intensity of the test line. To 

demonstrate this, they built an in-house LFIA for detection of C-reactive protein (CRP). 

Although an elegant demonstration, the fundamental transport-reaction phenomena that govern 

the real time progression of the T/C ratio and how this time progression relates to antigen 

concentration is not understood. In fact, although several transport-reaction models of LFIAs 

have been developed (11, 16–19), all these models only concern the development of signal at 

the test line; transport phenomena at the control line of an LFIA have not been studied. 

 

In this work, we provide fundamental understanding of how the antigen concentration in an 

LFIA affects the dynamics of signal development at the test and control lines and thereby the 

T/C ratio. Using this understanding, we developed a method to expand the dynamic range of a 

commercially available home pregnancy test to up to three orders of magnitude without making 

any modifications to the test device. The developed strategy requires only a cell phone camera, 

a time-lapse imaging app, and a small custom-made imaging box. This new method will enable 

developing LFIAs having a wider dynamic range for analyte quantitation without 

compromising the limit of detection. Given that smartphones are ubiquitous, this method has 



the potential to significantly enhance the utility of an already successful and prevalent point-

of-care diagnostic modality.   

 

Experimental Section 

Three commercially available pregnancy kits: 1) ‘Am I’, Microsidd, India, 2) ‘Prega’, Mankind 

Pharma Ltd, Paonta Sahib, HP, India, and 3) ‘i-Can’, Piramal, Mumbai, India, were subjected 

to spiked human chorionic gonadotropin (hCG) samples (Sigma Aldrich, US) in distilled water. 

Time-lapse images of test and control lines at intervals of 1s were obtained in a custom-made 

imaging box using a cell phone (Redmi 5) equipped with Framelapse App (Neximo Labs, UP, 

India). All image analyses were conducted in ImageJ. Colored images were split into three 

color channels and the green channel was chosen for analysis. Rectangular regions of interest 

(ROIs) were created around the test and control lines and ROIs of equal size were created 

immediately upstream and immediately downstream of the test and control lines for 

measurement and subtraction of background signals, as illustrated in Supplementary 

Information Section S1. 

 

Results 

Experimental measurement of the kinetics of signal generation in LFIA’s 

DI water containing increasing concentrations of human chorionic gonadotropin (hCG) was 

introduced into commercial home pregnancy tests (Am I pregnancy kit, Microsidd, Bangalore, 

India). The end-point (10 min) test line intensity, Iend, increased with increasing hCG 

concentration in the range of 0.5 – 40 international units/ml (IU/ml) and reduced with 

increasing hCG concentrations in the range of 40 – 500 IU/ml, demonstrating ‘the hook effect’ 

(Fig. 1A,B). A similar trend was observed with the end-point (10 min) test line to control line 

intensity ratio, T/Cend (Fig. 1C). Quantification of analytes using LFIAs based only on either 



Iend or T/Cend could therefore be erroneous. For example, Iend was approximately equal for hCG 

concentrations of 10 and 80 IU/mL (Fig. 1B). However, although Iend for these two 

concentrations was equal, the kinetics of signal generation at the test and control lines for these 

two cases was different. For example, the test line for 10 IU/ml developed slower than for 80 

IU/ml (Fig. 1D, F). A more quantitative measure is the rate of change of T/C ratios for the two 

cases. As an illustration, at t = 100s, d/dt (T/C) was positive for 10 IU/mL (Fig. 1E) and negative 

for 80 IU/mL (Fig. 1G). d/dt (T/C) was calculated by subtracting T/C value at t=100s from 

t=101s and dividing it by Δt=1s Measurement of the kinetics of signal generation at the test 

and control lines thereby presents an opportunity to alleviate the hook effect.  

 



 

Figure 1: Experimental measurement of signal generation in lateral flow 
immunoassays. A. End-point (t=600s) images of hCG LFIAs for different hCG 

concentrations. B. Plot of Iend vs hCG concentration shows that Iend increased from 0 – 40 
and reduced from 40 – 500 IU/ml hCG. Iend for 10 and 80 IU/mL were approximately equal. 

C. Plot of T/Cend vs hCG concentration shows that T/Cend increased from 0 – 40 and reduced 
from 40 – 500 IU/ml hCG. For B and C, error bars represent standard deviations (N=3). D-
G. Kinetics of signal generation at test and control lines showing time-lapse images for 10 
IU/ml (D) and 80 IU/ml (F) and plots of T/C ratio vs time for 10 IU/ml (E) and 80 IU/ml 

(G). At 100s, the plot for T/C vs time had a positive slope for 10 IU/ml (D) and negative 
slope for 80 IU/ml (F).  

 

Modelling transport phenomena at the test and control lines of an LFIA 

In order to develop a thorough understanding of the kinetics of signal generation at the test and 

control lines, a mathematical model of transport and reaction phenomena in these zones was 



developed. The modelling domain is shown in Figure 2A. The length of the domain was 2 cm 

and the lengths of test and control zones (lines) were 1 mm. The capture antibody (R) and the 

control line antibody (Q) were assumed to be immobilized in the test and control zones 

respectively. A sample consisting of a dilute analyte (A) premixed with a detection antibody-

gold nanoparticle conjugate (reporter particle; P) was flowed into the domain with a velocity, 

!. In experiments, the reporter particles were dry stored in ‘conjugate pads’ by the 

manufacturer of the lateral flow assay, but for the model they were assumed to be premixed 

with the analyte. The following reactions occur in the domain (refer to Figure 2A). Analyte (A) 

from the sample binds with reporter particle (P) to form analyte-reporter complex (PA), A + P 

⇄ PA. The mixture of A, P and PA migrates to the capture zones. The capture antibody (R) at 

the test line captures the analyte (A), R + A ⇄ RA and the analyte-reporter complex (PA), R + 

PA ⇄ RPA. Unbound reporter particle (P) interact with RA forming RA + P ⇄ RPA. The 

species RPA was the signal forming complex at the test line. At the control line, P and PA get 

captured by control line antibody (Q); Q + P ⇄ QP and Q + PA ⇄ QPA. QP may further interact 

with free A; QP + A ⇄ QPA. Both QP and QPA were the signal forming complexes at the 

control line. The species transport-reaction equation for all the species was as follows: 
!"!
!# = $$ !"!

"

!%" − !. '
!"!
!% ( − )$    ----- Eq 1 

where *$ is the concentration, $$ is the diffusion coefficient, ! is the fluid flow velocity, and )$ 

is the reaction rate (formation or consumption) of the ith species. The complete list of equations 

for each species is provided in Supplementary Information Section S2.  The set of coupled 

partial differential equations was discretized over space using finite central differences 

(Supplementary Information Section S3). This generated a set of ordinary differential 

equations, which was solved using the inbuilt ode23s solver in MATLAB to obtain the 

concentrations of all species over space and time. The flow velocity, !, was set to 0.3333 mm/s 

to match the average velocity measured under these conditions in other lateral flow strips made 



from nitrocellulose NCFF120 (GE Whatman) in our lab. The values of diffusivities and 

reaction rate constants were obtained from Qian and Lin et al (16, 20).  

 

Consistent with what was observed experimentally, the plot of Iend, i.e. the concentrations of 

signal forming species RPA at the test line, against analyte concentration displayed the hook 

effect beyond an analyte concentration of 5x10-8 M (Fig. 2B). The model further showed that 

the T/C ratio had different time profiles for low, high and very high analyte concentrations (Fig. 

2C). For low analyte concentrations (5x10-10 to 5x10-9 M), the T/C ratio increased 

monotonously; for high analyte concentrations (1x10-8 to 1x10-7 M), the T/C ratio initially 

increased  and then decreased; for very high analyte concentrations (5x10-7 to 5x10-6 M), the 

T/C ratio decreased monotonously (Fig. 2C). Intuitively, this can be understood as follows. At 

low analyte concentration, the kinetics of analyte binding and signal generation at the test line 

is slow while the control line signal develops and saturates rapidly as a large concentration of 

unreacted reporter particles flow over it. The intensity of the test line increases slowly but the 

control line is already saturated. Therefore, the T/C ratio increases monotonously. Conversely, 

at high analyte concentration, the test line develops rapidly but the control line develops slowly, 

causing the T/C ratio to decrease monotonously. Therefore, according to this model, if Iend 

alone were used as a parameter to back calculate analyte concentration, the dynamic range 

would be limited to 5x10-10 to 5x10-8 M, bounded at the upper end by the onset of the hook 

effect. However, the time profiles of T/C ratio vary considerably over the entire range of analyte 

concentrations ranging from 5x10-10 to 1x10-6 M and could be used to distinguish between 

analyte concentrations in the entire range. Note that at a concentration of 1x10-6 M, the T/C 

ratio is close to zero for the entire time period (Fig. 2C), representing the theoretical upper limit 

for quantification using the LFIA. Experimental profiles of T/C ratio qualitatively matched the 



model’s predictions and displayed the three distinct types of T/C ratio time profiles with 

increasing analyte concentration (Supplementary Information Section S4). 

 

 

Figure 2: Transport reaction modelling of the test and control zones. A. The modelling 

domain. The length of the strip was 2 cm and the width of both test and control lines was 1 
mm. B. The hook effect in Iend observed after an analyte concentration of 5x10-8 M. C. Plots 

of T/C ratio vs time showing different types of profiles with varying analyte concentrations.  

 

Empirical fitting of T/C ratio time profiles  

Because the profiles of T/C vs time respond to changing analyte concentrations over a wide 

concentration range, it was desirable to represent each time profile by a set of parameters. When 

plotted against the analyte concentration, these parameters would constitute a new calibration 



curve having a significantly wider dynamic range. With this objective, the profiles were fit to 

a biexponential expression: 

+/* = -. .&# + 0. .'# ------ Eq 2 

using the nonlinear least squares method in MATLAB curve fitting toolbox. First, T/C time 

profiles obtained from the mathematical model were fit and the variation of parameters ‘a’, ’b’, 

’c’, and ‘d’ with respect to analyte concentration was analysed. The pre-exponents ‘a’ and ‘c’ 

varied monotonously with analyte concentration (with ‘c’ mirroring ‘a’ across the x-axis) till 

the onset of hook effect (Fig 3A). For analyte concentrations beyond the onset of hook effect 

(> 5x10-8M), ‘c’ did not show a consistent trend, while ‘a’ monotonously decreased with 

increasing analyte concentration. The parameter ‘a’ thus exhibited a hook effect-like trend, 

similar to Iend and therefore does not enable expanding the dynamic range. Next, the exponents 

‘b’ and ‘d’ were analysed. The exponent ‘b’ did not vary with increasing analyte concentration 

till the onset of hook effect but decreased monotonously for analyte concentrations beyond the 

onset of the hook effect (Fig 3B). Whereas the exponent ‘d’ decreased monotonously with 

increasing analyte concentration till the onset of hook effect and was fairly irresponsive to 

changes in analyte concentration beyond that (Fig. 3B).  

 

Based on the above observation, we hypothesized that a combination of Iend and ‘b’ would 

enable determination of analyte concentration well beyond the onset of hook effect and 

proposed the following strategy. Let the range of analyte concentrations below the onset of 

hook effect be referred to as Zone I and above as Zone II (Fig. 3C). Note that b > -0.0025 for 

Zone I and b < -0.0025 for Zone II (Fig. 3C). Therefore, evaluation of parameter ‘b’ determines 

which zone the analyte concentration lies in. Now, in Zone I, the parameter ‘Iend’ may be used 

for quantification as it increases monotonously with analyte concentration, whereas in Zone II, 

the parameter ‘b’ may be used as it decreases monotonously.  



 

In order to validate the proposed method of analyte quantification, experiments were conducted 

by introducing varying concentrations of hCG solutions into commercially available pregnancy 

test strips, time-lapse images were acquired, images were analysed to estimate T/C ratio as a 

function of time, and the profiles were fit to the biexponential form in Equation 2 to determine 

parameters ‘a’, ‘b’, ‘c’, and ‘d’. Figure 3D shows the variation of parameter ‘a’ and ‘c’; Figure 

3E shows the variation of parameter ‘b’ and ‘d’. The response of all parameters was 

qualitatively equivalent to that obtained from the model (Fig. 3A-B) and thus validates our 

model. Most importantly, the parameter ‘b’ exhibited the desired behavior, i.e. i) b > -0.0025 

for Zone I and b < -0.0025 for Zone II, and ii) ‘b’ decreased monotonously with increasing 

analyte concentration in Zone II (Fig. 3E). When experimentally obtained Iend and ‘b’ were 

plotted over the entire range of analyte concentrations, their response was in strong agreement 

with the model predictions (Fig. 3F). This plot of Iend and ‘b’ (Fig. 3F) is the new calibration 

curve for this LFIA with a proposed dynamic range of three orders of magnitude (0.5 – 500 

IU/ml; Fig. 3F).   

 



 

Figure 3. Parameters obtained from fitting modelled and experimental data. A-C. Plots 

of parameters ‘a’ and ‘c’ (A); ‘b’ and ‘d’ (B), and Iend and ‘b’ (C) as a function of analyte 
concentration obtained from fitting mathematically modelled profiles of T/C ratio vs time. 

D-F. Corresponding plots obtained from fitting experimentally measured profiles of T/C 
ratio vs time. For all experiments, error bars represent standard deviations (N=3). 

 

Demonstration of the expansion of dynamic range of an LFIA using the proposed method 

A set of solutions with known hCG concentrations ranging from 0.5 to 500 IU/ml were 

prepared and introduced into commercially available home pregnancy test strips, followed by 

time-lapse imaging of the test and control lines. The concentration of hCG was measured from 

the strip using two methods – i) the traditional end-point detection method based on Iend alone, 

and ii) our proposed method using time-lapse imaging and measurement of Iend and parameter 

‘b’. Relationship between actual (x-axis) and measured (y-axis) hCG concentrations obtained 

using the two methods are shown in Figures 4A (end-point method) and 4B (time-lapse 

method). The 45° line shows the ideal linear relationship between measured and actual 

concentrations. Mean and standard deviations for three separate measurements are shown. 

While using the conventional method of measuring only Iend, the measured hCG concentrations 

were accurate at low concentrations but showed large deviations at concentrations beyond 50 



IU/ml because of the onset of hook effect (Fig. 4A). The calibration curve used to make these 

measurements is the plot of Iend vs hCG concentration in Zone I of Fig. 3F. Thus, the 

quantification of analytes using LFIAs based only on Iend leads to poor predictions. While using 

the time-lapse-based method for measurement, i.e. using the combined calibration curves in 

Zones I and II of Fig. 3F, the measured hCG concentrations were accurate over the entire range 

(Fig. 4B). This is a significant expansion over the dynamic range afforded by the traditional 

end-point method. 

 
Figure 4. Measurement of analyte concentrations using end-point and time-lapse 
methods. A. Measured vs known hCG concentrations using the traditional end-point 
method utilizing Iend alone. Large deviations occur at high concentrations beyond the hook 

effect. B. Measured vs known hCG concentrations using the newly developed time-lapse 
method utilizing Iend and ‘b’. The new method enables accurate measurement over the entire 

range of hCG concentrations. All error bars represent standard deviations (N=3). 
 

 

 

 



Discussion 

LFIAs are powerful tools for POC diagnostics because of their low cost and simple visual end 

point detection and have gained tremendous commercial and clinical success over the past few 

decades (21, 22). In recent years, smart phones have become ubiquitous and the power of smart 

phone imaging is widely being harnessed for point-of-care diagnostics (23–25). Smart phones 

have already been used to draw quantitative results from LFIAs (26–28). We envision that with 

the power of time-lapse imaging afforded by modern smart phones, additional functionality 

may be added to pre-existing commercial LFIAs. An important feature of LFIAs is their 

dynamic range for analyte quantification. Several LFIA design modifications have previously 

been proposed for expanding the dynamic range (11, 16–19). However, even a slight design 

modification causes a long-time delay in testing and manufacturing. In contrast, the method we 

propose in this article enables expansion of the dynamic range of off-the-shelf pre-existing 

LFIAs. 

 

In theory, our proposed method can be used with any commercially available LFIA. However, 

some LFIAs presented challenges in real time imaging because they have not been optimized 

for that purpose. We utilized our method for quantifying hCG concentrations from two other 

commercial home pregnancy tests, ‘Prega’ and ‘i-Can’, and faced certain difficulties. In i-Can, 

the nitrocellulose strips were placed upside down such that the plastic-backed side of strips 

faced upward, which caused reflection of light and prevented acquiring appropriate images. 

This issue can be eliminated by inverting the nitrocellulose strip within the housing at the time 

of manufacturing (in most LFIAs, the plastic side faces downward). In Prega, the gold-

nanoparticles stored in the conjugate pad moved as a concentrated (dark red) plug through the 

membrane. While the plug ultimately flowed into the wicking pad revealing test and control 

lines, critical real time information of test and control line development was lost during the 



process. The plug formation could be a result of excessive gold nanoparticles loaded into the 

conjugate pad, most of which did not adhere to the test or control lines and flowed into the 

wicking pad. This issue could be alleviated by reducing the loading of gold nanoparticles in 

the conjugate pad.  

 

Certain simplifying assumptions were made during modelling transport phenomena at the test 

and control lines. First, the flow velocity was assumed to be constant (! = 0.3333 mm s-1) 

throughout. In reality, as the fluid front wicks through the nitrocellulose membrane, there is a 

continuous reduction in the velocity, which is explained by the well-established Washburn 

equation (29). However, once the fluid front reaches the wicking pad, the velocities are known 

to be pseudo steady (30). In experiments, the fluid fronts reached the wicking pads in ~25s, 

whereas signals continued to develop over 600s. Therefore, the reduction in velocity occurs 

only over a short fraction of the entire experiment and the assumption of constant velocity is 

reasonable. The other important assumption is that a well-mixed antigen gold nanoparticle 

conjugate solution enters the test strip. In experiments, the gold nanoparticles are stored in a 

conjugate pad and are released as a plug. Therefore, the modelling assumption reduces to the 

assumption that the antigen solution mixes well with the dried reagents in the conjugate pad 

and that the mixed solution is released continuously over the entire test period. While the latter 

assumption may be slightly flawed given the plug release in experiments, it is only faulty 

towards the end of the test. Because most of the relevant dynamic events that determine analyte 

concentration occur within the first 200s (Figure 3C and Supplementary Information Section 

S4), this assumption is reasonable. Several previous models of transport phenomena at the test 

line have made a similar assumption (16, 17). We would also like to add that the biexponential 

form in Eq. 2 is just one of the forms that can be used for fitting time profiles of T/C ratio and, 

in theory, other forms could be used. However, we tried several other forms, e.g. polynomial 



(3rd, 4th and 5th orders), one-term and two-term power series, and Gaussian, but only the 

biexponential form fit the entire range of T/C ratio vs time data. 

 

Conclusion 

This work presents theoretical understanding of how analyte concentration affects kinetic 

phenomena at test and control lines of a sandwich LFIA. This is the first report of modelling 

transport phenomena at the control line of an LFIA. The model revealed parameters, the 

evaluation of which enabled expanding the dynamic range of unmodified commercial LFIAs 

from 1.5 to 3 orders of magnitude using a time lapse app on a smartphone. Considering the 

ubiquity of smartphones, this method promises to further expand the utility of the LFIA, an 

already successful and widespread modality of point-of-care diagnostic testing.  
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SUPPLEMENTARY INFORMATION (SI) 

S1. Image acquisition and analysis  

Rectangular regions of interest (ROIs) were created around the test and control lines and ROIs 

of equal size were created immediately upstream and immediately downstream of the test and 

control lines for measurement and subtraction of background signals. At each time point, test 

and control line intensities were calculated by averaging intensities over the test and control 

zones and subtracting intensities from the corresponding backgrounds as shown in Fig. S1. 

 

Figure S1: Schematic representation of image analysis technique 

 

 



S2. Modelling of lateral flow immunoassay 

The transport-reaction equation of each species can be written as follows (1)		

!"!
!# = #$ !"!

"

!%" − %. '
!"!
!% ( − )&$ − )'$ − )('$

)                  ---- Eq. S1 

!"#
!# = #' !"#

"

!%" − %. '
!"#
!% ( + )&'$

) − )'$ − )('	     ---- Eq. S2 

!"#!
!# = #'$ !"#!
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!%" − %. '
!"#!
!% ( − )&'$

* + )'$ − )('$*     ---- Eq. S3 

!"$!
!# =	)&$                 ---- Eq. S4 

!"$#!
!# =	)&'$	          ---- Eq. S5 

!"%#
!# =	)('                 ---- Eq. S6 

!"%#!
!# =	)('$	          ---- Eq. S7 

where ‘#$ = 10+*,-).+*’ and ‘#'$ = 10+*)-).+*’ were the diffusion co-efficient of 

analyte (A) and analyte-detection antibody complex (PA) respectively (1). The initial capture 

antibody concentration was assumed to be 10-8 M to approximately match the experimentally 

spotted concentration at test ("!) and control lines ($!). The analyte concentration, /$ was 

varied from 10"#!	()	10"$	M. The reaction rate of various species are as follows, 

)'$ = 0-*/$/' − 0.*/'$                ---- Eq. S8 

)&$ = 0-)/$(2/ − /&$ − /&'$) − 0.)/&$ − 0-0/&$/' +	0.0/&'$	  ---- Eq. S9 

)&'$* = 0-1/'$(2/ − /&$ − /&'$) − 0.1/&'$           ---- Eq. S10 

)&'$) = 0-0/&$/' − 0.0/&'$              ---- Eq. S11  

)&'$ = )&'$* + )&'$)                        ---- Eq. S12 

)(' = 0-2/'45/ − /(' − /('$6 − 0.2/(' − 0-2/('/$ +	0.2/('$ ---- Eq. S13 

)('$* = 0-3/'$45/ − /(' − /('$6 − 0.3/('$         ---- Eq. S14 

)('$) = 0-4/('/$ − 0.4/('$             ---- Eq. S15 

)('$ = )('$* + )('$)               ---- Eq. S16 



where the 0-5(57*	#/	4)	789	0:5(57*	#/	4) were the forward and backward reaction rate constants 

respectively. The values of forward and backward rate constants for analyte-antibody 

interactions for the test line were obtained from Qian et al (1), 0-* = 0-) = 0-1 = 0-0 =

103	:+*.+* and 0:* = 0:) = 0:1 = 0:0 = 10+1	:+*.+*, respectively, whereas the values 

of forward and backward rate constants for mouse IgG anti-mouse IgG interactions for the 

control line were 0-2 = 0-3 = 0-4 = 102	:+*.+* and 0:2 = 0:3 = 0:4 = 10+0	:+*.+* 

respectively (2). 

The inlet (at x = 0 cm) conditions were  

                                            /$ = /$,; 	/' = /',; /'$ = 0;                       ---- Eq. S17 

At the outlet (at x = 2 cm) conditions were  

!"%
!# = !"&

!# =
!"&%
!# = 0       ---- Eq. S18 

And the initial conditions were 

/$ = /' = /'$ = /&$ = /&'$ = /('$ = /(' = 0     ---- Eq. S19 

/&$ = <=/		(>;* < > < >;)),
0												AB.ACℎA=A	        ---- Eq. S20 

/($ = <E/		(>;1 < > < >;0),
0												AB.ACℎA=A 	      ---- Eq. S21 

 

S3. Finite Central Difference Method for Spatial Discretization 

The transport-reaction equations (S1 - S7) and the initial and boundary conditions (S17 - S21) 

were discretized by using the central difference scheme. Uniform grid space (Δx = 0.01) was 



used along the length of the modelling domain except at test and control line region where a 

very fine grid space (Δx = 0.0005) was used. 

 

S4. Experimental profiles of T/C ratio  

The experimental T/C ratio for different hCG concentrations had different time profiles for 

low, high and very high analyte concentrations (Fig. S2). For low analyte concentrations (2.5 

to 10 IU/mL), the T/C ratio increased monotonously; for high analyte concentrations (30 to 100 

IU/mL), the T/C ratio initially increased  and then decreased; for very high analyte 

concentrations (200 to 500), the T/C ratio decreased monotonously (Fig. S2). 

 

Figure S4: Experimental profiles of T/C ratio for different hCG concentration. 
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